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Abstract

Despite growing interest in opinion mining for001
the hospitality industry, the lack of benchmarks002
aligned with real-world use cases limits the003
development of robust classifiers. Addition-004
ally, recent advancements in dense retrieval005
methods using Sentence Transformers, which006
enable zero-shot text classification, have not007
been thoroughly explored. This study evalu-008
ates embedding models for classifying hospi-009
tality reviews using publicly available human-010
annotated datasets to assess their limitations011
and applicability for opinion mining. Our find-012
ings indicate that dense retrieval models based013
on large language models either underperform014
or show only marginal improvements over a015
simple continuous bag of words model trained016
on in-domain data. While fine-tuning pre-017
trained sentence transformers perform strongly018
in extracting both sentiment and topic informa-019
tion, the lack of sufficient training data limits020
the development of effective solutions. Finally,021
we offer recommendations, based on key sur-022
veys in the literature, to bridge the gap between023
domain-specific needs and recent NLP advance-024
ments, thereby enhancing opinion mining in the025
hospitality sector.026

1 Introduction027

Recently, (Ameur et al., 2023) conducted a system-028

atic review of the literature on opinion mining–also029

referred to as sentiment analysis (Liu, 2020)–in030

the hospitality domain, analyzing over 700 articles031

from the past 20 years. An important subtask cov-032

ered is Aspect-Based Sentiment Analysis (Zhang033

et al., 2023), which classifies sentiment polarity034

in relation to specific aspects. In the hospitality035

domain, these aspects range from core services,036

such as room quality, to more subjective attributes,037

such as ambience. This survey revealed the lack of038

expert-annotated training data, which significantly039

limits the development of effective opinion min-040

ing systems1 (Rogers, 2021). In particular, most 041

publicly annotated datasets are based on a limited 042

set of topics that fail to capture the full diversity 043

of the corpus2, while alternative unsupervised ap- 044

proaches, such as topic modeling, “give often in- 045

accurate classification results” (Ameur et al., 2023, 046

p. 19). In practice, the approaches discussed in this 047

literature review fail to provide management schol- 048

ars with a publicly reliable framework for testing 049

their hypotheses about customer feedback. 050

However, this survey does not cover recent ad- 051

vances of topic modeling using Sentence Trans- 052

formers (Reimers and Gurevych, 2019), which 053

have enabled modern approaches through sentence 054

clustering based on embedding representations 055

(Grootendorst, 2022). These methods also offer a 056

low-computation solution for zero-shot multi-label 057

text classification (Eden et al., 2023) by comput- 058

ing cosine similarity between sentence embeddings 059

and target labels, their representative queries, or 060

the centroid of previously extracted clusters. As a 061

result, only n calls to the model are needed, where 062

n is the number of labels and sentences. 063

Still, these models do not provide a universal 064

definition of sentence representation. First, their 065

embeddings are biased toward undefined topics of- 066

ten represented by common nouns present in the 067

sentence (Nikolaev and Padó, 2023). This might 068

overlook the specificities of the hospitality domain, 069

such as the distinction between concepts like ser- 070

vice and staff or facilities and amenities. Addition- 071

ally, the lack of documentation on the full training 072

dataset of some models3 hinders the interpretabil- 073

1See (Ha et al., 2021) for a qualitative study showing how
annotators’ domain knowledge affects the performance of
BERT-based classification models.

2SemEval annotation guidelines use 34 topics for hotel
reviews, 5 of which are miscellaneous (Pontiki et al., 2016).
Booking.com uses 239 topics (Wang et al., 2023a).

3Notably, E5 (Wang et al., 2024) and GTR embeddings
(Zhang et al., 2024b) are pre-trained on unspecified “web data”
without details on its composition.
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ity of their representations (Rogers, 2021). As a074

direct consequence, these models tend to be ineffec-075

tive in retrieving sentences based on both specific076

sentiment and topic relevance to a given query4.077

In this paper, we explore a specific research ques-078

tion: “Do Sentence Transformers offer useful fea-079

tures for developing unsupervised methods for hos-080

pitality opinion mining?”081

2 Experimental Studies082

We evaluated the ability of various models to re-083

trieve all relevant documents for a given query, a084

common use case in opinion mining systems (Wang085

et al., 2023a; Eden et al., 2023; Introne, 2023).086

2.1 Datasets087

We selected four human-annotated english datasets088

from the hotel and restaurant domains: Rest14089

(Pontiki et al., 2014), Hotel15 (Pontiki et al., 2015),090

Rest16 (Pontiki et al., 2016), and HotelOATS091

(Chebolu et al., 2024). These datasets provide092

sentence-level topic labels and their associated sen-093

timents (positive, negative or neutral), with anno-094

tation guidelines available to clarify labels5. We095

made several modifications to these datasets6 by096

removing sentences with neutral or conflicting sen-097

timent, as well as those labeled with the MISCELLA-098

NEOUS aspect, since these categories are often am-099

biguous or subjective. Additionally, we excluded100

entities such as RESTAURANT and HOTEL, as these101

broad classifications are too general and could be102

better categorized into more specific sub-entities.103

Finally, we focused exclusively on retrieving top-104

ics at the entity level, following previous research105

(Huang et al., 2020), as this provides a more ac-106

curate representation of model performance in an107

unsupervised setting. All of these modifications7108

4This problem was highlighted in (Introne, 2023, p. 391)
and investigated by (Ghafouri et al., 2024) who propose a so-
lution for adding stance in pre-trained Sentence Transformers.

5HotelOATS and Hotel15 use the same labeling scheme,
while Rest14 lacks annotation guidelines but uses the same
aspects as Rest16. These datasets have been used in a fully su-
pervised setting with BERT pre-trained on in-domain datasets,
and a pre-training performed via MLM and contrastive learn-
ing tasks, achieving over 90% F1 scores (Chebolu et al., 2024;
Sun et al., 2019; Li et al., 2021; Liang et al., 2021). LLM(s)
have also been used on Rest16 (Zhang et al., 2024a), yielding
lower performance compared to previous studies using BERT
on the full training set, despite the discussion on potential
emergent properties of LLMs (Rogers and Luccioni, 2024).

6The modified versions of the datasets are avail-
able at https://anonymous.4open.science/r/
dataset-acl-2025-A180/README.md.

7More justifications are given in appendix A.1.

are driven by the “fact that sentiment analysis is a 109

very subjective task” (Chebolu et al., 2022, p. 7). 110

2.2 Models 111

We selected several models available on the Hug- 112

ging Face Hub and classified them based on their 113

backbone size (static embeddings, sentence trans- 114

formers, and LLM-based sentence transformers). 115

We also built two static embeddings using CBOW 116

and Skip-Gram (Mikolov et al., 2013) with Gensim 117

(Řehůřek and Sojka, 2010), trained on a large-scale 118

in-domain dataset8. Sentence embeddings are com- 119

puted as the mean embedding of all tokens. 120

Following the training procedure in (Zhao et al., 121

2023), we introduced a supervised category, Opin- 122

ionCSE, by fine-tuning all-mpnet-base-v2 with In- 123

foNCE loss9. Although this training objective only 124

requires a list of positive sentence pairs, we con- 125

sidered all possible sentence combinations sharing 126

the same labels from the cleaned training sets of 127

HotelOATS (for the hotel domain) and Rest16 (for 128

the restaurant domain), sampling negative exam- 129

ples randomly within the batch. 130

2.3 Details of Downstream Tasks 131

For each dataset, we generated two versions of the 132

test set following ABSA terminology: (i) Aspect 133

Category Detection (ACD) focuses on identifying 134

aspects alone, (ii) Aspect Category Sentiment Anal- 135

ysis (ACSA), extends this by retrieving aspects 136

with their associated sentiment. A single query is 137

used for each aspect, derived from the annotation 138

guidelines. For ACD, the query is directly derived 139

from these guidelines, while for ACSA, it is ad- 140

justed to include a sentiment representation of the 141

targeted aspect within the description10. 142

Following (Wang et al., 2023a), we use the 143

macro-averaged precision score from Scikit-Learn 144

(Pedregosa et al., 2011) to compare the models. 145

3 Results 146

Results are provided in Table 1. OpinionCSE out- 147

performs in both ACD and ACSA tasks, except 148

for ACD on HotelOATS, highlighting the strength 149

of its training architecture. However, the evalua- 150

tion process, based on low quality data and lacking 151

8HotelReC (Antognini and Faltings, 2020) for Hotel do-
main and SixTripAdvsisorReview (López-Riobóo Botana
et al., 2022) for the Restaurant domain.

9Implemented as MultipleNegativeRankingLoss in the Sen-
tence Transformers library. See Table 2 for the hyperparame-
ters used in fine-tuning training.

10See Tables 4 and 5 for the queries used.
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real-world scenarios, limits the insights on its per-152

formance for hospitality opinion mining. Figure 1153

gives a visualization of the embedding from Opin-154

ionCSE11.155

On the other hand, static embeddings such as156

CBOW and SG achieve competitive results for as-157

pect retrieval while offering greater interpretabil-158

ity compared to sentence transformers. Among159

pre-trained sentence embeddings, GTE-modernbert160

provides the best trade-off between inference time161

and comprehension of both aspects and sentiments.162

It outperforms SentiCSE, which is designed exclu-163

sively for sentiment analysis, and competes with164

LLM-based sentence transformers in most scenar-165

ios. However, it remains unclear whether this ad-166

vantage stems from its training architecture or from167

the data on which it was trained, as the full train-168

ing set is not publicly available. We conducted an169

alternative evaluation, presented in Appendix A.4,170

which yields similar conclusions.171

From these results we can state that for the hos-172

pitality use case, domain-specific CBOW ap-173

pears to be a better choice than large LLM-174

based sentence transformers, despite their strong175

performance on MTEB (Muennighoff et al., 2023).176

This underlines the subjectivity of retrieval perfor-177

mance, which varies by use case, and emphasizes178

the potential value of fine-tuning sentence embed-179

dings. This brings us to the next question: “How180

can we fine-tune these models and evaluate their181

performance effectively?”182

Figure 1: Embeddings representation (using t-SNE) of
hotel domain with OpinionCSE. We plotted the most
representative embedding points for each label, using
the label’s embeddings.

11Embeddings with others models are presented in Ap-
pendix A.3.

4 Related Work 183

Debiasing Sentence Transformers by fine-tuning is 184

an emerging topic (Ramesh Kashyap et al., 2024, 185

p. 1749). It is typically done by pseudo-labeling 186

or using metadata present in the dataset (Schopf 187

et al., 2023; Ghafouri et al., 2024). The most com- 188

mon approach requires domain-specialized cross- 189

encoders (Wang et al., 2022a; Dai et al., 2022), 190

but this does not resolve the fundamental issue 191

of the quality of training data. Other pseudo- 192

labeling approaches explore natural language in- 193

ference (Vacareanu et al., 2024) or synthetic data 194

generation via LLMs (Ma et al., 2021a), but it 195

seems difficult to assess whether subjective top- 196

ics, such as ambiance, are perceived in the same 197

way by both humans and the model (Ma et al., 198

2021b; Bhargava et al., 2021; Tan et al., 2024; 199

Rogers, 2021; Rogers and Luccioni, 2024; Yu et al., 200

2024; Bender et al., 2021). Alternatively, they exist 201

easy-to-use and explainable methods for pseudo- 202

labeling, including dynamic rule-based approaches 203

for opinion mining (Qiu et al., 2011) and in-domain 204

word embeddings (Tulkens and van Cranenburgh, 205

2020). Also, specialized topic models have been 206

developed for hotel reviews to extract both aspects 207

and their associated sentiments (Mukherjee and 208

Liu, 2012; Lu et al., 2011)12 despite their rela- 209

tive efficiency for content analysis (Laureate et al., 210

2023). All these approaches have their advantages 211

and drawbacks but researchers need to focus more 212

on the choice of training data used and the evalu- 213

ation of expected output rather than the training 214

architecture. For example, (Zhao et al., 2023) pro- 215

posed a sentence representation model for hospi- 216

tality opinion mining. However, it remains unclear 217

why the sentiment is extracted using the domain- 218

agnostic rule-based VADER13 method (Hutto and 219

Gilbert, 2014) instead of star ratings, as suggested 220

by (Xu et al., 2020)? This may be symptomatic 221

of a broader issue where NLP researchers do not 222

explicitely define their understanding of sentiment 223

(Venkit et al., 2023). Also, we do not have any 224

information about the topics extracted using all- 225

MiniLM-L6-v2 and the definitions that are provided 226

to human evaluators. This raises the challenge of 227

comparing and evaluating unsupervised models, as 228

they all seem to produce effective results despite 229

their different designs. 230

12More examples are described in (Ameur et al., 2023).
13For a discussion on potential issues with VADER, see

(Rebora, 2023).
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Model HotelOATS Hotel15 Rest16 Rest14
ACD ACSA ACD ACSA ACD ACSA ACD ACSA

Pre-Trained

Static Embeddings
CBOW 72.09 47.08 62.93 50.47 57.97 39.13 71.84 52.19
SG 64.94 38.63 57.73 45.69 52.56 38.29 68.14 50.71
Potion-base-8M (Tulkens and van Dongen, 2024) 56.29 36.54 52.03 39.99 54.59 33.46 66.22 44.35

Sentence Transformers
SentiCSE (Kim et al., 2024) 32.64 33.17 26.61 35.65 31.4 32.38 39.61 35.77
all-MiniLM-L6-v2 59.09 38.81 51.54 38.67 51.78 42.05 71.42 47.23
all-MiniLM-L12-v2 59.64 44.11 54.64 39.25 50.71 41.02 68.34 45.85
all-mpnet-base-v2 51.60 42.12 46.09 38.74 47.56 39.26 60.98 43.32
e5-small-v2 (Wang et al., 2022b) 52.44 41.44 47.24 42.04 40.99 40.51 59.34 51.32
e5-base-v2 (Wang et al., 2022b) 56.39 44.42 49.30 41.32 43.5 41.86 60.64 51.9
e5-large-v2 (Wang et al., 2022b) 49.18 45.4 46.00 45.85 41.23 40.38 60.39 50.79
GTE-base-en-v1.5 (Li et al., 2023) 62.71 42.11 57.81 40.91 58.93 45.60 77.23 57.19
GTE-large-en-v1.5 (Li et al., 2023) 67.74 47.00 56.78 45.25 59.17 46.40 76.13 62.13
GTE-modernbert-base (Li et al., 2023) 62.88 45.01 59.78 50.11 60.02 46.86 75.12 58.18

LLM Sentence Transformers
Sentence-T5-xxl (Ni et al., 2021b) 66.90 50.96 54.74 48.44 59.93 49.74 75.66 65.89
GTR-T5-xxl (Ni et al., 2021a) 57.55 40.23 50.23 34.96 47.66 38.86 71.15 47.16
e5-mistral-7b-instruct (Wang et al., 2023b) 60.33 40.88 54.33 42.37 56.88 43.83 76.89 55.36

Supervised

OpinionCSE 66.31 62.24 64.39 70.99 79.41 64.73 94.01 74.68

Table 1: Performance comparison of models across datasets for ACD and ACSA tasks using annotation guideline as
query. Underlined values represent the top models in each category, bolded values indicate the best unsupervised or
pre-trained models, colored cells give the best model overall.

5 Conclusion and Discussion231

How to evaluate the validity of topic modeling,232

especially when research suggests that mathemati-233

cal metrics are not aligned with human judgment234

(Chang et al., 2009; Hoyle et al., 2021)? This raises235

concerns about objectivity, as the definition of the236

“best topic model” depends on the chosen metric237

and the dataset used (Doogan and Buntine, 2021)14.238

Typically, (Ameur et al., 2023) does not define the239

topics discussed by customers, aside from a brief240

mention: “For instance, in hospitality, we are inter-241

ested in ’rooms,’ ’Food_Drinks,’ ’service,’ etc.”. If242

the expected output is not discussed, it is difficult243

to assess any ground truth and compare approaches.244

More generally we can wonder whether the NLP re-245

search community truly knows which topics should246

be extracted15? Booking.com (Wang et al., 2023a)247

delegates this task to experts with explanatory tools248

to assist annotation, which can reduce belief bias249

but does not eliminate it (González et al., 2021). It250

is possible that most models and datasets for hospi-251

tality opinion mining remain agnostic to any col-252

14The reliability of automatic evaluation has been ques-
tioned from a digital humanities perspective (Shadrova, 2021).

15This might reflect how NLP is taught, giving the impres-
sion that “data is not part of the job” (Rogers, 2021).

laborative and interdisciplinary research ques- 253

tions, as noted by (Laureate et al., 2023), who 254

also offers guidance on constructing “good” topic 255

models16. This includes integrating social science 256

hypotheses, as "the focus should be on developing 257

and validating alternative performance measures 258

that reflect the needs of researchers applying topic 259

models to SMD" (Laureate et al., 2023), and con- 260

sidering the specifics of in-domain datasets (Hu 261

and Liu, 2004; Liu, 2020). This calls for a more 262

rigorous qualitative analysis of the expected out- 263

puts. Addressing such epistemological challenges 264

requires a clear and well-defined understanding of 265

the extracted topics and sentiments. This would 266

reduce confirmation bias and ensure that identified 267

patterns are functional and meaningful, particularly 268

by aligning more precisely with the multifaceted 269

notion of sentiment (Venkit et al., 2023). 270

To address the question in the title, we have 271

shown that simple models–for instance CBOW 272

with sentiment extraction by star ratings– may suf- 273

fice, but a truly meaningful answer will remain out 274

of reach until the previous issues are addressed. 275

16See (Hoyle et al., 2022) for an explanation of why some
of our complex topic models are “broken” and do not perform
better that a simple LDA as regard to content analysis.
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6 Limitations276

One limitation of this study is the scope of evalua-277

tion and optimization of models. We did not test278

all LLMs listed on the MTEB leaderboard, which279

might have produced different results, nor did we280

explore all potential methods for optimizing LLM281

performance, such as leveraging synergies through282

query modification by another LLM (Feng et al.,283

2024).284

There is also a lack of practical assessment.285

We did not evaluate if the expected output from the286

tested models was truly informative or useful, as287

this type of evaluation has not been conducted in288

prior work. As suggested in (Gu et al., 2025), we289

could have validated our experiments using LLMs-290

as-a-judge, however we cannot critique which cat-291

egory assignments should be validated, as we our-292

selves do not know.293
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A Appendix687

A.1 Further Justification For Datasets688

Modifications689

In the Rest16 test set, sentences like “Yum!” and690

“Salads are a delicious way to begin the meal” are691

annotated as FOOD#QUALITY, but the definition692

of quality is overly broad: “opinions focusing on693

the taste, freshness, texture, consistency, tempera-694

ture, preparation, authenticity, cooking, or general695

quality of the food and drinks served in the restau-696

rant.” This encompasses multiple distinct concepts697

that should ideally be defined separately. At the698

same time, for hotel domain, should we distinguish699

the general notion of cleanliness from its specific700

application to hotels and rooms, or should they be701

treated as three separate entities?702

Similarly, sentences such as “I can’t wait to go703

back” and “Will absolutely visit again”, labeled704

as RESTAURANT#GENERAL in Rest16, and “I rec-705

ommend this hotel”, labeled as HOTEL#GENERAL706

in HotelOATS, seem to reflect intent (an other re-707

search area (Liu, 2020)) rather than evaluating a708

specific aspect. Additionally, the value of making709

a distinction between GENERAL and MISCELLA-710

NEOUS in these cases remains highly unclear.711

Furthermore, “Service was decent” and “Food712

was okay, nothing great” are labeled as neutral,713

but management studies suggest that a more appro-714

priate classification would be negative (Kamoen715

et al., 2015). There also seems to be confusion be-716

tween the sentiment explicitly stated by the author717

and how it is perceived by readers. For example,718

“Waited 35 minutes for a table for 8, which was ok719

for such a big crowd” may seem neutral but could720

be interpreted as negative by readers.721

A.2 OpinionCSE Fine-Tuning Configuration722

Table 2 gives the hyperparameters used for the fine-723

tuning training of OpinionCSE.724

Parameter Value
Training epochs 3
Batch size 128 (hotel)

32 (restaurant)
Learning rate 5× 10−5

Temperature for softmax 0.05
Floating precision bf16

Table 2: OpinionCSE Fine-Tuning Configuration

A.3 Embeddings Visualization 725

Figure 2 provides some embeddings visualizations 726

similar to Figure 1. These visualizations demon- 727

strate the efficiency of our fine-tuning of all-mpnet- 728

base-v2 (OpinionCSE) and the effectiveness of 729

CBOW in modeling our corpus. 730

Figure 2: Embeddings representation of hotel domain
using t-SNE. From top to bottom: CBOW, all-mpnet-
base-v2, e5-mistral-7b-instruct. We plotted the most
representative embedding points for each label, using
annotation guideline descriptions for CBOW and the
label’s own embeddings for all other models.
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A.4 Additional Experimentation731

An alternative evaluation is presented in Table 3.732

This evaluation also demonstrates that some mod-733

els are more effective, particularly SentiCSE. For734

Aspect Category Detection (ACD), we used the735

entity itself as a query, categorizing aspects as fol-736

lows:737

• For restaurants: food, service, drinks, location,738

ambiance, and price.739

• For hotels: rooms, room amenities, facilities,740

service, location, and food & drinks.741

For Aspect Category Sentiment Analysis (ACSA),742

we prefixed a sentiment word (“excellent” or “hor-743

rible”) to the entity. For instance, the query “excel-744

lent food” retrieves sentences with positive men-745

tions of food, while “horrible food” retrieves nega-746

tive ones.747
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Model HotelOATS Hotel15 Rest16 Rest14
ACD ACSA ACD ACSA ACD ACSA ACD ACSA

Pre-Trained

Static Embeddings
CBOW 63.18 39.95 57.77 39.78 64.28 34.93 72.83 40.84
SG 61.77 37.2 56.02 36.70 63.15 34.27 76.46 40.9
Potion-base-8M 51.44 37.33 48.47 40.61 58.31 33.91 75.29 42.22

Sentence Transformers
SentiCSE 42.24 38.46 37.81 44.64 38.5 37.53 49.28 45.36
all-MiniLM-L6-v2 62.16 37.92 51.58 37.34 61.98 35.44 80.86 46.13
all-MiniLM-L12-v2 65.04 42.24 55.15 41.25 62.67 38.01 81.16 48.52
all-mpnet-base-v2 63.64 48.39 52.08 41.57 59.9 41.57 80.74 53.34
e5-small-v2 55.13 44.09 47.07 43.49 48.6 38.73 72.96 54.06
e5-base-v2 54.82 43.11 46.90 44.04 53.32 40.83 76.35 56.48
e5-large-v2 52.78 43.93 44.36 43.23 50.1 39.66 74.17 53.48
GTE-base-en-v1.5 57.36 45.86 49.39 43.23 56.83 40.86 78.11 58.54
GTE-large-en-v1.5 59.83 47.14 50.42 47.34 56.23 43.1 80.04 57.99
GTE-modernbert-base 51.35 52.21 54.43 55.10 67.11 49.63 82.5 67.44

LLM Sentence Transformers
Sentence-T5-xxl 59.76 53.10 48.04 48.67 55.29 47.74 76.14 67.41
GTR-T5-xxl 55.77 40.13 51.18 37.31 60.35 44.93 78.27 50.25
e5-mistral-7b-instruct 61.99 38.14 54.82 39.81 69.32 42.46 84.12 48.86

Supervised

OpinionCSE 76.94 73.75 67.98 71.94 75.34 58.54 93.31 75.23

Table 3: Performance comparison of models across datasets for ACD and ACSA tasks using entity label as query.
Underlined values represent the top models in each category, bolded values indicate the best unsupervised or
pre-trained models, colored cells give the best model overall.
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Topic Sentiment Description

ROOMS
Positive excellent opinions praising the rooms in terms of size, general condition, view,

furniture, bathroom, sleep quality, or availability of extra features / amenities
Negative horrible opinions criticizing the rooms for being small, poorly maintained,

lacking amenities, or uncomfortable
Description opinions evaluating the rooms in terms of their size, general condition, view,

furniture, bathroom, sleep quality and the lack or presence of extra features /
amenities

ROOM AMENITIES
Positive excellent opinions praising the amenities in terms of functionality, quality, or

availability (e.g. air condition, refrigerator, microwave, mini bar, hair dryer,
tv, toiletries, safe, balcony, coffee maker, linen)

Negative horrible opinions criticizing the amenities for being non-functional, of poor
quality, or missing (e.g. air condition, refrigerator, microwave, mini bar, hair
dryer, tv, toiletries, safe, balcony, coffee maker, linen)

Description opinions evaluating the rooms in terms of the amenities they include (e.g. air
condition, refrigerator, microwave, mini bar, hair dryer, tv, toiletries, safe,
balcony, coffee maker, linen)

FACILITIES
Positive excellent opinions praising the hotel facilities (e.g. swimming pool,

spa&sauna, beauty salon, restaurants, café, night club, casino, business center,
gymnasium, access facility for the differentlyabled, parking) or guest services
(e.g. shuttle, laundry, baby sitting or wake up services, sports activities,
24-hour concierge &front desk, information desk, in-room dining, internet
access, availability of touristic material) for being well-maintained, diverse,
or convenient

Negative horrible opinions criticizing the hotel facilities (e.g. swimming pool,
spa&sauna, beauty salon, restaurants, café, night club, casino, business center,
gymnasium, access facility for the differentlyabled, parking ) or guest ser-
vices (e.g. shuttle, laundry, baby sitting or wake up services, sports activities,
24-hour concierge &front desk, information desk, in-room dining, internet
access, availability of touristic material) for being inadequate, unavailable, or
poorly maintained

Description opinions focusing on the hotel facilities in terms of specific installations / areas
(e.g. swimming pool, spa&sauna, beauty salon, restaurants, café, night club,
casino, business center, gymnasium, access facility for the differentlyabled,
parking ) or guest services offered by a hotel (e.g. shuttle, laundry, baby
sitting or wake up services, sports activities, 24-hour concierge &front desk,
information desk, in-room dining, internet access, availability of touristic
material)

SERVICE
Positive excellent opinions praising the staff’s attitude, promptness, problem-solving

ability, or quality of service
Negative horrible opinions criticizing the staff’s attitude, lack of promptness, inability

to solve problems, or poor service quality
Description opinions focusing on the staff’s attitude and promptness, easiness to problem

solving, execution of service in time, or the rooms/ check-in / check-out /
reception service

LOCATION
Positive excellent opinions praising the hotel’s location for its convenience, surround-

ings, or views
Negative horrible opinions criticizing the hotel’s location for being inconvenient,

unattractive, or poorly situated
Description opinions focusing on the location of the reviewed hotel in terms of its position,

the surroundings, the view

FOOD & DRINKS
Positive excellent opinions praising the food and drinks for their quality, variety, or

presentation
Negative horrible opinions criticizing the food and drinks for poor quality, lack of

variety, or unappealing presentation
Description opinions focusing on the breakfast, the food and the drinks in general or in

terms of specific dishes and drinks, dining / drinking options

Table 4: Descriptions provided for each category as query in the HOTEL domain
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Topic Sentiment Description

FOOD
Positive excellent opinions praising the food for its exceptional taste, freshness, cre-

ative presentation, or diverse menu options
Negative horrible opinions criticizing the food for being bland, stale, poorly prepared,

or lacking variety
Description opinions focusing on the food in general or in terms of specific dishes, dining

options

DRINKS
Positive excellent opinions highlighting the quality, freshness, variety, or creative

presentation of drinks
Negative horrible opinions complaining about the drinks being poorly prepared, lacking

options, or served at an inappropriate temperature
Description opinions focusing on the drinks in general or in terms of specific drinks,

drinking options

SERVICE
Positive excellent opinions appreciating the promptness, friendliness, professionalism,

or attentiveness of the restaurant staff
Negative horrible opinions criticizing the staff for being rude, slow, unprofessional, or

inattentive to customer needs
Description opinions focusing on the (customer / kitchen / counter) service, on the prompt-

ness and quality of the restaurant’s service in general, the food preparation,
the staff’s attitude and professionalism, the wait time, the options offered (e.g.
takeout)

AMBIENCE
Positive excellent opinions praising the atmosphere for being cozy, elegant, lively, or

well-decorated with pleasant entertainment options
Negative horrible opinions criticizing the ambiance for being noisy, poorly lit, uncom-

fortable, or unattractive
Description opinions focusing on the atmosphere or the environment of the restaurant’s

interior or exterior space (e.g. terrace, yard, garden), the decor, entertainment
options

LOCATION
Positive excellent opinions highlighting the convenient location, beautiful surround-

ings, or stunning views of the restaurant
Negative horrible opinions criticizing the location for being hard to reach, poorly

situated, or lacking appealing surroundings
Description opinions focusing on the location of the reviewed restaurant in terms of its

position, the surroundings, the view

PRICE
Positive excellent opinions appreciating the restaurant for offering good value, reason-

able pricing, or affordability
Negative horrible opinions complaining about the restaurant being overpriced, charging

excessively, or not delivering value for money
Description opinions that refer to the prices

Table 5: Descriptions provided for each category as query in the RESTAURANT domain
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