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Abstract

Neural Ordinary Differential Equations (ODEs) offer potential for learning continu-
ous dynamics, but their slow training and inference limit broader use. This paper
proposes spatial and temporal optimization inspired by control theory. It seeks an
optimal network depth to accelerate both training and inference while maintaining
performance. Two approaches are presented: one treats training as a single-stage
minimum-time optimal control problem, adjusting terminal time, and the other
combines pre-training with Lyapunov method, followed by safe terminal time
updates in a secondary stage. Experiments confirm the effectiveness of addressing
Neural ODEs’ speed limitations.

1 Introduction
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Figure 1: Performance of Neural ODEs on Concen-
tric Annuli problem: (a) Prediction loss vs. time on
20 correctly classified examples by Vanilla Neural
ODEs and Minimum-time Neural ODEs; (b) State
trajectories of 20 examples by Vanilla Neural ODEs

Deep Neural Networks (DNNs) have trans-
formed AI by excelling in complex tasks [1, 2].
However, increasing network depth can lead to
issues like gradients problems [3], higher com-
putation, and overfitting. Residual Networks
(ResNets) [4] introduced skip connections to ad-
dress these concerns, allowing for deeper models.
Neural Ordinary Differential Equations (Neural
ODEs) [5] build on this success by treating neu-
ral networks as dynamical systems governed by
differential equations for adaptability [6, 7, 8].
Neural ODEs find applications in image classi-
fication, generative modeling, and time-series
analysis [9, 10, 11]. In control systems, they
can be used for trajectory planning and system
identification [12, 13, 14]. While Neural ODEs
hold promise, challenges persist in enhancing
their stability, expressiveness, and robustness through ongoing research [15, 16, 17, 18, 19]. Never-
theless, their computational demands are a limiting factor, stemming from the slow ODE solver and
uncertainties about network depth: excessive computational costs arise, and overly deep networks can
lead to overfitting. For example, in the 2-D Concentric Annuli problem, Vanilla Neural ODEs achieve
the desired performance by 0.6 time units, making subsequent computations redundant. Errors and
trajectory deviations within 0.2 units indicate that it may take intricate routes as shown in Figure 1,
incurring unnecessary computational expenses.
Many efforts aim to reduce Neural ODEs’ computational burden. Some simplify Neural ODE
dynamics, for example, regularization terms encourage easier integration [20, 21, 22]. Temporally,
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studies optimize numerical solvers, like adding an extra neural network to capture the high-order
components of the numerical solver [23], speeding up computations. STEER [24] introduces
regularization via terminal time sampling. Overall, these methods mainly speed up inference, with
limited gains in training. Research also explores DNNs depth bounds using turnpike properties from
optimal control theory [25], relying on post-training analysis rather than prior estimation or taking into
account the depth during training. We address the deep learning network depth challenge of Neural
ODEs by adjusting the integral time span, focusing on proactive design rather than post-learning
optimization, aiming for faster, more efficient training and inference. Neural ODEs’ differentiable
nature with respect to terminal time and convenient depth adjustment feature allow us to optimize
network depth, which is an adaptivity not present in standard discrete networks. Spatially, we guide
Neural ODEs towards more direct trajectories. Temporally, we aim to find the optimal depth to
balance efficiency and performance. Experiments confirm an order of magnitude speed improvement
over Vanilla Neural ODEs. In summary, our contributions include:

• We expand Neural ODEs by redefining the network depth challenge as an interval adjustment
for ODE integration, with a focus on terminal time determination. We introduce methods
from temporal and spatial perspectives for acceleration;

• Temporally, we convert the depth challenge into a minimum-time optimal control problem,
aiming to find the shortest terminal time to optimize spatial and temporal performance;

• Spatially, we employ Lyapunov method during pre-training to learn dynamics with guaranteed
convergence speeds then iteratively determine the minimum terminal time for optimizing
temporal performance.

2 Methods

Incorporating insights from control theory, we address the structural challenges of Neural ODEs
by optimizing network depth. We introduce two approaches: Minimum-time Neural ODEs, which
transforms the challenge into a minimum-time optimal control problem and treats the terminal time
as a learnable parameter during training; Convergence-rate-based Neural ODEs which is grounded in
control theory, evaluating the entire trajectory of system dynamics based on convergence guarantees.
We reformulate the Neural ODEs system ¤𝑧 (𝑡) = 𝑓 (𝑡, 𝑧 (𝑡) , 𝜃) and objective function ℓ B Φ

(
𝑧
(
𝑡 𝑓
) )
+∫ 𝑡 𝑓

𝑡0
𝐿 (𝑧 (𝑡) , 𝜃, 𝑡) 𝑑𝑡 as an optimal control problem, with considerations for the running cost. The latent

state dynamics are described by a neural network 𝑓 with parameters 𝜃, taking 𝑧(𝑡) as input. Efficient
gradient computation methods, such as automatic differentiation or adjoint sensitivity analysis inspired
by maximum principle in control theory [26], are employed for parameter updates during training.

2.1 Approach 1: Minimum-time Neural ODEs

We propose the Minimum-time Neural ODEs framework with a learnable terminal time parameter 𝑡 𝑓 ,
that updates after each back-propagation and influences the subsequent forward pass. The gradient of
ℓ with respect to 𝑡 𝑓 is computed by taking the derivative of an upper limit in a variable integral:

𝑑ℓ

𝑑𝑡 𝑓
=

𝜕Φ

𝜕𝑧
(
𝑡 𝑓
) 𝑑𝑧(𝑡 𝑓 )

𝑑𝑡 𝑓
+ 𝑑

𝑑𝑡 𝑓

∫ 𝑡 𝑓

𝑡0

𝐿 (𝑧 (𝑡) , 𝜃, 𝑡) = 𝜕Φ

𝜕𝑧
(
𝑡 𝑓
) 𝑓 (𝑧 (𝑡 𝑓 ) ) + 𝐿 (

𝑡 𝑓
)

(1)

In our experiments, we jointly update the network parameters and terminal time. However, for finer
adjustments, it is advisable to consider employing different optimizers and learning rates for updates
and coordinate descent methods could be used for optimization as Algorithm 1 shown in Appendix.
In order to find the minimum-time optimal control strategy, the loss function is designed as

ℓ B Φ
(
𝑧
(
𝑡 𝑓
) )
+𝜆

∫ 𝑡 𝑓

𝑡0

1𝑑𝑡 (2)

which can be seen as 𝐿 = 𝜆. In this case, ∇𝑡 𝑓 ℓ = 𝜕Φ

𝜕𝑧(𝑡 𝑓 ) 𝑓
(
𝑧
(
𝑡 𝑓
) )
+𝜆, where 𝜆 denotes the power of

regularization on the training process and can be seen as the trade-off between final performance and
integral time span. In addition, to ensure the safety of updates and prevent overly abrupt changes,
we propose to apply clipping to the updates as introduced in Appendix. Besides, it is possible that
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dynamics learned in this manner become very fast. If there is a limitation on the speed of dynamics,
the magnitude of ¤𝑧, for the sake of stability, it can be enforced through clipping within the network.
Training neural network parameters and terminal time together can introduce initial training instability,
influenced by multiplier choices. To address this, we begin with a large initial terminal time and
optimize it backwards. This approach shifts the terminal state backwards with each 𝑡 𝑓 update,
gradually encouraging faster and more direct spatial dynamics.

2.2 Approach 2: Convergence-rate-based Neural ODEs

Our previous approach emphasizes the terminal state and incorporats a time penalty but lacks
guaranteed convergence, ensuring the attainment of the correct solution at a specific rate, such
as exponential speed. In essence, guaranteed convergence implies that we can theoretically omit
layers beyond a certain time. Our alternative method first pre-trains a dynamics model on a small
time interval, emphasizing whole trajectory for guaranteed convergence from a spatial perspective.
Subsequently, we determine the minimum terminal time to meet the terminal state requirements.
When considering convergence properties of dynamic systems, the application of Lyapunov methods
becomes indispensable which involve the construction of an energy function (Lyapunov function) to
monitor the system’s evolution, thereby assessing whether the system tends towards a stable state [27].

Lyapunov method Inspired by LyaNet[28], for a given training data pair and supervised loss
Φ, the potential function 𝑉 can be designed as 𝑉𝑦̂ (·) B Φ (𝑧 (·)). For example, when standard
cross-entropy loss is considered, then we consider using the truncated cross entropy loss defined as
Φ(·) B max{0,Φ𝑐𝑒}. Then a point-wise Lyapunov loss can be designed as

V B max
{
0,

𝜕𝑉𝑦̂

𝜕𝑧
𝑓 (𝑡, 𝑧, 𝜃) + 𝜅𝑉𝑦̂ (𝑧)

}
(3)

Equation (3) signifies the local violation of invariance condition. WhenV = 0 holds for all data in
the time interval, the inference dynamics exhibit exponential convergence towards a prediction that
minimizes the loss. The Lyapunov loss is ℓ B E

[∫ 𝑡 𝑓

𝑡0
V𝑑𝑡

]
. If there exists a parameter 𝜃∗ of the

dynamic system that satisfies ℓ(𝜃∗) = 0, the dynamic satisfies the exponential convergence speed with
respect to the loss Φ. The Lyapunov method also allows us to manually adjust the convergence rate
when necessary, accommodating cases where overly rapid dynamics are undesirable.

Learning procedure Notably, using Lyapunov loss ensures convergence rate but doesn’t guarantee
precise terminal state value, depending on 𝑡 𝑓 . Small 𝑡 𝑓 may not give the dynamics enough time to
reach the desired state, while excessively large 𝑡 𝑓 results in unnecessary computations. To address
this, we introduce a pre-training approach: we start with a small 𝑡 𝑓 indicating a shallow network for
swift dynamic training, then gradually increase the network depth until the loss reaches a threshold
(Algorithm 2 in Appendix). This approach is somewhat greedy, striving to find the shallowest network.
Comparison between Approach 1 and 2 Approach 1 is simple but risky in a single-stage process
because the choice of 𝜆 may lead to performance issues as large 𝜆 may result in a shorter terminal time
but an undesired final state. In contrast, Approach 2 offers convergence assurances and allows initial
pre-training over a shorter time span, potentially expediting training. Both approaches have merits,
combining them in a single stage hasn’t shown significant advantages in preliminary experiments.

3 Experiments

In this section, we demonstrate the benefits of the proposed methods on a variety of machine learning
tasks and compare the results with Vanilla Neural ODEs, LyaNet, STEER and TayNODE [20].

Concentric Annuli In Figure 2, we show results for the Concentric Annuli problem using our
Lyapunov-based pre-training approach, including the loss curve and state trajectory. Pre-training
uses a terminal time of 0.05 with a later update step of 0.01. The final trained 𝑡 𝑓 is 0.09, with a
15s-training. In contrast, Vanilla Neural ODEs require 123𝑠 to train, highlighting the significant
improvement due to the shallow network depth during pre-training. Notably, when training over the
interval [0,1] as LyaNet, we find that for 𝜅 = 20, faster dynamics are not learned compared to 𝜅 = 10.
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(a) 𝜅 = 1, 𝑡 𝑓 = 1
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(b) 𝜅 = 10, 𝑡 𝑓 = 1
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(c) 𝜅 = 20, 𝑡 𝑓 = 1
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(d) 𝜅 = 20, pre-training

Figure 2: Performance on Concentric Annuli Problem using different methods: (a)-(c) shows the
results obtained by Lyapunov method trained with 𝜅 = 1,10,20 respectively on [0,1]; (d) demonstrated
the results obtained by Lyapunov method with pre-training on [0,0.05], 𝜅 = 20

However, shorter time spans enable faster dynamics. This is because sustaining rapid improvement
after loss convergence over longer intervals, especially with larger 𝜅 values leading to more frequent
Lyapunov function violations, becomes challenging. In contrast, shorter intervals, especially before
loss minimization, allow for more effective training, highlighting the pre-training approach’s benefits.

Table 1: Image Classification using Neural ODEs
Method Terminal Time Test Accuracy Training time Inference Time NFE

MNIST Vanilla NODEs 1 99.57% 4h47min23s 0.546s 402.6
Minimum-time NODEs 0.0343 99.53% 20min23s 0.03s 16.1

Fashion MNIST Vanilla NODEs 1 93.07% 4h41min19s 0.494s 402.6
Minimum-time NODEs 0.0564 92.68% 22min24s 0.044s 24.2

CIFAR-10
Vanilla NODEs 1 82.60% >10h 0.531s 404.9

Minimum-time NODEs
𝜆 = 1 0.1103 76.38% 42min37s 0.098s 47.3
𝜆 = 0.5 0.1975 78.41% 50min57s 0.124s 81
𝜆 = 0.1 0.3606 81.74% 2h22min15s 0.278s 146.1

Vanilla NODEs STEER Tay-NODEs Minimum-time NODEs (ours)
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Figure 3: Comparison of different methods’ time
consumption for classification on MNIST dataset

Image classification We evaluated the perfor-
mance of our approach on several benchmark
datasets for image classification tasks, including
MNIST [29], Fashion-MNIST [30] and CIFAR-
10 [31]. The results are shown in Table 1 where
NFE measures the number of evaluations by the
ODE solver. And the comparison of our method
and other popular approaches such as TayN-
ODEs [20] on time consumption are shown in
Figure 3. It is evident that our approach achieves
an order of magnitude speed enhancements in
both training and inference compared to Vanilla
Neural ODEs across these three datasets, with

only minimal sacrifice in test accuracy. Particularly noteworthy is the experiments on the CIFAR-10,
where a trade-off between accuracy and training/inference time by tuning the parameter 𝜆 is shown.

4 Discussions and Future work

In this work, we propose leveraging a control perspective, including techniques such as minimum-
time control and Lyapunov methods, to learn more straightforward dynamics, determine a more
suitable network depth, and consequently accelerate the training and inference of Neural ODEs
while mitigating unnecessary computations. Future research directions hold intriguing possibilities,
including integrating our approach with acceleration targeting ODE solvers to further enhance
computational efficiency especially for the case that adaptive ODE solvers are used. Furthermore, we
intend to delve into the exploration of time-variant Neural ODEs whose training aligns more closely
with optimal control problem, thus enabling a more profound and elucidating investigation of the
interconnectedness between turnpike theory and the depth of Neural ODEs.
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Appendix

4.1 Neural ODEs

Definition 1 (Neural ODEs). With ℎ𝑥 : R𝑛𝑥 → R𝑛𝑧 , ℎ𝑦 : R𝑛𝑧 → R𝑛𝑦 representing the input network
and output network respectively, a Neural ODE is a system of the form{ ¤𝑧 (𝑡) = 𝑓 (𝑡, 𝑧 (𝑡) , 𝜃)

𝑧 (𝑡0) = ℎ𝑥 (𝑥) 𝑡 ∈ S
𝑦̂ (𝑡) = ℎ𝑦 (𝑧 (𝑡))

(4)

where S :=
[
𝑡0, 𝑡 𝑓

]
(𝑡0, 𝑡 𝑓 ∈ R+) is the depth domain and 𝑓 is a neural network called ODENet which

is chosen as a part of the machine learning model with parameter 𝜃.

For Vanilla Neural ODEs, the loss function is designed as

ℓ B Φ
(
𝑧
(
𝑡 𝑓
) )

(5)
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With such a loss function, the training can be cast into an optimization problem of the form where 𝑥
represents training data:

min
𝜃∈𝑈

ℓ

𝑠.𝑡. ¤𝑧 (𝑡) = 𝑓 (𝑡, 𝑧 (𝑡) , 𝜃) , 𝑡 ∈ S
𝑧 (𝑡0) = ℎ𝑥 (𝑥) , 𝑦̂ = ℎ𝑦

(
𝑧
(
𝑡 𝑓
) ) (6)

which is a Mayer optimal control problem, and 𝜃 is the control variable here. The problem can
be solved recursively by gradient descent (GD) and then optimal control theory comes in handy to
provide formulas for computing these gradients.
In our paper, the loss function can be designed as

ℓ B Φ
(
𝑧
(
𝑡 𝑓
) )
+
∫ 𝑡 𝑓

𝑡0

𝐿 (𝑧 (𝑡) , 𝜃, 𝑡) 𝑑𝑡 (7)

Then problem (6) is a Bolza optimal control problem.
Proposition 1. Consider the problem (4), (6) and (7), the gradient of loss ℓ with respect to parameter
𝜃 is

∇𝜃ℓ = 𝜇 (𝑡0) (8)
where 𝑧 (𝑡), 𝑝 (𝑡) and 𝜇 (𝑡) satisfy the boundary value problem:

¤𝑧 (𝑡) = 𝑓 , 𝑧 (𝑡0) = 𝑧0

¤𝑝 (𝑡) = −𝑝 (𝑡) 𝜕 𝑓
𝜕𝑧
− 𝜕𝐿

𝜕𝑧
, 𝑝

(
𝑡 𝑓
)
=

𝜕Φ

𝜕𝑧
(
𝑡 𝑓
)

¤𝜇 (𝑡) = −𝑝 (𝑡) 𝜕 𝑓
𝜕𝜃
− 𝜕𝐿

𝜕𝜃
, 𝜇

(
𝑡 𝑓
)
= 𝟘𝑛𝜃

(9)

4.2 Lyapunov Conditions for Convergence

For the ODE described in (4), a continuously differentiable function 𝑉 that is also positive except for
the equilibrium and is radially unbounded, then it is an exponentially stabilizing Lyapunov function if
there exits a constant 𝜅 > 0 such that:

min
𝜃

[
𝜕𝑉

𝜕𝑧

����
𝑧

𝑓 (𝑡, 𝑧, 𝜃) + 𝜅𝑉 (𝑧)
]
≤ 0 (10)

holds for all 𝑧 and 𝑡 ∈
[
𝑡0, 𝑡 𝑓

]
. The existence of this Lyapunov function implies that there is a 𝜃

irrespective of 𝑧 that can achieve
𝜕𝑉

𝜕𝑧

����
𝑧

𝑓 (𝑡, 𝑧, 𝜃) + 𝜅𝑉 (𝑧) ≤ 0 (11)

and the ODE using 𝜃 is exponentially stable with respect to 𝑉 and constant 𝜅:
𝑉 (𝑧 (𝑡)) ≤ 𝑉 (𝑧 (𝑡0)) 𝑒−𝜅𝑡 (12)

The importance of exponential stability in a system lies in its ability to guarantee that the system can
rapidly converge to the desired state which is defined by 𝑉 within a finite time.
Theorem 1 ([28]). Consider the Lyapunov loss 𝑙 above. If there exists a parameter 𝜃∗ of the dynamic
system that satisfies ℓ(𝜃∗) = 0, then:

• The potential function 𝑉𝑦̂ is an exponentially stabilizing Lyapunov function with 𝜃∗;

• For 𝑡 ∈
[
𝑡0, 𝑡 𝑓

]
, the dynamic satisfies the convergence speed with respect to the loss Φ:

Φ (𝑧(𝑡)) ≤ Φ (𝑧(𝑡0)) 𝑒−𝜅𝑡 (13)

5 Algorithms

The algorithms mentioned in the paper are shown as follows.
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Algorithm 1 Minimum-Time Neural ODEs
Input: Initial time 𝑡0 > 0, number of iterations 𝑛 > 0
Result: 𝑡∗

𝑓
, 𝜃∗

1: Initialize 𝑡 𝑓 , 𝜃
2: for 𝑖 < 𝑛 do
3: z←𝑂𝐷𝐸𝑆𝑜𝑙𝑣𝑒𝑟 ( 𝑓 (𝑡, 𝑧, 𝜃), 𝑧(𝑡0), 𝑡0, 𝑡 𝑓 )
4: 𝜃←𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟 (∇𝜃ℓ, 𝜃) ⊲ Update neural network parameters
5: 𝑡 𝑓 ←𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟 (∇𝑡 𝑓 ℓ, 𝑡 𝑓 ) ⊲ Update terminal time
6: end for

Algorithm 2 Pre-training algorithm
Input: Initial time 𝑡0 > 0, number of iterations 𝑛 > 0, threshold 𝜀 > 0, update step size for terminal
time 𝛾 > 0
Result: 𝑡∗

𝑓
, 𝜃∗

1: Initialize 𝑡 𝑓 , 𝜃
2: for 𝑖 < 𝑛 do
3: z←𝑂𝐷𝐸𝑆𝑜𝑙𝑣𝑒𝑟 ( 𝑓 (𝑡, 𝑧, 𝜃), 𝑧(𝑡0), 𝑡0, 𝑡 𝑓 )
4: 𝜃←𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟 (∇𝜃ℓ, 𝜃) ⊲ Update neural network parameters
5: end for
6: while Φ(𝑡 𝑓 ) > 𝜀 do
7: 𝑡 𝑓 ← 𝑡 𝑓 +𝛾 ⊲ Update terminal time
8: z←𝑂𝐷𝐸𝑆𝑜𝑙𝑣𝑒𝑟 ( 𝑓 (𝑡, 𝑧, 𝜃), 𝑧(𝑡0), 𝑡0, 𝑡 𝑓 )
9: 𝜃←𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟 (∇𝜃ℓ, 𝜃)

10: end while

6 Experiments Details

6.1 Concentric Annuli

The Concentric Annuli is shown as Figure 4. The experiments are run on Apple M1 Pro chip. The

Figure 4: Concentric Annuli

basic sturcture is chosen as Augmented Neural ODEs to address the problem of intersection of integral
trajectory. We fit a three–layer network of hidden dimensions 32. ODE-solver is chosen as RK4 with
step size 0.01. Optimizer is Adam with learning rate as 0.01, scheduler as ExponentialLR.
Especially, for Lyapunov method, which is pre-trained on [0,0.05], the pre-trained results are shown
in Figure 5. Then, the threshold of loss is set as 0.01, the results after finishing the iteration to find
the safe terminal time are shown in Figure 6.
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(a) Boundary Decision (b) State Trajectories

Figure 5: Performance of pre-trained model ([0,0.05]) on 20 correctly classified examples

(a) Boundary Decision (b) State Trajectories

Figure 6: Performance of final model ([0,0.09]) on 20 correctly classified examples

6.2 Image Classification

The experiments are run on NVIDIA Tesla V100 GPU. The network sturcture is based on the code
from [32]. The ODE-solver is chosen as RK4 with step size 0.01, and integral time span for Vanilla
Neural ODEs is set as [0,1]. Optimizer is SGD with learning rate starting as 0.1 with decay rate
[0.1, 0.01, 0.001] at epoch [60, 100, 140]. Training epoch is chosen as 160, batch size is 128. Data
augmentation technique are used on all the dataset, MNIST, Fashion-MNIST and CIFAR.
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