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Abstract

This position paper provides an analysis of the evolving roles of open-source and
closed-source large language models (LLMs) in healthcare, emphasizing their
distinct contributions and the scientific community’s response to their development.
Closed LLMs, such as GPT-4, have dominated high-performance applications,
particularly in medical imaging and multimodal diagnostics, due to their advanced
reasoning capabilities. Conversely, open LLMs, like Meta’s LLaMA, have gained
popularity for their adaptability and cost-effectiveness, enabling researchers to
fine-tune models for specific domains, such as mental health and patient communi-
cation.

1 Background

Large language models represent a significant scientific advancement. In the field of large language
models, OpenAl’'s GPT-4 [9] has the highest performance since its release. However, it is considered
a “closed-source” or “black-box” model, as it does not release its model weights to the public
and access to these weights is restricted under proprietary licenses. Access to GPT-4 is provided
through platforms such as the web app ChatGPT.com or the OpenAl API. Conversely, “open-source’
LLMs typically offer downloadable model weights and are governed by non-proprietary licenses,
exemplified by Meta’s LLaMA 2 [[1]]. The model weights represent the distilled knowledge that an
LLM acquires from extensive text datasets. Open-source LLMs provide access to model weights,
thus enabling adaptation (continuing pretraining and fine-tuning) and facilitating further investigation
of the model on local devices [13]. For instance, researchers can deploy LLaMA 2 on their local
devices using its model weights. More importantly, they can further pretrain or fine-tune LLaMA 2
with their datasets at a much lower cost than training a model from scratch. One notable example is
Princeton University’s Llemma [2], an LLM for mathematics that continues pretraining on LLaMA 2
using the mathematical corpus Proof-Pile-2, demonstrating significant mathematical abilities. While
closed LLMs lead in performance, open-source LLMs are distinguished by their adaptability.

i

2 Data and Methods

Our data consists of two parts: (1) data about teams training LLMs and (2) metadata of scientific
publications mentioning LLM. Both segments distinguish between open LLMs and closed LLMs.
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2.1 Teams Training LLMs

Model-related data provides a clear illustration of the evolution of LLMs, from the early GPT-2 to the
recent LLaMA 3. We derived this data from the Ecosystem Graph for Foundation Models [3]]. This
graph categorizes the access type (either ‘open’ or ‘closed’) of foundation models, which include
both LLMs and other generative Al models. By utilizing the GPT-40 API and conducting manual
reviews, we examined all listed foundation models as of April 2024, identifying a total of 201 LLMs,
of which 54 are closed and 147 are open. We located the original papers for 100 open-source LLMs
and 34 closed-source LLMs, allowing us to analyze the team structures behind these models. Among
the 115 organizations that developed these 201 LLMs, 62 are companies, 29 are universities, 12 are
government-funded or non-profit research institutes, and 12 are global open initiatives or projects.

2.2 Teams Using, Evaluating, or Mentioning LLLMs

Using official arXiv data accessed via the Kaggle API, with a cutoff date of June 1, 2024 (2.94 million
papers), we selected papers that mention specific LLM model names in their titles and abstracts. This
allowed us to explore papers related to both open-source and closed-source LLMs. Our two-stage
retrieval strategy identified papers associated with open-source and closed-source models. In the
first stage, we searched for general LLM-related papers within the 2.94 million papers in arXiv
dataset, yielding 30,111 papers. In the second stage, we identified papers mentioning open-source
and closed-source LLMs from the initial set, matching 44 closed-source LLMs and 103 open-source
LLMs within the titles and abstracts. This process identified a total of 6,198 papers mentioning either
open-source or closed-source specific LLMs in the titles and abstracts. Descriptive statistics for the
LLM-related papers are provided in Table T}

Table 1: Summary of papers mentioning specific LLMs in titles and abstracts

Statistic Description Number
Open Source LLMs (matched) 147 (103)
Closed Sourced LLMs (matched) 54 (44)
Papers mentioning specific closed-source LLMs 2,982
Papers mentioning specific open-source LLMs 2,283
Papers mentioning both closed-source LLMs and open-source LLMs 933
Total papers mentioning specific LLMs 6,198

3 Results

We analyzed 201 influential large language models (LLMs) identified by the Stanford Center for
Research on Foundation Models (CRFM) as of April 30, 2024, and examined the 6,198 arXiv papers
that mention these LLMs in their titles and abstracts. Per Figure[T] our investigation yielded two major
findings: (1) Elite organizations, such as major technology companies and startups, predominantly
drive LLM training, whether for closed or open models. We observed that the number of open LLMs
grows exponentially, whereas the number of closed LLMs increases linearly. This exponential growth
of open LLMs is likely due to their model weight accessibility, allowing the public to fine-tune
and continue pre-training on existing models, thereby reducing the significant costs associated with
training an LLM from scratch. This democratizes the process, enabling smaller, less experienced, and
non-industrial teams to train domain-specific LLMs at a lower cost. (2) The scientific community’s
reaction to closed and open LLMs varies significantly. Overall, although both open and closed
models are experiencing increased attention, closed LLMs have garnered more scientific interest
since 2022. Specifically, closed LLMs are notably more popular in fields such as Computers and
Society (cs.CY) and Human-Computer Interaction (cs.HC), where researchers prioritize leveraging
the LLMs’ powerful reasoning abilities over the training process itself. Conversely, in domains like
Machine Learning (cs.LG) and Distributed, Parallel, and Cluster Computing (cs.DC), open-weight
LLMs are preferred due to researchers’ focus on optimizing training processes and model adaptation.

Model creators can choose to keep LLM weights proprietary or open them to the public. Analyzing the
total number of closed and open models from 2019 to 2024, we noted that closed LLMs (represented
by gray bars in Figure 1) exhibit linear growth. In contrast, the number of open LLMs (green bars) has
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Figure 1: Growth rates of open and closed LLMs.

grown exponentially, with those fine-tuned on existing models (orange bars) contributing significantly
to this trend. The growth rate of closed models initially outpaced open models until 2023, after which
open models surged, primarily driven by fine-tuning efforts. Closed LLMs gained prominence in June
2020 with the release of GPT-3 [4] by OpenAl. With its massive size (175 B parameters), impressive
few-shot learning capabilities, and the heavy investment behind it, OpenAl opted to keep GPT-3’s
model weights proprietary and prevent the public from continuing training or finetuning on it with
existing model weights, offering access only through an official API. This approach was subsequently
adopted by other companies, including Microsoft and Nvidia with their Megatron-Turing NLG [12]
(530 B parameters, Jan 2022) and Google’s PalLM [7] (540 B parameters, April 2022), etc. Since
then, the growth of closed-source LLMs has been steady with a linear trajectory.

In contrast, early open LLMs like Google’s T5 [[11] and OpenAI’'s GPT-2 [10] in 2019 adhered
to the open-source tradition, releasing their model weights (more than 1 billion parameters) along
with the paper so that the public can continue training or finetuning their models for their own
use or research. However, following the closed release of GPT-3 in 2020, the most powerful and
best-performance LLMs all choose to keep proprietary. Open LLM communities were relatively
non-prominent during this period. Meta was the first major tech company to disrupt the closed-source
paradigm with the release of its LLaMA model [15]] in February 2023, which was comparable to
OpenATI’'s GPT-3.5 at that time. This event catalyzed a surge in open LLMs. Notably, many new open
models, such as LMSYS’s Vicuna [5], Stanford’s Alpaca [14]], and UC Berkeley’s OpenLLaMA, were
fine-tuned versions of LLaMA. Meta’s decision to open source the LLaMA series has contributed
to the exponential growth of open LLMs, with other companies like Mistral and Alibaba following
Meta’s open source strategy. This strategy involves keeping the model weights open to the public
while also providing API and web applications. The exponential growth trend continues, as state-of-
the-art open LLMs have increasingly closed the gap with their closed counterparts. Fine-tuning has
proven to be cost-effective and allows for more specialized models in specific domains.

The scientific community’s attention to LLMs varies, with prominent models like GPT-3.5, GPT-4,
and LLaMA receiving significant recognition, while less notable LLMs attract limited focus. We
analyzed the trend of scientific attention towards closed LLMs (gray line in Figure 2) and open LLMs
(green line) from 2019 to 2024, using mentions in arXiv papers as a proxy. BERT [6]], an important
language model before the LLM era, is included as a baseline (dashed line). By 2024, closed LLMs,
led by the GPT-4 series, had garnered more scientific attention than open LLMs. Scientific interest in
both types surged after the release of ChatGPT in late 2022, but the rise was more pronounced for
closed LLMs like GPT-3.5 and GPT-4, owing to their superior performance and accessibility through
web interfaces and APIs.

Open LLMs such as GPT-2 and TS5 initially received considerable attention. Their open weights
allowed researchers to fine-tune and continue training to explore their capabilities. However, this
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Figure 2: Percentage of arXiv papers mentioning open LLMs or closed LLMs from 2019 onwards,
with BERT as a baseline.

shifted with the release of ChatGPT, which, despite being closed, demonstrated superior natural
language understanding and usability, attracting extensive scientific interest. State-of-the-art perfor-
mance by closed LLMs, notably OpenAI’s models, has made them the preferred choice for tasks
requiring top-tier capabilities.

Among these LLM papers, we obtain 404 publications from the domain of medical sciences. Figure[3]
highlights the increasing prominence of LLMs in the field of healthcare. The left part of the
figure displays the cumulative ratio of medical-related LLM publications, showing a steady rise
in the interest of the scientific community in applying both open-source and closed-source LL.Ms
to healthcare-related domains. This trend became particularly pronounced starting in 2023 when
healthcare professionals and Al researchers began leveraging these models for applications ranging
from diagnostic imaging to predictive analytics and conversational agents for patient care. On the
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Figure 3: Cumulative ratio (left) and counts (right) of medical papers in LLMs.

right side of Figure 3] we observe the cumulative number of medical papers mentioning LLMs. The
data suggest a clear shift toward the adoption of closed-source models, particularly due to their
state-of-the-art performance in complex medical tasks such as radiology imaging and multimodal
medical reporting. Closed models like GPT-4 are gaining traction for their advanced capabilities,
which have proven beneficial in handling sensitive patient data in clinical environments. However,
open-source models are also becoming increasingly relevant, particularly in areas like mental health
and patient communication, where fine-tuning on specific datasets allows for more personalized and
domain-specific applications. This figure underscores the growing importance of both types of LLMs



in healthcare, with closed models dominating high-performance tasks and open models enabling
specialized, cost-effective solutions in niche areas.

We further adopt the BERTopic [8] model for topic modeling of all papers mentioning specific open
or closed LLM names. Figure ] presents a topic modeling analysis of medical-related LLM papers,
offering insights into the distinct research directions driven by open and closed LLMs in the healthcare
sector. We see that closed LLM papers focus predominantly on high-complexity tasks such as radiol-
ogy and medical imaging, where precision and reasoning capabilities are paramount. These models’
superior performance in these areas makes them a go-to solution for research requiring high accuracy
and reliability in medical diagnostics. On the other hand, papers related to open-source LLMs
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Figure 4: Topic modeling results for medical LLM papers.

show a different trend, with a higher concentration of topics focused on mental health applications,
conversational agents, and support systems in healthcare. Open LLMs’ flexibility allows researchers
to fine-tune models on specific healthcare-related datasets, creating personalized and context-aware
solutions, particularly in mental health support systems and patient-doctor communication.

These topic modeling results emphasize the complementary roles of open and closed LLMs in
the healthcare landscape. Closed models are spearheading advancements in high-stakes medical
applications, while open models excel in areas that benefit from their adaptability and fine-tuning
capabilities. Moving forward, this divergence in focus highlights the potential for hybrid approaches,
combining the strengths of both open and closed models to address the diverse needs of healthcare
systems globally.

4 Summary

This position paper explores the rapid development of LLMs in healthcare, particularly focusing on the
differences between open-source and closed-source models. Closed models lead in high-performance
applications like radiology and medical imaging, where their superior reasoning capabilities are
highly valued. These models have become prominent in healthcare because they provide powerful
tools for complex diagnostic tasks, making them indispensable for research and clinical applications
that require top-tier performance. On the other hand, open LLMs, exemplified by models such as
Meta’s LLaMA, are democratizing Al research in healthcare by allowing researchers to fine-tune them
for specific applications, such as mental health support and conversational agents. This adaptability
makes open LLMs particularly useful in fields where customization is important, and their lower
costs make them accessible to smaller research teams and institutions.
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