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Abstract

Large Language Models (LLMs) have demonstrated broad applications but suf-
fer from issues like hallucinations, erroneous outputs and outdated knowledge.
Model editing emerges as an effective solution to refine knowledge in LLMs,
yet existing methods typically depend on structured knowledge representations.
However, real-world knowledge is primarily embedded within complex, unstruc-
tured text. Existing structured knowledge editing approaches face significant
challenges when handling the entangled and intricate knowledge present in un-
structured text, resulting in issues such as representation ambiguity and editing
conflicts. To address these challenges, we propose a Conflict-Aware Knowledge
Editing in the Wild (CAKE) framework, the first framework explicitly designed
for editing knowledge extracted from wild unstructured text. CAKE comprises
two core components: a Semantic-augmented Graph Representation module and
a Conflict-aware Knowledge Editing strategy. The Semantic-augmented Graph
Representation module enhances knowledge encoding through structural disam-
biguation, relational enrichment, and semantic diversification. Meanwhile, the
Conflict-aware Knowledge Editing strategy utilizes a graph-theoretic coloring al-
gorithm to disentangle conflicted edits by allocating them to orthogonal parameter
subspaces, thereby effectively mitigating editing conflicts. Experimental results
on the AKEW benchmark demonstrate that CAKE significantly outperforms ex-
isting methods, achieving a 15.43% improvement in accuracy on llama3 editing
tasks. Our framework successfully bridges the gap between unstructured textual
knowledge and reliable model editing, enabling more robust and scalable updates
for practical LLM applications.

1 Introduction

Large Language Models (LLMs) exhibit remarkable knowledge retention capabilities and have been
widely deployed in applications such as conversational agents [[1, 2], medical diagnosis [3l], and code
generation [4]. Nevertheless, several fundamental challenges persist in current LLMs, including
hallucination, erroneous outputs, and outdated knowledge [5, 16l [7]. To address these limitations,
model editing has emerged as a promising approach to precisely update targeted knowledge while
preserving the model’s general capabilities.
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Figure 1: Challenges of WUKE. (1) Representation Ambiguity: The intrinsic complexity of infor-
mational interdependencies generates significant uncertainty in knowledge encoding. (2) Editing
Conflicts: While structured editing operates on independent samples with low correlation, unstruc-
tured text exhibits dense semantic overlaps.

Existing model editing methods predominantly rely on structured knowledge representations, such as
triples (subject, relation, object) or Question-Answer (QA) pairs. For example, ROME [8] leverages
causal mediation analysis over knowledge triples to identify editable regions in Transformer layers,
subsequently updating parameters via key-value modifications. MEMIT [9] extends this framework
to enable batch editing of multiple triples. In contrast, GRACE [10] maintains a discrete codebook as
external memory to track edited knowledge. Recent work like WISE [7] introduces a dual-parameter
memory architecture guided by knowledge triples to isolate edits, while AnyEdit [[11] employs
recursive optimization based on QA pairs to handle variable-length knowledge formats.

However, real-world knowledge is primarily stored in unstructured text (e.g., documents, articles)
without explicit question-answer pairs, and transforming such data into structured formats requires
costly human annotation, posing significant challenges for knowledge editing in practical applications.
To address this, [12] proposed the Wild Unstructured Knowledge Editing (WUKE) paradigm, which
aims to extract knowledge from complex unstructured text to update LLMs. Building on WUKE,
[12] introduced the AKEW benchmark, which uses raw text passages exclusively for training editing
models, while employing knowledge-intensive QA pairs for evaluation. A substantial semantic
gap exists between test queries and the edited knowledge—such as semantic paraphrases or multi-
hop reasoning over multiple facts—adding difficulty to alignment and evaluation. [12]] leveraged
large language models to extract knowledge triples from unstructured text, thereby enabling the
application of existing structured knowledge editing techniques like ROME[8]]. Empirical findings
reveal substantial performance deterioration in current methodologies when processing authentic
unstructured text, highlighting a crucial unresolved challenge in knowledge editing research.

As illustrated in Figure 2] wild unstructured text manifests complex knowledge entanglement, with
real-world queries frequently displaying substantial semantic deviations from source passages, posing
persistent challenges for WUKE: (1) Representation Ambiguity: The intrinsic complexity of
informational interdependencies generates significant uncertainty in knowledge encoding. Contrasted
with semantically explicit structured triples, unstructured text interlinks diverse entities through
intricate relational networks where single entity may associate with multiple counterparts via distinct
relations. Moreover, entities can implicitly connect through transitive relational pathways without
direct relations. This complexity is further exacerbated in evaluation scenarios with diverse real-
world queries which require robust understanding of unstructured contexts. (2) Editing Conflicts:
While structured editing operates on independent samples with low correlation, unstructured text
exhibits dense semantic overlaps (e.g., shared entities/similar relations). The autoregressive training
paradigm exacerbates this issue: concurrent editing of semantically adjacent yet prediction-conflicting
statements (e.g., "Paris is in France" versus "Parisian culture emphasizes fashion") induces adversarial
gradient directions during parameter optimization. This mechanistic conflict corroborates prior
research [[13,[14] on editing identical subject entities, where opposing objectives destabilize model
convergence, ultimately degrading performance through competing parameter updates.

In this work, we propose a Conflict-Aware Knowledge Editing in the Wild (CAKE) framework for
wild unstructured text, which comprises a Semantic-augmented Graph Representation (SGR) and
a Conflict-aware Knowledge Editing strategy (CKE). To address knowledge representation ambi-
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Figure 2: An overview of CAKE. The SGR module first enhances knowledge semantics through three
synergistic mechanisms: structural disambiguation, relational enrichment, and semantic diversifica-
tion. The CKE module introduces a graph-theoretic coloring mechanism that decouples semantically
overlapping edits into orthogonal parameter subspaces to eliminate the editing conflicts.

guity, SGR systematically enhances knowledge semantics through three synergistic mechanisms:
(1) Structural Disambiguation via dynamic knowledge graph construction from extracted triples,
explicitly modeling complex entity interdependencies; (2) Relational Enrichment using multi-hop
reasoning to capture latent multidimensional associations; (3) Semantic Diversification through
relation paraphrasing that generalizes context-aware predicate variations. This tripartite approach
ensures robust encoding of unstructured knowledge while preserving its inherent complexity. Further-
more, to mitigate semantic interference, our CKE introduces a graph-theoretic coloring mechanism
that decouples semantically overlapping edits into orthogonal parameter subspaces. Building on
semantic-augmented knowledge graph embeddings, we first construct a conflict graph quantifying
pairwise editing conflicts through subject entity sharing and relational similarity. Conflicting edits are
then allocated to mutually orthogonal subspaces via classical graph coloring, effectively neutralizing
gradient interference between entangled knowledge units during optimization.

Our contributions are as follows:

* We propose Conflict-Aware Knowledge Editing, the first knowledge editing framework specif-
ically designed for unstructured text. This framework effectively addresses the challenges of
representation ambiguity and Editing conflicts in WUKE, facilitating the application of knowledge
editing in real-world scenarios.

* We develop a Semantic-augmented Graph Representation module (SGR) that enhances knowledge
semantics through three synergistic mechanisms: structural disambiguation, relational enrichment,
and semantic diversification to address the knowledge ambiguity.

* We introduce the Conflict-aware Knowledge Editing strategy (CKE), which introduces a graph-
theoretic coloring mechanism that decouples semantically overlapping edits into orthogonal
parameter subspaces to eliminate the editing conflicts.

» Extensive experiments conducted on the standard WUKE benchmark demonstrate the effective-
ness of our method. In particular, our approach achieves a 15.43% improvement in accuracy over
the second-best method on editing llama3.

2 Method

Prior knowledge editing methods primarily rely on structured samples and encounter significant
challenges when applied to unstructured text due to the inherent complexity of knowledge. These
challenges manifest as representation ambiguity and semantic overlap, which constrain the effective-
ness of editing. To address these issues, this paper proposes a Conflict-Aware Knowledge Editing



framework for unstructured text in the wild (CAKE). The framework comprises two key compo-
nents: (1) a Semantic-augmented Graph Representation module (SGR) (Section @]}, and (2) a
Conflict-aware Knowledge Editing (CKE) strategy (Section[2.3).

2.1 Preliminary: Wild Unstructured Knowledge Editing

Traditional knowledge editing methods rely on structured knowledge instances K = {k;} =
{(si,rs,0;)}, typically represented as triples, to perform model updates. s; and o; denote the
subject and object entities and r; is the relation. During the editing training, the explicit input query
is composed of the subject entity and the relation, i.e., x; = s; @ r;, while the object entity provides
supervisory signals as the prediction target.

In contrast, Wild Unstructured Knowledge Editing (WUKE) task [12]] necessitates updating language
models using solely unstructured textual data — devoid of explicit query-target training pairs — while
evaluating model fidelity through wild complex queries that reflect real-world linguistic diversity. A
straightforward solution involves extracting discrete knowledge triples from unstructured text and
naively replicating the structured editing paradigm by constructing artificial query-target pairs.

However, this adaptation fundamentally misaligns with the nature of unstructured knowledge: whereas
structured editing operates on isolated triples k; during the whole training phase, WUKE requires
single-edit injection of multiple interconnected triples extracted from cohesive textual contexts in only
one edit. To clarify the symbolic distinction, we define k;; = (e;, r;;, €;) for WUKE’s interconnected
triples contrasting with structured editing’s knowledge atomic K = {k;} = {(s;,r;,0;)}. e; and
e; denote the subject and object entities and r;; is the relation. Corresponding pseudo-queries
X;; = e; @ r;; could also be analogously constructed, yet ensuring query-answer training.

We adopt the classical parameter-preserving methods as [[15], which preserve the original model
performance more effectively by introducing additional parameters. Given a pretrained model M
with layer weights W, an unstructured text T , and the extracted knowledge triples K = {k;;},
parameter-preserving methods augment W with extra parameters AW. The forward pass of the
editing layer of the input query x;; can be denoted as h;; = Wa;; + AWa,;, where a;; is the
representation of x before feed into layer W. The editing process can be expressed as:

1
Y VLor (), Mi1(xi)) 1)
ij
where 7 is the learning rate, M;_; denotes the model after editing step ¢ — 1 with the additional
parameters, L¢ g is the cross-entropy loss.

In this paper, we propose the Conflict-Aware Knowledge Editing (CAKE) framework, which com-
prises two key components: a Semantic-augmented Graph Representation module to mitigate repre-
sentation ambiguity, and a Conflict-aware Knowledge Editing strategy to resolve the editing conflicts
caused by semantic overlap.

2.2 Semantic-augmented Graph Representation

The inherent semantic entanglement and complex interdependencies in unstructured text lead to
ambiguous knowledge representations under conventional structure-based methods. To address
this, we propose the Semantic-augmented Graph Representation (SGR) module, which holistically
enhances knowledge encoding through synergistic structural, relational, and diversity-aware semantic
reinforcement, optimizing representational granularity and preserving contextual integrity.

Graph-based Structural Disambiguation To holistically capture the latent topological configu-
rations of textual knowledge, we perform dynamic graph induction to establish context-preserving
knowledge structures. Unlike discrete triple extractions that fragment relational semantics, our
graph-constrained representation paradigm systematically preserves inter-knowledge associations at
paragraph-level granularity, maintaining ecological knowledge coherence through structural-semantic
alignment. Specifically, we first design a structure-aware prompt template that steers the foundation
model M to dynamically construct a knowledge graph from input text T, ensuring isomorphic
mapping between the unstructured text and their underlying knowledge topology:

G ={E R’} = M([l’, T)) @



where E = {e;, e, - ,e,} denotes the entity set. R® = {r;;} represents the direct relation set.
Here r;; denotes the direct relation between entity e; and e; lexically instantiated in T, yielding a
sparse graph structure. The prompt template I’ begins with the instruction: “Extract an interconnected
knowledge graph from the paragraph, emphasizing semantic relationships among the extracted
triples.” Further details are provided in the Appendix.

Multi-hop Relational Enrichment While G encodes the explicit relations among entities in
unstructured text T, its latent relational topology remains discontinuous. Establishing multi-hop
relational inference pathways between entity pairs enhances comprehension of intricate semantics,
enabling robust knowledge editing.

To enhance the semantic continuity, we further guide language model M to infer latent dependencies
between distantly connected entities through p-hop dependencies:

ri; = M(I", G, T, (ei,€j)]), where dg(e;, €;) € [2,p] 3)
R+~ R'U {rij} (@)

Where I" denotes the multi-hop reasoning instruction (begin with “Given a knowledge graph extracted
from a text and two nodes, infer and describe the relationship connecting these two nodes.”), and
dg indicates the path length between entities in G. The augmented relations R® allows cross-hop
semantic bridges, effectively densifying the knowledge graph’s relational manifold while maintaining
textual grounding constraints.

Paraphrase-driven Semantic Diversification To address generalization challenges in unstructured
editing scenarios, we implement Paraphrase-driven Semantic Diversification, enhancing knowledge
representation diversity through controlled lexical variation. For each relational fact (e;, rjj, e;) from
constructed knowledge(r;; € R*), we guide the model M through a lexical diversification instruction

I¢ to generate paraphrastic variants RY to augment the semantic diversity:

{r;»j} = M([Id, G, T, (e;,rj, €;)]), where rj € R, 5)
R’ « R U{r};} (6)

The instruction template I¢ begins with “Rewrite each relation between connected nodes with a
semantically equivalent alternative. ) Crucially, the paraphrase-driven diversification operation
establishes a bijective mapping between each original relation r;; € R® and its generated variant
set {r};}, effectively transforming the initial simple graph G into a directed multigraph G’ =

(E, R* URY) with multiple parallel edges between entity pairs. This iterative augmentation of edge
multiplicity enhances the graph’s capacity to encode divergent realizations while preserving semantic
invariants, thereby improving robustness against distributional shifts in real-world queries.

The tripartite semantic enhancement framework systematically captures multifaceted relational
semantics between entities through structural disambiguation, relation enrichment, and semantic
diversification. This synergistic integration dynamically densifies the knowledge representation space
derived from unstructured text, establishing comprehensive knowledge manifolds that holistically
encode both explicit assertions and latent dependenciesfacilitating the precise knowledge editing.

2.3 Conflict-aware Knowledge Editing

Distinct knowledge units extracted from unstructured text exhibit dense semantic overlaps, which
induces conflicting editing trajectories. Unlike conventional structured knowledge editing paradigms
that process weakly correlated knowledge instances, unstructured text editing confronts semantic
overlap phenomena instances where lexically congruent inputs demand divergent knowledge
updates. During gradient-based optimization, these semantically equivalent but knowledge-divergent
samples induce conflicting gradient directions.

Therefore, we propose a Conflict-aware Knowledge Editing (CKE) strategy, which formulates the
conflicted editing as a graph-coloring problem. CKE first derive a knowledge conflict graph based
on our semantic-augmented knowledge graph, and resolves conflicts by assigning distinct colors to
conflicting knowledge triples, with each color mapping to an isolated parameter editing subspace.



Specifically, the conflict graph G} = (K, ®) is constructed, where each vertex k;; represents a
knowledge instance (e;, r;;, e;). The edge function ¢ : K x K — {0, 1} is defined as:

.
1 ifa-I(eie,) + 8- ol > o

¢(kija kpq) = { llai; Il llapqll (7)

0 otherwise

where a;; denotes the hidden representation of x;; = e; @ r;; at the editing layer and I(-) is the
Kronecker delta indicator function. Hyperparameters «, 8 € [0, 1] control the weights of the subject
entity sharing and the query(entity and relation) similarity, respectively, and ~y serves as the conflict
determination threshold.

It is noteworthy that our conflict detection specifically targets knowledge triples with divergent object
entities while maintaining shared subject entities or semantically similar relations. For parallel edges
in G’ (i.e., triples (e;, r;;,e;) and (e;,r;;, e;) with identical subject-object pairs), we explicitly
designate them as conflict-free instances and allocate them to the same editing expert. This design
rationale explains why Equation [/|focuses solely on the relation component r;j and subject entity,
as subject-relation pairs constitute the primary conflict determinant while object entities serve as
resolution targets.

Following the construction of the knowledge conflict graph, we employ the Welsh-Powell algorithm
to compute the vertex coloring scheme f and determine the minimum chromatic number L, where
f(ki;) = c; assigns the knowledge instance k;; to the I-th color. We initialize a set of LoRA [15]]
parameter subspaces AW, ..., AW with each subspace updated via gradient descent:

AW; + AW;—n-V Z LM (Xij)aej) ®)
fkij)=c

where 7 denotes the learning rate. During post-edit inference, due to the parameter independence
among distinct LoRA experts, we aggregate their forward outputs via averaging. To effectively
distinguish edited knowledge from the model’s original knowledge during inference, we maintain
a dynamically preserved knowledge activation vector serving as a memory routing mechanism.
Specifically, this memory router computes the similarity between the input activation and stored
activation memories; if the similarity falls within a defined threshold, the input is considered within
the edit scope. In such cases, outputs are generated by integrating all LoRA subspace parameters
along with the original model parameters; otherwise, output relies solely on the original model
parameters.

Through our SGR module and CKE strategy, we effectively enhance ambiguous semantics in unstruc-
tured texts while mitigating editing conflicts arising from semantic overlaps across heterogeneous
knowledge components. This framework significantly improves knowledge editing performance in
wild, unstructured textual environments.

3 Experiments and Results

3.1 Experimental Settings

Datasets and Evaluation. Following the standard experimental settings of the WUKE task [12]],
we evaluate the effectiveness of our method on unstructured text editing using three datasets: Coun-
terFact 8], WikiUpdate [12]], and MQuAKE-CF [16]. Consistent with [12], the unstructured text
in these datasets is derived from the expansion of specific structured QA pairs. Among them, the
CounterFact dataset contains a large amount of counterfactual knowledge, exhibiting a high degree of
knowledge conflict within the text. The WikiUpdate dataset features individual texts that encompass
a richer and more diverse range of knowledge entities, while the MQuAKE-CF dataset includes more
multi-hop relationships among different knowledge points within each text. We assess the editing
performance by measuring the accuracy of the model’s responses to specific questions after editing.
Two key metrics are employed: Reliability (Rel.), which measures the accuracy of the model’s
answers to questions related to the edited unstructured text, and Locality (Loc.), which evaluates the
model’s accuracy on questions unrelated to the edited content after the knowledge editing process. For
the locality evaluation, we use QA pairs from the ZsRE dataset [17] that are semantically unrelated
to the edited samples. Since the WUKE task evaluates editing reliability through abstract questions
derived from unstructured text, this reliability metric in fact simultaneously assesses both reliability
and generality as defined in conventional structured knowledge editing.



Table 1: Editing Reliability and Locality. Other comparison methods follow the test method set in
AKEW. The test samples of Locality are selected from the samples in the ZsRE dataset that are
semantically irrelevant to the edited samples for testing.

Model and Editing Method | Datasets
Model ‘E diting Metho d‘ CounterFact MQuAKE-CF WikiUpdate
| Rel.(%) Loc.(%) Avg(%) Rel.(%) Loc.(%) Avg(%) Rel.(%) Loc.(%) Avg(%)
ROME 7.84 61.21 3452 3484 5986 4735 30.13  61.11 45.62
MELO 1.37 64.10 3274 19.14  63.15 41.15 29.15 63.24  46.20
GPT2-XL MEMIT 5.69 59.04 3237 3390 6028 47.09 3456 6229  48.43
WISE 10.01 2416 17.09 2858  23.10 2584 3127 2533  28.30
Elder 23.10 60.67 41.89 3828 57.33 47.81 2531 6220  43.76
Ours 3504 6140 4822 62.01 6149 6175 4226 6238  51.80
ROME 11.56  81.28 4642 3956 8274 61.15 4243  80.68 61.56
MELO 4.61 7330 3896 3273 80.27  56.50 4587 7040  58.14
Llama3.2-3B MEMIT 15.41 80.16  47.79  42.15 81.65 6190 4780 75.14 6147
’ WISE 4.46 14.84 9.65 19.61 11.31 15.46 4.09 17.65 10.87
Elder 26.04 7923  52.64 49.19 8044 6482 3540 7230  53.85
Ours 4324  83.67 6346 6423 8053 7312 5310 7142  62.26
ROME 11.64  87.32 4948 4354 8744 6549 53.11 87.87  70.49
MELO 3.43 87.14 4529 3404  86.31 60.18  57.71 86.45  72.08
Llama3-8b MEMIT 22776 87.69 5523 50.86 87.71  69.29 56.54 8838  72.46
WISE 21.51 44.84  33.18 4740  43.10 4525 2898 514l 40.20
Elder 1.99 87.27  44.63  56.13 81.50 68.82 5823 8435  71.29
Ours 3819  86.61 6240 57.74 8642 72.08 5144 8757  69.51

Baselines. We select representative knowledge editing approaches for comparison, including
ROME [8], MEMIT [9], WISE [7]], Melo [18]], and Elder [19]. Since these methods cannot directly
perform edits using unstructured text, we follow the settings of AKEW [12] by extracting a corre-
sponding triple from each sentence in the unstructured text and employing these triples as inputs for
the editing process in the respective methods.

Implementation Details . We validate the effectiveness of the proposed method on three widely
adopted large language models (LLMs): GPT2-XL [20], LLaMA3.2-3B [21], and LLaMA3-8B [21]].
The default hyperparameter settings are o= 0.8, 3 = 0.8, and v = 0.8 (see Formula[7]in Section[2.3). All
experiments are conducted on NVIDIA GPUs, and the editing optimizer is SGD. More experimental
details are outlined in the Appendix [5

3.2 Main Results

Table (1| presents the comparative editing performance of our approach and several mainstream
knowledge editing methods. Our method CAKE demonstrates superior editing reliability on all three
unstructured datasets and achieves comparable results with existing methods in terms of editing
locality. The stable performance across different datasets highlights the generalizability of our
approach to various types of unstructured texts.

Performance on the CounterFact dataset. CAKE achieves outstanding results on the CounterFact
dataset, outperforming all existing methods across the three LLMs. Specifically, it surpasses the
second-best approach by 11.94%, 17.20%, and 15.43% in reliability. This advantage arises because
the CounterFact dataset features significant conflicts between knowledge items and substantial
semantic overlap. To address this, our method introduces a graph-coloring-based conflict resolution
strategy, which effectively mitigates parameter update inconsistencies caused by knowledge conflicts
during editing. Additionally, the incorporated Paraphrase-driven Semantic Diversification mechanism
enriches the semantic representations of identical knowledge, substantially improving the editing
outcomes for CounterFact samples where test queries differ considerably from the textual triples.

Performance on the MQuAKE-CF dataset. On the MQuAKE-CF dataset, CAKE surpasses the
reliability of the second-best baseline by more than 15% across all three LLMs. This remarkable
improvement can be attributed to the semantic enhancement and conflict resolution mechanisms
embedded in CAKE. The MQuAKE-CF dataset presents a higher level of conflict and editing
difficulty due to its inclusion of more intricate reasoning dependencies among knowledge entities,
such as multi-hop relationships. Our method effectively exploits these implicit relationships through



Table 2: Ablation Study Results. (Reliability % on each Datasets) Avg. represents the mean reliability
of the three datasets in the corresponding editing methods and models.

Model | Ablation Method | Avg. | CounterFact MQUAKE-CF WikiUpdate
without SGR 45.94 34.63 62.19 41.22
without CKE 44.13 30.06 61.51 40.84
GPT2-XL | Router Expert 28.89 23.10 38.28 25.31
Ours 46.10 35.04 62.01 42.26
without SGR 48.63 38.38 58.94 48.56
Llama3.2.3p | Without CKE 50.46 34.70 65.71 50.77
' Router Expert 36.87 26.04 49.19 35.40
Ours 53.52 43.24 64.23 53.10
without SGR 47.62 37.28 55.53 50.06
Llama3-8b without CKE 47.59 25.66 56.13 60.99
Router Expert 30.98 1.99 3272 58.23
Ours 49.12 38.19 57.74 51.44

knowledge-graph-based multi-hop reasoning, enabling the model to comprehensively capture and
utilize the complex semantic relations inherent in the original text.

Performance on the WikiUpdate dataset. On the WikiUpdate dataset, CAKE demonstrates supe-
rior editing reliability, exceeding the second-best approach by 7.7% on GPT2-XL. This improvement
arises from the dataset’s rich inclusion of diverse knowledge entities, where conventional triple
extraction techniques often capture only sentence-level associations and fail to account for semantic
ambiguities inherent in unstructured text. Our method effectively addresses this limitation through
Multi-hop Relational Enrichment, which enhances the detection of inter-entity associations across the
entire text and identifies additional knowledge pairs, thereby improving editing reliability. In terms
of locality across all models, our approach remains comparable to other state-of-the-art methods.

3.3 Ablation Study

We conducted module ablation experiments on all settings as in the main comparative study, compar-
ing the editing reliability before and after module removal to evaluate the effectiveness of the two
key components in our method: SGR and CKE. For the ablation of the SGR module, we removed
the knowledge graph construction and semantic enhancement processes from the original method.
Instead, we adopted the knowledge extraction approach from AKEW to convert unstructured text
into a set of triples, while retaining the CKE module for knowledge editing. As shown in Table[2} the
editing reliability of the three LLMs decreased by 0.16%, 4.89%, and 1.5%, respectively, compared
with the full model. This demonstrates the crucial role of SGR in enabling effective knowledge
extraction and semantic enhancement from unstructured text.

For the ablation of the CKE module, two experiments were designed. First, in the without CKE
setting, all knowledge representations enhanced by the SGR module were fed into a single LoORA
expert for editing. Across the three LLMs, this configuration resulted in a reduction in average editing
reliability by 1.97%, 3.06%, and 1.53%, respectively, compared to the complete method. Second,
to evaluate the expert allocation effectiveness of CKE, we replaced the graph-coloring-based expert
allocation mechanism with a gated routing—based LoRA expert allocation approach, following the
design of Elder. This substitution caused an average decrease of over 15% in editing reliability across
all three datasets and models. Collectively, these ablation results validate the effectiveness of both
the semantic-augmented representation within SGR and the graph-coloring-based expert allocation
mechanisms within CKE, highlighting their importance in conflict resolution and in enhancing editing
reliability under unstructured text scenarios.

3.4 More Analysis

Analysis of Conflict-aware Hyperparameters. In order to explore the impact of the hyperparame-
ters controlling the weights of subject entity sharing and query (entity and relationship) similarity
in the formula[7]in Section for conflict detection of knowledge instances in the CKE module on
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Figure 4: Analysis of the number of nodes in knowledge graph and conflict ratio between knowledge
on the reliability of knowledge editing.The average Reliability test results on the three datasets
CounterFact/WikiUpdate/MQuAKE-CF.

editing reliability, we observe the impact of different parameter weights on the results by adjusting
the values of o/~ and 3/ in the formula. The experimental results are shown in the figure below:

As can be seen from the Fig.[3] the settings of subject entity sharing and the query (entity and relation)
similarity in the conflict detection function of the CKE module are reasonable. Both can reflect the
conflict of different knowledge in the editing process and will have an impact on editing reliability. A
higher similarity detection weight will cause two more similar knowledge examples to be assigned
to different experts, thereby improving editing reliability. And as the corresponding weight in the
conflict detection function increases, the separation effect of conflicting knowledge will be better.

Analysis of Knowledge Conflict and Editing Reliability.
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Moreover, the results indicate that as the degree of conflict among knowledge items within the
knowledge graph increases, the editing reliability of the single-expert LORA method decreases
markedly. In contrast, our method maintains a relatively stable level of editing performance under
varying degrees of knowledge conflict. These findings highlight that the CKE algorithm—based
on knowledge graph coloring—effectively mitigates the performance degradation typically caused
by increasing knowledge volume and conflict. This robustness arises from the CKE mechanism’s
capacity to assign potentially conflicting knowledge (i.e., knowledge that may induce opposite
parameter update directions) to separate LoRA experts, thereby isolating their respective update
processes and ensuring stable and reliable editing outcomes.

4 Related Work

Knowledge Editing. Current knowledge editing methods typically rely on carefully curated struc-
tured facts as input and evaluate model retention by querying the fact prompts used during the editing
process. LoRA [15] introduces additional parameters into the model through low-rank adaptation
matrices. Melo [[18] constructs a knowledge vector database that incorporates counterfactual rea-
soning, while ELDER [19] integrates multiple LoRAs through a router network trained to establish



smooth associations among data adapters. However, structured facts are often derived from manually
designed datasets and fail to reflect the true source of knowledge updates—namely, unstructured
text. In the setting proposed by AKEW [12], the model edits knowledge using triples extracted from
each sentence of unstructured text and is evaluated with queries that correspond to these unstructured
facts. Under this setting, editing accuracy drops significantly. Recent studies, such as UnKE [22] and
AnyEdit [11], have proposed methods for editing unstructured answers. However, these approaches
primarily focus on scenarios in which a complete long text serves as the answer to a specific question,
incorporating preset queries into the editing process. This setup differs fundamentally from that of
AKEW, which performs knowledge editing directly on wild, unstructured text without predefined
question constraints. To the best of our knowledge, CAKE is the first method specifically designed
for the Wild Unstructured Knowledge Editing (WUKE) task.

Knowledge Extraction and Modeling. Knowledge Extraction and Modeling methods can be
broadly categorized into two types: traditional methods and those leveraging Large Language Models.
Traditional methods for unstructured text knowledge extraction include pipeline and joint models.
Pipeline approaches—ranging from rule-based OpenlE[23] to machine learning (e.g., SVM[24])
and deep learning models like BILSTM-CRF[25]], CNN/RNN|[26]—suffer from error propagation
and limited entity interaction. Joint models such as CopyMTL[27], TPlinker[28], and MBGAB|29]]
mitigate cascade errors but struggle to capture implicit semantics and global context due to their
reliance on surface patterns.In contrast, large language models enable flexible and context-aware
knowledge extraction and representation by leveraging pre-trained world knowledge and generative
capabilities. They can integrate scattered information, infer implicit relations, and construct structured
knowledge with stronger generalization beyond explicit textual cues[30, 31} 132].

5 Conclusion

In this work, we first identify the challenging representation ambiguity and editing conflicts lying in
Wild Unstructured Knowledge Editing task, and specifically design a Conflict-Aware Knowledge
Editing (CAKE) framework for wild unstructured text. The framework integrates a Semantic-
augmented Graph Representation module for precise and enriched knowledge encoding, alongside
a Conflict-aware Knowledge Editing strategy that isolates conflicting edits through graph-based
parameter subspace allocation. Extensive evaluations on the WUKE benchmark verify that CAKE
significantly enhances editing accuracy and stability compared to prior approaches. Our method opens
a promising path toward effective and conflict-resilient knowledge editing directly on unstructured
text, fostering broader adoption of model editing in real-world scenarios.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims in the abstract and introduction accurately reflect the paper’s
contributions and scope, effectively conveying the key points and supporting evidence.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper effectively discusses the limitations of the work done by the authors
in the Appendix.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: The paper does not include theoretical results, hence there are no assumptions
or proofs to be provided.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper fully discloses all the information necessary to reproduce the main
experimental results, ensuring transparency and replicability of the findings.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general, releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We provide the source code in the Appendix.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the Neur[PS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specifies all the training and test details necessary to understand
the results, such as hyperparameters, ensuring transparency and reproducibility of the
experimental setup.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: As described in the Experimental Setup, we report the averaged results under
multiple runs.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: As described in the Experimental Setup, all experiments were conducted on a
server equipped with eight NVIDIA A800 GPUs, each with 80GB of memory.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research in the paper aligns with the NeurIPS Code of Ethics, ensuring
adherence to ethical standards outlined by the NeurIPS community for responsible conduct
in Al research.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses both potential positive societal impacts and negative soci-
etal impacts of the work performed (see Appendix), fulfilling the conference’s expectations
for addressing broader impacts and considering potential ethical implications.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no risks requiring specific safeguards for responsible data or
model release, therefore safeguards are not applicable.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The creators or original owners of assets used in the paper are properly credited,
and the license and terms of use are explicitly mentioned and respected, ensuring compliance
with legal and ethical standards.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
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14.

15.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not introduce new assets, therefore documentation of assets is
not applicable.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or research with human subjects,
therefore, the full text of instructions, screenshots, and details about compensation are not
applicable

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification: The paper does not involve crowdsourcing or research with human subjects,
thus Institutional Review Board (IRB) approvals or an equivalent are not applicable.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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Appendix

A. Limitations and Broader Impacts

The limitation of our method is that it can only be applied to LLMs designed for next-token prediction,
which makes it unable to adapt to the knowledge editing of LLMs of all architectures. For knowledge
editing tasks with strong professionalism in a specific field, during the graph construction process of
SGR, it is necessary to use the LLM corresponding to the specific field to guide the graph construction
and ensure the accuracy and professionalism of the knowledge graph construction.

In addition, due to the lack of consideration of the authenticity of unstructured text in the framework,
some malicious people may use it to incorrectly edit the model to spread false views such as
discrimination and prejudice.We suggest that in the future, more supervision should be introduced on
the correctness of all texts and other knowledge sources before editing to ensure the reliability of the
edited models in terms of ethics and social responsibility.

B. Implementation Details
B.1 Editing Details

In the SGR module, for language models capable of accurately following graph-construction instruc-
tions (e.g., Llama3-8B), the editing process is directly performed by the model itself. For models
with limited instruction-following and generation capabilities (e.g., GPT2-XL), auxiliary assistance
is provided by more capable large language models, such as GPT-4. All training and evaluation
procedures are conducted on NVIDIA A800 80GB GPUs. Regarding the editing layer of the model,
for GPT2-XL, we select “transformer.h.36.mlp.c_fc” and “transformer.h.37.mlp.c_fc” for
editing. For llama3.2-3B and llama3-8B, we select “model.layers.13.mlp.down_proj” for editing.
During the editing training phase across all experiments, the learning rate is set to 0.001, and the
maximum number of iterations is fixed at 50. For experiments involving LoRA-based methods, the
rank of each individual LoRA adapter is set to 8.

B.2 Detailed Instructions in SGR

To support the Semantic-augmented Graph Representation (SGR) module, we define three instruction
formats to guide large language models in constructing and enriching unstructured knowledge graphs.
Each instruction is accompanied by an in-context example to clarify its intent and output format,
followed by an additional example to illustrate generalization.

1. Structure-aware Graph Construction

Task: Extract an interconnected knowledge graph from the following paragraph. Each triple
should represent a clear semantic relation between two entities explicitly stated in the paragraph.
Preserve the contextual semantics. Output as a list of triples in the form: (Entity1, Relation,
Entity?2).

Example Input/Output:

Input Paragraph:

"Alan Turing developed the concept of a Turing machine, which became the
foundation of computer science. He worked at Bletchley Park during World War
I1."

Output Triples:
* (Alan Turing, developed, concept of a Turing machine)
* (Turing machine, became the foundation of, computer science)
* (Alan Turing, worked at, Bletchley Park)
* (Bletchley Park, active during, World War II)
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2. Multi-hop Relational Enrichment

Instruction of Multi-hop Relational Enrichment with Example

Task: Given a knowledge graph extracted from a paragraph and two nodes, infer and describe
the semantic relation that connects them indirectly via multi-hop reasoning. Ensure the relation
reflects coherent real-world semantics grounded in the original text.
Example Input/Output:
Input Graph:

¢ (Marie Curie, discovered, radium)

* (radium, used in, cancer treatment)
Text:

"Marie Curie discovered the radioactive element radium, which later found
applications in cancer therapy.”

Query: (Marie Curie, ?, cancer treatment)
Output: (Marie Curie, discovered substance used in, cancer treatment)

\. J

3. Paraphrase-driven Semantic Diversification

Instruction of Paraphrase-driven Semantic Diversification with Example

Task: Given a knowledge graph with triples, rewrite each relation in a semantically equivalent
but lexically different way to diversify the expression of the knowledge. Keep entity names
unchanged. Return paraphrased triples.
Example Input/Output:
Input Triple: (Nikola Tesla, invented, alternating current)
Output Paraphrases:

* (Nikola Tesla, was the inventor of, alternating current)

* (Nikola Tesla, came up with, alternating current)

* (Nikola Tesla, pioneered, alternating current)

. J

B.3 Details of the activation-similarity routing mechanism

In our framework, the activation-similarity routing mechanism is not a central design component, as
the underlying principle is relatively conventional. Consequently, it is not emphasized in the main
body of the paper. The activation-similarity routing employs a hard activation-based routing strategy
to determine whether an input instance falls within the scope of previously edited knowledge. Specif-
ically, during the editing phase, we preserve low-bit lightweight activation vectors corresponding to
each edited knowledge item. During inference, the cosine similarity between the input prompt and the
stored activation representations is computed. If the similarity exceeds a predefined threshold (set to
0.7 in our experiments), the input is deemed relevant to the edited knowledge, and the corresponding
LoRA module is activated for inference. Otherwise, the model relies solely on its original parameters
without invoking any edited components.

C. Descriptions of Compared Model Editors

We compare our method with five representative model editing approaches. Below we summarize
their core mechanisms and editing properties.

ROME [8]: ROME identifies the internal location of factual associations in LLMs using causal
tracing, assuming that MLP layers are the main knowledge carriers. It edits the value matrix of a
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single MLP layer using a closed-form rank-one update derived from least squares regression. ROME
injects one fact per iteration, enforcing precision through a Lagrangian remainder, but lacks scalability
in multi-edit or lifelong scenarios.

MELO [18]]: MELO assumes that attention heads store factual knowledge and adopts a discrete
adapter allocation strategy. It assigns a dedicated LoRA adapter to each knowledge edit, enabling
isolation and preventing interference. Although effective in reliability, its discrete mapping is brittle
to paraphrased or slightly varied inputs, making it less robust for generalization in lifelong settings.

MEMIT [9]: MEMIT builds on ROME’s assumptions, treating FFNs as knowledge key-value
stores, and extends editing to multiple layers and multiple facts simultaneously. It directly modifies
FFN parameters using batched least-squares updates, supporting thousands of edits. However, edits
accumulate in the same parameter space, which can cause interference and poor locality during
lifelong updates.

WISE [7]: WISE introduces a dual parametric memory mechanism to bridge the gap between
long-term memory (model parameters) and working memory (retrieval-based representations). It
edits only the side memory—a copied FFN value matrix—and routes queries between main and side
memory based on an activation-based routing mechanism. To support lifelong editing, WISE uses
knowledge sharding into orthogonal subspaces and merges them via Ties-Merge, achieving high
reliability, locality, and generalization even with thousands of edits.

ELDER [19]: ELDER enhances lifelong model editing by adopting a Mixture-of-LoRA (MoL)
approach, replacing discrete adapter selection with a continuous, learnable router that adaptively
combines top-k LoRA modules per input. This enables robust handling of semantically equivalent
paraphrases. A guided loss aligns edit knowledge with LoRA allocations, while a deferral mech-
anism detects whether an input needs editing, allowing fallback to the original model for general
tasks. ELDER avoids the scalability bottleneck of discrete adapter assignment and maintains strong
generalization and reliability under long edit sequences.

D. More Experiments
D.1 Editing Efficiency

To evaluate the training efficiency of the proposed editing framework, we compared its per-sample
editing time with that of several representative baseline methods. As shown in Table [3] the proposed
method demonstrates superior efficiency during the editing process. Compared with post-hoc editing
approaches such as ROME and MEMIT, the isolated low-rank parameter training performed by the
LoRA mechanism achieves convergence with substantially lower computational cost. Moreover, in
comparison with methods such as MELO and Elder, our approach benefits from the coloring strategy
based on the Welsh—Powell algorithm in the CKE module, which eliminates the need for additional
training. Consequently, it is more efficient than both the expert-selection gating mechanism of Elder,
which requires extra training, and the MELO method, which entails extensive vector data access.
These results collectively indicate that the proposed method achieves notable advantages in editing
efficiency compared with existing model editing approaches.

Table 3: Comparison of average editing time per sample (in seconds).Tested on Llama3-8b from the
dataset MQuAKE-CF.

Method ROME MELO MEMIT WISE ELDER Ours
Time (s)  78.64 52.76 77.23 143.91 54.17 49.31

D.2 Analysis of threshold in activation-similarity routing

The Figure [5]below illustrates the effect of the similarity threshold in activation-similarity routing
on the CounterFact dataset using Llama3.2. As the threshold decreases, editing reliability tends
to decline, while locality improves. This trend arises because a lower threshold enforces a stricter
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Effect of Similarity Threshold on Editing Performance
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Figure 5: Performance at different similarity thresholds in activation-similarity routing.

criterion for LoRA expert activation, leading the model to depend more heavily on its unedited
parameters during inference.

D.3 Evaluation of the Initial Knowledge Graph Quality in SGR

The quality of the initial knowledge graph is fundamental to CAKE’s success. Through manual
evaluation, we verified that CAKE’s initial knowledge graph accurately and comprehensively covers
nearly all knowledge entities present in the original unstructured passage. We report the corresponding
evaluation results in the Table[d] We conducted a human evaluation from two perspectives: extraction
accuracy and knowledge completeness. As can be seen, CAKE’s IKG achieves near-perfect coverage
of the entities and relations present in the raw text. This strong performance mainly stems from (i)
CAKE’s carefully designed, task-specific prompting rules and (ii) the capabilities of the employed
LLM (for models with limited intrinsic extraction capacity, such as GPT2-XL, we leverage the GPT-4
API for IKG construction).

Table 4: Evaluation of the Initial Knowledge Graph Quality in SGR.

Datasets knowledge completeness  extraction accuracy
CounterFact 0.99 0.95
MQuAKE-CF 0.99 0.97
WikiUpdate 0.93 0.95

D.4 Detialed Ablation of SGR

Table 5: Detialed Ablation of SGR. Each component within the SGR module yields a distinct
improvement in editing performance.

Method w/o SGR w/o Multi-hop Enrichment = w/o Paraphrasing CAKE
Time (s) 38.38 39.78 41.66 43.24

To further verify that each semantic enhancement component within the SGR module contributes
meaningfully to the overall editing performance, we conducted ablation studies on the Multi-hop
Relational Enrichment and Paraphrase-driven Semantic Diversification stages. These experiments
were designed to examine how representational ambiguity influences the model’s editing capability.
All evaluations were performed on the CounterFact dataset using the Llama3.2-3B model, and the
results are summarized in Table[5] As shown, each component within the SGR module yields a distinct
improvement in editing performance, confirming that the proposed Multi-hop Relational Enrichment
and Paraphrase-driven Semantic Diversification mechanisms effectively enhance the model’s ability
to capture diverse relational structures and achieve a more comprehensive representation of factual
knowledge contained in unstructured text.
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E. End-to-End Case Study of CAKE Framework

Below I will construct a complete unstructured text knowledge editing process example based on the
method framework (CAKE, including SGR and CKE), covering the entire process from:

Step O: Input Unstructured Text

Step 1: Structure-aware Graph Construction

Step 2: Multi-hop Relational Enrichment

Step 3: Paraphrase-driven Semantic Diversification
Step 4: Conflict Graph Construction

Step 5: Conflict-aware Graph Coloring

Step 6: Final Answer after Editing

Input Paragraph:

"Marie Curie discovered the radioactive element radium, which was later
used in cancer therapy. She received a Nobel Prize for her contributions.
Radium decays into radon, which is a health hazard. Her husband Pierre
Curie was also a physicist.”

Using a structure-aware prompt to extract knowledge triples:
Output Triples:

¢ (Marie Curie, discovered, radium)

* (radium, used in, cancer therapy)

¢ (Marie Curie, received, Nobel Prize)

e (radium, decays into, radon)

e (radon, is, health hazard)

¢ (Pierre Curie, was, physicist)

¢ (Pierre Curie, was husband of, Marie Curie)
Resulting in base knowledge graph G = {E,R*}.

Using prompt-based inference for disconnected entity pairs:
Example: For (Marie Curie, cancer therapy)

Output: (Marie Curie, discovered radium used in, cancer therapy)
This relation is added to form the enriched graph G.
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For each (e;, r;;, ;) in R, generate lexical variants:
Input: (Marie Curie, discovered, radium)
Paraphrases:

¢ (Marie Curie, was the discoverer of, radium)
¢ (Marie Curie, identified, radium)
¢ (Marie Curie, found, radium)
The resulting graph becomes a multigraph G’ = (E, R* URY).

Construct the conflict graph G} = (K, ®) where each node is a knowledge triple k;; =
(ei, rij, €5).
Example Conflict Detection of k15 with triples k3, k41:

¢ kio: (Marie Curie, received, Nobel Prize)

¢ k13: (Marie Curie, discovered, radium)

¢ ky4q: (Pierre Curie, was husband of, Marie Curie)

Conflict Detection Criterion: ¢(k;;, k,,)
* ¢(k12,k13) =1  (high subject or relation semantic similarity)
* ¢(k12,k41) =0 (low subject or relation semantic similarity)

Hence, in the conflict graph G, k2 has an edge with k13, but not with k4;.

Apply the Welsh-Powell algorithm on G, to assign edit-isolating colors.For three knowledge
triples k19, k‘13, ky1:

Vertex Coloring Result:

¢ Color 1 (assigned to AW7): k12 (Marie Curie, received, Nobel Prize)

¢ Color 2 (assigned to AW5): ky3 (Marie Curie, discovered, radium)

¢ Color 1 (shared with k15): k41 (Pierre Curie, was husband of, Marie Curie)
Note that k12 and k4 share no conflict and thus share LoRA subspace AW .
Update Rule per Color Group:

AW, AW, =7V > L(M(x;;),e)) )
fkij)=ci

During optimization:

e Color 1 (AW7) updates k12 and kg

* Color 2 (AW5;) independently updates k13 to avoid gradient conflict with k1

25



Step 6: Final Answer after Editing

At inference time, use all LoRAs to perform inference.

Query: "Did Marie Curie receive the Nobel Prize?"
Edited Model Output: "Yes, she did.”
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