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Abstract

Class Incremental Learning (CIL) aims to continuously learn new categories while
retaining the knowledge of old ones. Pre-trained models (PTMs) show promising
capabilities in CIL. However, existing approaches that apply lightweight fine-tuning
to backbones still induce parameter drift, thereby compromising the generalization
capability of pre-trained models. Parameter drift can be conceptualized as a form
of noise that obscures critical patterns learned for previous tasks. However, recent
researches have shown that noise is not always harmful. For example, the large
number of visual patterns learned from pre-training can be easily abused by a
single task, and introducing appropriate noise can suppress some low-correlation
features, thus leaving a margin for future tasks. To this end, we propose learning
beneficial noise for CIL guided by information theory and propose Mixture of
Noise (MIN), aiming to mitigate the degradation of backbone generalization from
adapting new tasks. Specifically, task-specific noise is learned from high-dimension
features of new tasks. Then, a set of weights is adjusted dynamically for optimal
mixture of different task noise. Finally, MIN embeds the beneficial noise into
the intermediate features to mask the response of inefficient patterns. Extensive
experiments on six benchmark datasets demonstrate that MIN achieves state-of-
the-art performance in most incremental settings, with particularly outstanding
results in 50-steps incremental settings. This shows the significant potential for
beneficial noise in continual learning. Code is available at https://github. com/
ASCIIJK/MiN-NeurIPS2025.

1 Introduction

Unlike human beings can naturally learn new concepts without forgetting, existing Al systems lack
the ability for continual learning [1H4]. To address this challenge, Class-Incremental Learning (CIL)
is proposed to mitigate catastrophic forgetting [5]] of old knowledge when acquiring new concepts.
Most traditional CIL works focus on learning-from-scratch [6H12], i.e., learning a model without pre-
training. However, the pre-training technique has been widely used in real-world applications [13}[14].
Fine-tuning with pre-trained model (PTM) on downstream tasks has become a consensus within the
Al community. This has sparked significant research interest in the continual fine-tuning of PTMs for
downstream tasks.

Due to pre-training on large-scale datasets, PTMs appear strong generalization. Therefore, preserving
the generalization ability of PTMs across all incremental phases becomes a key factor to maintain
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the performance in downstream tasks. A critical challenge arises from persistent cross-task feature
interference. Pre-trained models inherently exhibit task-specific redundancy, with only limited
discriminative features being task-relevant. During continual adaptation, models inadvertently
assimilate non-essential features into the decision boundaries of the current task. These features
induce catastrophic forgetting through two mechanisms: 1) when the features are inherited from
previous tasks, they compromise established decision boundaries of preceding models, 2) adoption
of these features by subsequent tasks disrupts current task boundaries. This issue stems from the
parameter sensitivity of PTMs. While such models demonstrate remarkable adaptability to new tasks,
this flexibility conversely renders them vulnerable to interference from subsequent tasks. Rather than
pursuing enhanced feature utilization efficiency during task adaptation, it is advisable to mitigate
individual tasks’ dependence on redundant features.

Positive-incentive noise (Pi-Noise) has been proven effective in diverse tasks [1]]. It works by masking
the confusing part among different categories with noise and highlighting the recognizable part.
Catastrophic forgetting stems from parameter drift for old tasks, it can be conceptualized as the
intrusion of noise during learning a new task, which undermining the original pattern of the old
framework. Joint training based on old tasks also changes the original parameters, but the noise
introduced by joint training suppresses confusing inter-task patterns, consequently producing a
positive impact. Therefore, we aim to directly learn this kind of positive noise from new tasks and
embed it into intermediate features. The main contributions of our work are three-fold:

* We rethink class incremental learning from the perspective of noise, interpreting parameter
drift as introducing noise that is destructive to old tasks. Based on this assumption, we
propose to learn beneficial noise for new tasks to suppress the response of the confusing
pattern among tasks.

* We design the Noise Expansion strategy to learn a new noise generation module for each
task. To avoid multiple inference through the backbone, we mix the beneficial noise from
different tasks by training a set of learnable weights using an auxiliary classifier and residual
loss, dubbed the Noise Mixture strategy. The noise mixture from multiple tasks is embedded
with intermediate features to suppress the confusing patterns among tasks.

* We validate MIN on six widely used benchmark datasets. Experimental results show that
MIN only needs few learnable parameters to learn beneficial noise adapted to the new
task and achieve state-of-the-art performance. Additionally, the visualization with Grad-
CAM indicates that MIN effectively suppresses the response of the irrelevant region and
strengthens the representation of key pattern.

2 Related Work

Class-Incremental Learning (CIL): aims to learn a unified model from a data stream without
forgetting. Conventional CIL approaches can be roughly divided into several types. Rehearsal-
based methods [I8} [15H18]] construct a fixed exemplar-set to preserve a fraction of samples from old
tasks for future training. Regularization-based methods add parameter regularization terms [6} [7] or
function regularization terms [9, 10, 19} 20] to transfer knowledge from the old model to the new
one. Architecture-based methods [11} 21424} 12, [25]] often add new trainable modules to expand the
feature space for new tasks. Analytic learning-based methods [26429] reformulate the CIL procedure
into a recursive analytic learning process.

Pre-Trained Model-Based CIL: aims to fine-tune the PTMs in sequential downstream tasks without
forgetting while keeping the generalization ability of PTMs. L2P [30] and DualPrompt [31] construct
a prompt pool to select the suitable prompts for samples during model inference. CODA-Prompt [32]
develops the prompt selection process with attention-based weighting. SLCA [33]] slows the update
of the backbone and designs a classifier alignment strategy using Gaussian modeling for previous
classes. APER [34] shows that the prototypical classifier is a strong baseline. FeCAM [335]] explores
the prototype network and shows that modeling the feature covariance relations is better than previous
attempts at sampling features from normal distributions and training a linear classifier. RanPAC [36]]
adopts random projection to enhance the linear separability for prototype-based CIL. EASE [37] adds
task-specific branches for feature expansion. COFiMA [38] selectively weighs each parameter in
the weights ensemble by leveraging the Fisher information of the weights of the model. MOS [39]
rectifies the model with a training-free self-refined adapter retrieval mechanism during inference.
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Figure 1: Illustration of MIN. (a) Pi-Noise Layer: is inserted between transformer blocks of PTM for
learning positive noise. Noise Expansion adds a generator for each task and Noise Mixture learns to
combine positive noise from different tasks. (b) Noise generator: samples a signal from a standard
normal distribution and then transfers it into noise using the mean and variance vectors generated by
MLP layers. (c¢) Training pipeline for task ¢: consists of 3 steps. It firstly updates classifier with
analytic learning and then learns noise with trainable modules. Finally, it updates classifier again
with analytic learning.

Positive-incentive Noise (Pi-Noise): is the random signal that can simplify the target task which
is ubiquitous in diverse fields [1}140H42]. Following the framework of Pi-Noise, [43]] proposes an
approximate method to learn Pi-noise via variational inference, which validates the efficacy of the
idea about generating random noise to enhance the classifier. [44] designs an auxiliary Gaussian
distribution related to contrastive loss to define task entropy and find that the developed Pi-Noise
generator successfully learns augmentations on vision datasets. [45] adopts Pi-Noise to design a
fine-tuning method towards vision-language alignment. In addition, [46] apply the Pi-Noise to graph
contrastive learning, thus adding edges adaptively with low time and memory burden.

3 Preliminary

Class Incremental Learning: learns a unified model from a data stream. Assume that the data steam
D ={D;y,Dy--- ,Dr} consists of T tasks, with each task containing several disjoint categories. For
task ¢, Dy = {(zf,y!)};", denotes the current training set with n, instances. z! € X; is the input
image and y! € ) is the corresponding label, where X; and ); denote the image set and the label
set, respectively. Specially, we denote the label set of a new task and old tasks as Vyew = Yy and
Vora = V1 U U--- U V1, respectively, with View N Vold = 0. [Vuew| = K is denoted as the
number of new categories, while |Vo1q| = M is denoted as the number of old categories. We follow
the exemplar-free setting [30} 39]], where no data from previous tasks is retained in subsequent tasks.
Only D, can be accessed in task ¢. After learning each task, the model will be tested on all seen
categories. By leveraging the PTM for initialization, we decompose the model F, = {F;, W, }into
two distinct components, i.e., the pre-trained backbone F; and classifier ;. Following typical
PTM-based CIL works [30, 39]], the most parameters of pre-trained backbone are frozen except a
little part for fine-tuning.

Analytic Learning: develops a new branch for class-incremental learning [26} 27]. It iteratively
solves the classifier weights through linear regression. For each task, only the current task data,
the classifier weights from the previous task, and a fixed-size autocorrelation matrix are required to
determine the new task classifier weights. Specifically, the classification problem can be defined in
the form of linear regression, as shown in Eq. (I)),

arg min [ = F (X) W5 + A W3 M

where X denotes the image set, ) the corresponding label set, F the feature extractor and W the
classifier weight to be solved. The optimal solution to Eq. (I) can be found in

W= (]—"(X)T]-" (X) + /\I)_l]-"(X)Ty. ©)
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Figure 2: Grad-CAM visualization of the baseline method and MIN. The first image of each group is
the original image, the second is the visualization of the baseline method, and the third image is the
visualization result of the MIN. In addition, the first row shows the visualization where both methods
achieve correct classification. In the second row, the baseline method is misclassified, while the MIN
maintains correct.

According to [26], Eq. (2) can be rewritten in the iterative form shown in Eq. (3) for solving the
classifier weight,

Wi = [Wiet = RF(X)TF (X) Wit RiF ()T 3)

where W,_1 denotes the classifier weight at task ¢ — 1, X} denotes the image set at task ¢, ); the
corresponding label set. R, is the autocorrelation matrix, which is found according to Eq. @),

-1
B, = (1 +F(X) Rt,lf(xt)T) ,
Ry =Ry_1 — Ry_1F(X) ByF (X)) Ry_1.

This method establishes a strong baseline [26], and the classifier derived from it serves as the
foundation of our work.

“

4 The proposed approach: MIN

Although PTMs exhibit strong generalization capabilities, continuously fine-tuning in downstream
tasks leads to rapid performance degradation. The degradation of generalization capability stems
from parameter drift, which introduced a destructive noise to obscure the recognition pattern of the
previous task. Therefore, we aim to learn positive noise to adapt a new task while freezing the
original parameters. Continually learning tasks in sequence results in multiple noises from different
tasks during inference. To avoid multiple inference through the backbone, we need to integrate these
noises from different tasks within each module. In this section, we first introduce Noise Expansion
to add a trainable noise learner for each task. Then, we adopt Noise Mixture to integrate these noises
and embed the mixture of noise to intermediate features. As illustrated in Fig. 2] the visualization
shows the impact of the proposed methods for subsequent tasks.

4.1 Noise Expansion

Due to the absence of guidance from the information among tasks, fine-tuning PTM is prone to
absorb some irrelevant features to determine decision boundaries. It is equivalent to introducing
noise for the current task. Since the label information within the task is available, this noise cannot
affect the current task. But it may constitute the decision boundary of previous tasks and thus result
in parameter drift to affect the classification pattern of old categories. To this end, we model the
parameter drift as a kind of noise. Following [1I], noise is not always harmful. For example, the
noise introduced by joint training can play a positive role in classification. Therefore, we aim to learn
positive noise to suppress the confusing pattern across tasks through a large interference to mask
irrelevant activation in the features.

Suppose that the pre-trained backbone F = {fi,--- , f1} consists of L blocks. Its forward propaga-
tion process can be represented by Eq. (3) and (6),

= fl (.%'), (5)
r = fi(ri-1), (6)



where = denotes the input images and f; the I*" block. As illustrated in Fig. a), we design Pi-Noise
layers between these blocks, thereby modifying the forward inference process of the backbone
network as Eq. (7),

r="Pi(fi(ri-1)), (7

where P; denotes the [*" Pi-Noise layer. Due to the absence of inter-task information guidance,
employing a single Pi-Noise proves inadequate for effectively simplifying all tasks, thereby causing
beneficial noise to degenerate into negative noise. To address this limitation, we suggest learning
distinct noise for each task, with the parameters in these task-specific generators remaining mutually
independent.

lth

To improve efficiency of parameter uti-

lization, we first reduce the dimensional- Algorithm 1: Training pipeline for MIN

ity of the input features to minimize the Input: Incremental Datasets: {D1,--- ,Dr},
scale of each noise generator. Specifi- Pre-trained backbone:

cally, we employ a down-projection layer F={f1,,fr}

Waown € R¥1%% to reduce the feature di- Output: Incrementally trained model

mension from d; to dy. After generating 1 fort =1toT do

the noise, we use an up-projection layer Update the classifier W, via Eq.

Wap € R92X41 (o remap the dimension Expand the new noise generator P;

of noise back to d;. Notably, both the Initialize the weight w via Eq. (I2))
down-projection layer Wyown and the up- Construct an auxiliary classifier W«
projection layer W,,,, are shared across all Optimize the w, P; and W, via Eq. (T4)
tasks, with each of their elements sam- Update the W; via Eq. (3)

pled from a standard normal distribu- Test the model

tion. For task ¢, P, is employed to generate end

the corresponding beneficial noise, which 10 return the updated model

is composed of two MLP layers denoted
as ¢4’ and ¢¢, responsible for producing the mean vector i, and variance vector oy, respectively.
We sample a random signal € from a normal distribution and transform it into beneficial noise as
described in Eq. (8). Using this reparameterization technique, we can train P; via backpropagation.

o XN R W N

gt = € 0¢ + Ut (8)
In summary, the process of deriving beneficial noise from the input feature r; is illustrated in Eq. (O):

Et =€+ QS? (Tleown) + Qbf (Tleown) . ©)]

For an intermediate feature r;, we obtain a set of noise denoted as {¢1, - - - , &;}. By combining these
noise instances, we generate a noise mixture, which is then mapped back to the d;-dimensional space
via the up-projection layer Wy, to adjust the intermediate feature r;,

’fl:rl""_(p({gh"' 7525})W11Pa (]0)

where ¢ (-) denotes the noise mixing operation, which is detailed in the next section. For the current
task, only the noise generator F; is trained, while all noise generators remain frozen in subsequent
tasks. The structure of P; is simple, containing only two MLP layers. Since dy < d;, the number of
parameters trained for each task is approximately equivalent to two dy X do square matrices.

4.2 Noise Mixture

Through the Noise Expansion, we obtain a set of noise denoted as {e1, ..., & }. If each noise is used
separately for inference, it causes the test complexity to grow linearly with tasks like [37] and [39].
The simplest approach is to compute their average. However, substantial variations exist among
different tasks. For task ¢, it may benefit from certain similar previous tasks, and thus the beneficial
noise corresponding to those tasks should be assigned higher weights. Conversely, some tasks might
conflict with the current task, making the noise derived from them detrimental to the current task.
Therefore, when learning a new task, it is critical to holistically consider the complexity of all tasks,
ensuring that the noise mixture achieves an optimal trade-off between old and new tasksduring
task adaptation. To this end, we adjust all noise instances using a set of learnable weights w. First,



Table 1: Average and last performance comparison on CIFAR-100 and CUB-200 datasets with
ViT-B/16-IN21K as the backbone. We report all compared methods with their source code. The best
performance is shown in bold, and the second-best result is underlined. All methods are implemented
without using exemplars.

CIFAR-100 ‘ CUB-200

Methods 10 steps 20 steps 50 steps 10 steps 20 steps 50 steps

a Ar | A Ar | A Ar | A Ap | A Ar | A Ar
L2pP 85924075 79.1920.57 | 8190051  73.93+0.33 | 74.29x0.41  61.834026 | 84.29+0.32  74.51x036 | 81.75+01s  70.31=0.25 | 78.51x047  64.59+0.52
DualPrompt 89.65+0.55  84.89+0.79 | 85.57+0.62 79.27+0.85 | 73.66+0.35  63.97+0.41 | 84.39+0.50  73.45+0.75 | 83.79+0.65 72.48+1.05 | 78.06+0.45 64.80+0.82
CODA-Prompt  91.05+0.32  86.44+0.s7 | 87.51x0.70  80.87+0.25 | 69.5420.58 55.66+0.45 | 84.15+0.87  74.00£1.05 | 83.894037 71332055 | 75.66+£0.25 61.83+0.32
ACIL 91.21+0.03 86.74=0.05 | 91.34x0.03  86.78+0.02 | 91.51x0.07 86.84x0.15 | 91.74x021  87.22+0.16 | 91.83+0.18  87.09x0.17 | 91.73+033  86.87+0.19
SLCA 92.67+080  89.300.44 | 93.32+0.76  88.21x0.55 | 90.76=0.30 84.52+0.57 | 86.83+t0.44  79.47x057 | 83.38+0.34 T4.77x028 | 76.60x0.47  62.51+0.62
FeCAM 93.23+015  89.05+0.17 | 91.86+0.11  87.04x0.26 | 90.92x0.17  85.34x0.30 | 92.73+0.27  88.38+0.33 | 92.89+0.25 88.42+0.20 | 91.16+034  85.88+0.43
RanPAC 93.25+0.07  89.55x0.11 | 91.81x0.15 88.69+0.12 | 91.75x0.10  87.19+0.08 | 93.30+0.14 89.78+0.15 | 93.30+0.a7  89.27:0.20 - -
APER 92.22+0.05  87.45:+014 | 90.57+0.00 85.03+0.11 | 88.75:0.00 82.37x0.0s | 88.32+0.15 85.75+0.10 | 88.34+0.08 85421005 | 88.42+013  85.29+0.15
EASE 92.11+027  87.72:08s | 91.51+0.33 85.80+0.52 | 84312025 74.47+0.68 | 90.12:087  83.76+1.02 | 90.62+0.65 83.72x062 | 91.54+04a  86.51+0.32
COFIMA 93.87+016  89.77:0.08 | 92.86+0.27  88.09+0.11 - - 88.17+035 79.64:0.8s | 83.52+1.22  74.77+1.05 - -
MOS 93.834012  90.19:021 | 93.1040.05  89.1040.25 | 92.3620.04  87.3940.s | 92.08+0.30 88.1740.45 | 92.62+0.35 88.51x0.1s | 91.99+012  87.59+0.20

MIN (Ours) 95.12+0.05  92.12x0.16 ‘ 94.31:004  91.03:0.29 | 93.63z020 89.82+0.36 | 94.00+0.15 91.22:0.18 | 93.84x0.12  90.54=0.14 | 93.21x0.14  89.95:+0.22

initialize the w as Eq.[12}

s = T HL (10
(e | ] 2]
w; = exp (s¢,:/T) (12)

t )
Zj:l exp (st,;/7)
where p; denotes the task prototype saved from the task ¢, 7 is the temperature coefficient and is set
to 2 by default. The noise mixing operation is expressed as Eq. (13),
t

o({er, - a}) = Zi:l EiW;. (13)
Then, the output feature 7, of the backbone is given by Eq. (3) and (7).

Los =1 (ZLWauxa Yy — ZLWt) . (14)

For the training pipeline, we first update the classifier W; according to Eq. (3) and construct an
auxiliary classifier Wy« with all elements initialized to zero. Then, we update P, and W, using
the cross-entropy loss £ (-) to fit the residual between the output logits z;, W, and the ground truth
according to Eq. (T4). It worth noting that the classifier W; does not participate in gradient updates
during training. After training, we update W; once more with the updated P; according to Eq. (3)
while W, is discarded. We summarize the training pipeline of MIN in Algorithm [I]

5 Experiments

In this section, we evaluate MIN on several benchmark datasets and compare it with other SOTA
methods to demonstrate its superiority. In addition, we provide an ablation study and a visualized
analysis to validate the effectiveness of MIN. More experimental results can be found in the
supplementary.

CIFAR 5 steps CIFAR 50 steps CUB 5 steps CUB 50 steps

Accuracy (%)
Accuracy (%

40 80 120 160 200 40 80 120 160 200

20 40 60 80 100
Number of classes Number of classes Number of classes Number of classes
SLCA FeCAM RanPAC APER EASE COFiMA MOS Min(Ours)

Figure 3: The performance of each learning session under different settings of CIFAR-100 and
CUB-200. All methods are initialized with ViT-B/16-IN1K.



Table 2: Average and last performance comparison on ImageNet-A and ImageNet-R datasets with
ViT-B/16-IN21K as the backbone. We report all compared methods with their source code. The best
performance is shown in bold, and the second-best result is underlined. All methods are implemented
without using exemplars.

ImageNet-A | ImageNet-R
Methods 10 steps | 20 steps | 50 steps | 10 steps | 20 steps | 50 steps
a Ar | A Ar | A Ap | A Ar | A Ar | A Ar

L2pP 54904122 43.12:1.06 | 54254135 41414208 | 49.8910.88 3641062 | 66.66+036 59.78+0.56 | 63.75+036 55.78%0.45 | 57.8640.22 48.33+0.18
DualPrompt 52.894055 39.89:0.65 | 50.361100 36.87+0s1 | 43852077 29.954106 | 70.294025  66.50+065 | 66.52+053 61774040 | 55384028  47.4010.2
CODA-Prompt  50.16+155 4042127 | 49.194208  38.05:155 | 38242065 26.60+0.s2 | 76.7640.50 72.9840.47 | 70.451056 64.68+051 | 55824086 45434012
ACIL 63304042 53.26:0.66 | 62.451057 52284055 | 62482086  50.924021 | 75.172005 6840022 | 75421005  68.192016 | 75.3740.00  67.82+0.16
SLCA - - - - - - 82264026 76.82:031 | 81.851025 76.63+02s | 79352081  72.87+01s
FeCAM 56.04+1.05 46.41:065 | 55414115 45294001 | 55362085 45.164065 | 79.02402  72.53z015 | 77.84x015 71052026 | 63.694017  55.93x011
RanPAC 64614155 54052045 | 62.37x107  46.61+065 - - 82.12+081  77.55:0.16 | 77.882000 72.27+015 | 75.62+027  69.28+0.16
APER 60261072 48.91x060 | 60.84105 48.78+036 | 61292052 48.58+020 | 75451011  67.32:001 | 74932015 67302002 | 69.294010  61.120.04
EASE 57.99:115 4536131 | 58182005 46214133 | 59.8620.7s  47.5340.02 | 81755082 76.20<0.10 | 81.1820.20  74.62+0.00 | 76512081  68.67+021
COFiIMA 57.70:056  47.60z0.7s | 58.43z0.75  48.12x1.04 - - 82.05:015 7643012 | 81.54x0.16  75.15z0.14 - -
MOS 67.71+0.62 57.1420.02 | 65.1040.44 54.25+0.32 | 63.72+0.65 51.22+0.45 | 82.59+0.34 77.80+0.20 | 81.32+0.22  75.62+0.12 | 75.22+0.15  67.18+0.08

MIN (Ours) 72894045  64.32:050 | 72371060 63.66+0.26 | 66.15:035 57.08+027 | 85.18+019  79.75:0.07 | 83.69+017 78.08+0.15 | 82.26+016  75.72+0.19

5.1 Experimental settings

Datasets. We conduct experiments on six benchmark datasets, including CIFAR100 [47],
CUB200 [48]], ImageNet-A [49], ImageNet-R [50], FOOD101 [51] and Omnibenchmark [52].
There are 100 categories in CIFAR100, 101 categories in FOOD101, 200 categories in CUB200,
ImageNet-A, ImageNet-R, and 300 categories in Omnibenchmark. Detailed information for the
datasets is shown in the supplementary.

Protocols. Following recent CIL works, we split a dataset into 7" tasks, denoted as 1" steps.
Each task learns the same number of categories. To further investigate the performance of all
methods across various step sizes, we set the range of T' from 5 to 50, i.e., T' = 5, 10, 20, and 50.
Following [37, 34, 39], the learning order is determined by the random seed 1993. We run each
experiment 3 times and report the average result. Additionally, we also report the results using other
random seeds in the supplementary.

Evaluation metric. After learning the task ¢, we test the model on all known categories. Assuming
that A; represents the accuracy of the model after ¢ tasks. We use two metrics, the average accuracy

across T tasks A = % ZL Ay and the last task accuracy A7, to measure the CIL performance.

Comparison methods. We choose state-of-the-art PTM-based CIL methods for comparison. To
be specific, we choose L2P [30], DualPrompt [31]], CODA-Prompt [32]], SLCA [33], FeCAM [33]],
RanPAC [36]], APER [34], EASE [37], COFiMA [38]] and MOS [39]. In addition, we also choose
ACIL [26] as the baseline of our work.

Implementation details. Since the wide range of PTMs are publicly accessible, we choose two
representative models following [31, 137, 34, 139], denoted as ViT-B/16-IN21K [53] and ViT-B/16-
IN1K. They are both initially pre-trained on ImageNet-21K, while the latter is further finetuned on
ImageNet-1K. In MIN, we set the batch size to 128 and train for 10 epochs using SGD optimizer with
momentum. The learning rate is initially set to 0.001 and decays to 0 following a cosine annealing

ImageNet-A 5 steps

ImageNet-A 50 steps ImageNet-R 5 steps

ImageNet-R 50 steps

Accuracy (%)
Accuracy
8

~
3

2
3

40 80 120 160 200 40 80 120 160 200 40 80 120 160 200 40 80 120 160 200

Number of classes Number of classes Number of classes Number of classes
SLCA FeCAM RanPAC APER EASE COFiMA MOS Min(Ours)

Figure 4: The performance of each learning session under different settings of ImageNet-A and
ImageNet-R. All methods are initialized with ViT-B/16-IN1K.



Table 3: Average and last performance comparison on FOOD-101 and Omnibenchmark datasets with
ViT-B/16-IN21K as the backbone. We report all compared methods with their source code. The best
performance is shown in bold, and the second-best result is underlined. All methods are implemented
without using exemplars.

FOOD-101 ‘ Omnibenchmark
Methods 10 steps | 20 steps | 50 steps | 10 steps | 20 steps | 50 steps
a Ap | A Ap | A Ap | A Ar | A Ar | A Ar

L2P 82924065 74.93x085 | 78.742051  70.66x0.52 | 59.60:035 50.26:026 | 73.0120.83  63.29x0.26 | 71.65:0.31  61.60x0.16 | 69.54=0.47  59.05+0.22
DualPrompt 86.25+0.45  80.02+0.40 | 80.4820.87 72781026 | 67.23x058 58.80+067 | 77.6820.18 67451045 | 74132035 64.88+027 | 71.282056  59.93+0.38
CODA-Prompt  8891+0ss  83.14x0.15 | 83.19:030 76.53z026 | 62.84+1.77  51.57x0.57 | 79.1820.42  70.01x065 | 74.852018  65.7820.22 | 70.5020.14  60.50:0.30
ACIL 90.68+0.03  86.03x0.07 | 90.66:0.08 85.81x007 | 90.34x001 8538005 | 84.26:0.35 76.11x052 | 8476026  75.96x0.47 | 84.28+0.18  75.3140.4a
SLCA 91.10+0.37  86.40+0.17 | 89.6150.27 83424008 | 86.08+0.16 78.69+0.12 | 82462026 74244019 | 80.55:041  70.77+0.75 | 78481021  69.1440.15
FeCAM 90.87+050  86.56:0.42 | 90.75:0.32  86.05x031 | 90.08x021 8521011 | 83.742016 77184022 | 83.02:018  76.19+0.16 | 83.0120.26 75.58+0.31
RanPAC 92.1310.32  88.90+0.15 | 91615020 87.1620.15 | 91.07+016  86.64+0.00 | 85.0420.12 78834015 | 84142008  76.77+0.05 | 84162010 76.3340.05
APER 88.4940.19  83.60+0.05 | 88.49:0.1s  83.1940.05 | 89.0340.08 83.38+0.014 | 80.72+020 74341014 | 80.265021 73364016 | 80.27+008  73.00+0.10
EASE 88.634025  83.2640.22 | 85.27:0.28  79.30+0.35 | 85.614030 78.75+033 | 75.7120.45 68.5910.40 | 74994037  65.724025 | 73.564048  65.52+0.37
COFIMA 90.83+0.06 85.84+0.0s | 88.12:0.15  81.82+0.16 - - 81.69+0.40 73.38+0.28 | 80.30 042 71.1820.25 -

MOS 92.541011  89.27:0.0s | 92025018 88.29+022 | 91.574010  87.08+0.08 | 86102011 80.124015 | 85.224008  78.5840.12 | 85.0610.12 77.4940.15

MIN (Ours) 93.36+0.0r  90.04:0.06 | 93.20z012  89.55:0.16 | 93.60+0.07 89.47+0.12 | 87.36:0.01 80.55:0.10 | 87.79x0.03 79.90:0.11 | 87.58+0.15 79.35+0.10

decay pattern. The dimension ds of the latent vector within the Pi-Noise layer is set to 192, with
more configurations of this hyperparameter detailed in the supplementary materials.

5.2 Comparison with State-of-the-arts

In this section, we compare the proposed MIN with other state-of-the-art methods on six benchmark
datasets and different pre-trained weights. Complete comparison experiments are provided in the
supplementary.

CIFAR & CUB. Tab.[T|presents the performance comparison of different methods using ViT-B/16-
IN21K on the CIFAR100 and CUB200 datasets. We report the results under three different settings
for each dataset: 10 steps, 20 steps, and 50 steps. As the number of tasks increases, the incremental
learning difficulty progressively intensifies. Due to the lack of inter-task information guidance, all
methods exhibit a significant performance decline in the 50-steps compared to the 10-steps scenario.
The proposed method achieves the best performance across all three settings, with its advantage over
the runner-up method becoming notably amplified under the 50-steps setting. Additionally, Fig.[3]
presents the incremental performance trends of different methods using ViT-B/16-IN1K. For each
dataset, we report results under both 5-steps and 50-steps settings to demonstrate the impact of the
number of tasks on incremental performance. As shown in Fig.[3] the proposed method exhibits a
more gradual decline rate in the 50-steps setting compared to other approaches. When contrasting the
5-step and 50-step results on CIFAR100, the performance advantage of our method over the runner-up
approach increases from 0.76% in the 10-steps setting to 4.28% under 50-steps settings. Similarly,
for CUB200, the performance gap expands from 0.86% to 2.12% between these two settings.

ImageNet-A/R. Tab.[2]presents the performance comparison of different methods using ViT-B/16-
IN21K on the ImageNet-A/R datasets, with results reported under three different settings. The
proposed method demonstrates superior performance across all settings, achieving a 6%—9% im-
provement in final accuracy over the runner-up approach on ImageNet-A, and a 2%—-3% enhancement
on ImageNet-R. Furthermore, Fig. [] illustrates the incremental trends of various methods with

FOOD-101 5 steps FOOD-101 50 steps Omnibenchmark 5 steps ‘Omnibenchmark 50 steps
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Figure 5: The performance of each learning session under different settings of FOOD-101 and
Omnibenchmark. All methods are initialized with ViT-B/16-IN1K.



Table 4: Results of ablation study. NE+¢ calculates the average noise of all tasks. NE+¢, only uses
the u of each task noise. NE+¢, only uses the o of each task noise. NE+¢; uses the last task noise
and NE+¢; uses a random task noise.

CIFAR

Methods \ CuB \ IN-A | IN-R | FOOD | Omni.

a Ap \ a Ar \ a Ap \ a Ar \ a Ap \ a Ap

Baseline  91.18:00s 8682007 | 9155016 87.0850.7 | 62234045 53.652007 | 75.142000 68455027 | 90265005 85.575010 | 8455503 76824044

W/ NE+E 9407004 9022010 | 92.8920.00 90.77x0.15 | 71432055 62.59+0.70 | 83.862024 78.65x0.11 | 92.67+0.05 89342000 | 86.77x015 80.12x0.15
w/ NE+5H 89.27+0.24  85.63+0.33 | 88.97x0.46 85.45+0.45 | 65.87+127 55364102 | 76.27x0.4a  67.15+0.31 | 88.45+0.00 83.16x0.12 | 82.15x068 73.95+0.70
w/ NE+e, 94371005 91324012 | 93.15£017  90.47+0.00 | 70.45+0.25 61.32+0.33 | 84.152020 79.05+0.12 | 92.90+0.05 89.25+0.04 | 87.06+0.07 80.12+0.05
w/ NE+e;  92.36:01s  87.92+0.27 | 92.37+00s 87.25:0.12 | 63234075 54.15+002 | 79.152006  71.71+0.2s8 | 90.62+012  86.12:0.05 | 85.02+0.06 77.47+0.08
w/ NE+eg;  92.65:021 88.10+0.15 | 92.15+023 88.7610.26 | 64.39+1.0s 54.88+135 | 81394065 73.15+0.81 | 91.08+030 86.57+0.19 | 84.77+0.24 77.96+0.16

MIN 95124005 92.12x0.16 | 94002015  91.22:0.18 | 72.89+0.45 64.32:080 | 85182019  79.75+0.07 | 93.36£0.07  90.04x0.06 | 87.36:0.04  80.55:0.10

ViT-B/16-IN1K, where our approach shows amplified advantages against the suboptimal method as
task number increases.

FOOD101 & Omnibenchmark Tab. [3] demonstrates the performance comparison of various
methods using ViT-B/16-IN21K on the FOOD101 and Omnibenchmark datasets. The proposed
method maintains superior performance in all three settings. Fig. [§]illustrates the incremental trends
with ViT-B/16-IN1K, where the findings further validate the progressive widening of the performance
gaps between our method and the runner-up approach as the number of tasks increases.

5.3 Ablation Study and Visualizations

©
o

Ablation study. To verify the effectiveness of each com-
ponent in MIN, we use the ViT-B/16-IN21K to conduct an
ablation study on all six datasets with the 10-steps setting.
Baseline denotes the approach using analytic classifier with
the pre-trained backbone [26](see Sec. E]) It should be noted
that in the absence of Noise Mixture, the mixing module op-
erates by computing the average of all noises. Additionally,
instead of employing an auxiliary classifier for training, it di-
rectly utilizes W, to calculate the cross-entropy loss to update ‘ IR
P,. The results are presented in Tab. ] which validate the 20 40 60 80 100 120 140 160 180 200
effectiveness of each strategy. Number of classes
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Visualizations. We use Grad-CAM visualization to further
demonstrate how MIN applies beneficial noise to improve the
performance of baseline methods in Fig.[2] The comparative
results demonstrate that while the baseline method also focuses
on the primary subject, its activation region exhibits greater
dispersion with pronounced responses in irrelevant regions.
For example, in the first set of images labeled vase, the baseline
method generates strong activation for the background wall oo
and the hanging painting. But the proposed method pays  esi——+ + + + +
more attention to the main part of the vase, and suppresses o 0 160 T80 =0
the irrelevant background information. This indicates that

the proposed method works on improving the accuracy by Figure 6: Incremental trends with
suppressing invalid features. We provide more visualizations random orders on the ImageNet-R
in the supplementary. dataset using ViT-B/16-IN21K (Top)

Random seed experiments. We shuffle the learning order and ViT-B/16-IN1K (Bottom).

with the random seeds, i.e., {1993, 1994, 1995, 1996, 1997, 1998}. Therefore, we obtain six results
of different learning order for each method on ImageNet-R using ViT-B/16-IN21K and ViT-B/16-
INIK. The results are shown in Fig.[6] For each method, the solid line indicates the mean of the
five outcomes and the shading indicates the fluctuation range. The results demonstrate that MIN
consistently outperforms other methods by a substantial margin.

Accuracy (%)

~
3
!

Robustness of hyperparameters. There are two hyperparameters in the baseline method, i.e., the
coefficient 7y of regularization terms and the buffer size. We investigate the robustness by changing
these hyperparameters. Specifically, we select v from {10, 50, 100, 500, 1000} and the buffer size



from {1024, 2048, 4096, 8192, 16384}. We report the average accuracy in Fig. |Zka). The results
indicate that selecting v as 100 or 500, along with a buffer size of 8196 or 16384, yields better
performance. In addition, we change the dimension of the hidden layer P; to investigate its impact on
the model performance. Specifically, we select from {96, 192, 256, 384, 512, 768} as the dimension
that Wyown reduce the input feature into. And we report the incremental trends in Fig. b). Then,
the incremental trends of the number of trainable parameters are shown in Fig.[7(c). As shown in
the figure, the model achieves the best performance when the dimension is set to 192 (dim=192),
and further increasing this dimension results in performance degradation. Hence, we adopt dim=192
as the dimension of the hidden layer in P;. In addition, Tab. [5]shows the results of changing 7 in
Eq. (T12). It indicates that the proposed method is not sensitive for 7.
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Figure 7: Further analysis on parameter robustness.

Additional experiments. We set the hyperparameter d2 to  Tgable 5: Robustness of 7 in the set-
192, which is the same as in the comparative experiments, to  ting of ImageNet-R 10 steps.
analyze the number of model parameters. From Fig.[8{a) and —
(b), it can be seen that the total number of model parameters T ‘ A Ar

of MIN is the same as most of the methods, while the number  0.50 | 84.92+0.21  79.30+0.23
of learnable parameters for new tasks is less than most of the ~ 1.00 | 84.79+0.22  79.38+0.10
methods. Fig. [§fc) shows the impact of Pi-Noise compared 1.50 | 8491019 79.59+0.12
to alternatives including Adapter [54]], VPT-shallow [55]] and 2.00 | 85.18+0.19  79.75+0.07
VPT-deep [53]. Following ACIL [26], we use these alternative approaches to train the model in the
first task and then learn subsequent tasks by using analytic classifier. The comparison demonstrates
that Pi-Noise shows superiority over other methods.

=imi sol —etip L —emase ]
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: TS e - St
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Figure 8: More experiments results. (a) presents the average number of model parameters for different
methods across 10 steps. (b) presents the number of trainable parameters for different methods across
10 steps. (c) Impact of Pi-Noise compared to alternatives under the setting of ImagenNet-R 10 steps.

6 Conclusion

Incremental learning is a key step to achieve a continual Al system. This paper propose mixture of
positive-incentive noise (MIN) for class incremental learning based on pre-trained models. Specifi-
cally, the proposed method expands a Pi-Noise generator for each task to adapt new tasks without the
degradation of backbone generalization. Considering the cross-task collaboration among different
Pi-Noises, we guide the model via an auxiliary classifier to learn a set of adaptive weights for
adjusting their mixing ratios. Extensive experiments validate the effectiveness of MIN.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes] .
Justification: See Abstraction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See supplementary materials
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes] .
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Justification: see Sec.[3]
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes] .
Justification: See pseudo-code and implementation details in supplementary materials.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes] .
Justification: We have provided the code link in the abstract.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes] .
Justification: See supplementary materials.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes] .
Justification: We have provided the standard deviations for all the repeated experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes] .
Justification: See the hardware information in supplementary materials.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes] .
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes] .
Justification: See Sec.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA] .
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes] .
Justification: CC-BY 4.0
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA] .
Justification:
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA] .
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA] .
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Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A Overview

In this supplementary material, we provide more details about MIN. Firstly, we give the implementa-
tion details in Sec.[B] Then, we provide the details of six datasets in Sec.[C| In Sec.[D] we provide
hardware information used for all experiments. Then, we provide descriptions of all comparison
methods in Sec.[E] In Sec.[F] we provide more visualizations to further illustrate the effectiveness of
MIN. In the end, we provide more comparison experimental results in Sec. |G| Limitations of MIN is
provided in Sec.[H]

B Implementation details

We run all the experiments with PyTorch [56] and reproduce all other comparison methods with
Pilot [l57]]. Following [30, 132} (36} 134} 139]], we conduct experiments with the ViT-B/16-IN21K and
ViT-B/16-IN1K. In MIN, we train the model using the SGD optimizer, with a batch size of 128 for
10 epochs. The learning rate decays from 0.001 with cosine annealing to zero. There are subtle
differences in these hyper-parameter between different datasets due to scale of datatsets. We set the
dimension of hidden layer as 192 according to Sec.[5.3] The hyperparameters of baseline method,
i.e., regularization term -y and buffer size, are set to 100 and 16384 according to Sec.

C Datasets

The details of six datasets are illustrated in Tab. [} including CIFAR100, CUB, ImageNet-A/R,
FOOD101 and Omnibenchmark.

Table 6: Details of six datasets.

Datasets | Classes | Train | Test | Avgsize
CIFAR-100 100 50,000 | 10,000 | 32x32

CUB-200 200 9,430 2,358 | 467x386
ImageNet-A 200 5,960 1,515 | 443x427
ImageNet-R 200 24,000 | 6,000 | 443x427
Omnibenchmark 300 89,697 | 5,985 | 764x581
FOOD-101 101 75,750 | 25,250 | 496x475

D Hardware Information

The hardware information is as follows:

¢ CPU: Intel Xeon(R) Gold 6244 CPU
* GPU: 2xNVIDIA GeForce RTX 4090
* Mem: 8 xDDR4 SAMSUNG-32GB

E Comparison methods

We totally choose the 10 approaches for comparison. A brief description of these methods is given
below.

L2P. L2P [30] freezes the parameters of pre-trained weights and uses visual prompt tuning to learn
the new tasks. It constructs a prompt pool and selects a suitable prompt for each sample with a
key-value mapping strategy.

DualPrompt. DualPrompt [31] is the improvement work for L2P. It divides the prompt into two
types, i.e., general prompts and expert prompts.
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CODA-Prompt. CODA-Prompt [32] replaces prompt reweighting with an attention-based prompt
recombination during the prompt selection process. Owning to the attention module, it needs more
parameters and training time.

SLCA. SLCA [33] updates the backbone slowly and rectifies the classifier with pseudo features
which are sampled from the Gaussian distribution modeled by the prototype of old categories.

FeCAM. FeCAM [335] applies the Mahalanobis distance to replace the Euclidean distance for clas-
sification without updating the backbone. In addition, it shows that modeling the feature covariance
relations is better than previous attempts at sampling features from normal distributions and training
a linear classifier.

RanPAC. RanPAC [36] introduces a frozen random projection layer between the feature output of
the pre-trained model and the classifier, combines with a nonlinear activation function, expands the
feature dimension and enhances linear separability, so as to alleviate the forgetting problem without
updating the backbone.

APER. APER [34] builds the prototype-based classifier and uses a cosine classifier for classification.
It adapts the new data only in the first task with additional modules. We choose the best version, i.e.,
APER-adapter for comparison.

EASE. EASE [37] is based on the idea of network expansion. It adds a new branch to each
transformer block for each task. Although it trains only one branch in training process, it needs to
infer multiple times through the backbone for test.

COFiMA. COFiMA [38] integrates the model parameters of the current task and the previous task
by introducing the Fisher information weighting mechanism and balances the plasticity and stability
of the model.

MOS. MOS [39] alleviates the parameter drift problem through adapter merging technology, and
combines the self-optimization retrieval mechanism without training to dynamically correct the
module matching error, which solves the catastrophic forgetting problem in the incremental learning
of pre-trained models from two perspectives of parameters and retrieval.

F More Visualizations

We provide more visualizations in Fig.[9to demonstrate the effectiveness of MIN. For instance, three
bird species from the CUB dataset are shown, which require fine-grained recognition for accurate
differentiation. The backbone network of the baseline method fails to learn cross-task fine-grained
features, only achieving coarse-grained discrimination with limited activation values concentrated on
the birds’ main body regions. In contrast, MIN learns task-specific Pi-Noise that suppresses common
features shared across bird species while generating stronger activation responses to discriminative
fine-grained characteristics. This indicates that MIN can effectively inhibit the backbone network’s
activation of common features across similar categories in different tasks, thereby facilitating the
learning of underlying target features and avoiding confusion of decision boundaries between multiple
tasks.

G More Experimental Results with SOTAs

In this section, we show more experimental results of different methods. As demonstrated from
Fig.[I0]to Fig. 21} we report the incremental performance of different methods with ViT-B/16-IN21K
and ViT-B/16-IN1K on six datasets. MIN consistently outperforms other methods on different datasets
by a substantial margin.

H Limitations

MIN relies on an excellent feature extractor to provide a prior information to guide Pi-Noise generator
for adaptation of subsequent downstream tasks. With the rapid development of pre-training technol-
ogy, the weights of the backbone network trained by self-supervised learning on large-scale unlabeled
data are easy to access, which reduces this limitations. In addition, MIN requires an additional
downsampling layer in each Pi-Noise layer (although they are training-free). Introduces additional
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Figure 9: More visualizations

network parameters (equivalent to 4% of the number of parameters for ViT-B/16). However, the
number of actual training parameters is much smaller (equivalent to 0.8M parameters). Therefore, it
is worth trade-off for the simplicity of implementation and low-cost training.
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Figure 10: Incremnetal trends of different approaches using ViT-B/16-IN21K on the CIFAR100
dataset.
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Figure 11: Incremnetal trends of different approaches using ViT-B/16-IN1K on the CIFAR100
dataset.
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Figure 12: Incremnetal trends of different approaches using ViT-B/16-IN21K on the CUB dataset.
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Figure 13: Incremnetal trends of different approaches using ViT-B/16-IN1K on the CUB dataset.
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Figure 14: Incremnetal trends of different approaches using ViT-B/16-IN21K on the ImageNet-A
dataset.
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Figure 15: Incremnetal trends of different approaches using ViT-B/16-IN1K on the ImageNet-A
dataset.
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Figure 16: Incremnetal trends of different approaches using ViT-B/16-IN21K on the ImageNet-R
dataset.
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Figure 17: Incremnetal trends of different approaches using ViT-B/16-IN1K on the ImageNet-R
dataset.
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Figure 18: Incremnetal trends of different approaches using ViT-B/16-IN21K on the FOOD101
dataset.
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Figure 19: Incremnetal trends of different approaches using ViT-B/16-IN1K on the FOOD101
dataset.
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Figure 20: Incremnetal trends of different approaches using ViT-B/16-IN21K on the Omnibenchmark
dataset.
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Figure 21: Incremnetal trends of different approaches using ViT-B/16-IN1K on the Omnibenchmark
dataset.
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