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Abstract001

LLM is unable to treat the information at each002
position in the prompt fairly, and there is a U-003
shaped positional bias, which is manifested by004
paying more attention to the beginning and the005
end and ignoring the middle, also known as the006
Lost-in-the-Middle phenomenon. In this paper,007
we study this phenomenon from the internal008
state of the model. We examine the effect of009
different positions on the attention weight of010
document-level aggregation within the model,011
both horizontally and vertically, thus reflecting012
the effect of positional bias on the estimation013
of document importance in the model. Based014
on our findings, we propose U-shaped Place-015
ment to separate the effects of position and016
place documents according to positional bias.017
Combining the U-shaped Placement with the018
importance estimations of documents within019
the model, placing good documents in good020
positions, can improve the model’s ability to021
utilize documents within two iterations. Exper-022
imental results prove that our method can out-023
perform other baselines and improve model’s024
ability to utilize documents on various models025
and datasets. Our codes are submitted with the026
paper and will be publicly available.027

1 Introduction028

As large language models(LLM) continue to029

evolve, they have achieved superior performance030

in many tasks, especially in Question Answering031

(QA) tasks (Touvron et al., 2023; Achiam et al.,032

2023; DeepSeek-AI, 2025). Furthermore, Retrieval033

Augmented Generation(RAG) has become a widely034

recognized paradigm by supplementing the model035

with external knowledge in the form of context,036

which helps to improve the factualness and accu-037

racy of the answers (Gao et al., 2023; Asai et al.,038

2023). However, the quality of input documents is039

variable (Shi et al., 2023; Yoran et al., 2024; Wu040

et al., 2024) due to the inadequate performance of041

the retriever (Yan et al., 2024) or the alignment gap042
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Figure 1: The framework of our proposed pipeline. See
introduction and section 4 for more details.

between the retriever and the generator (Ke et al., 043

2024; Li and Ramakrishnan, 2025). 044

How to improve a model’s ability to utilize doc- 045

uments with inputs of varying quality is a chal- 046

lenging and realistic research topic, and this is also 047

part of the model robustness problem (Shi et al., 048

2023; Yoran et al., 2024; Zhou et al., 2025). Pre- 049

vious works improve the robustness of model by 050

incorporating irrelevant and interfering documents 051

into the supervised fine-tuning process (Pan et al., 052

2024; Yoran et al., 2024; Tu et al., 2025), which 053

is customized and requires additional training re- 054

sources. Instead of direct training, we focus on the 055

model’s properties of prompt utilization, especially 056

the ability to use documents in different positions. 057

The retrieval results reflect the importance of dif- 058

ferent documents through the retrieval ranking and 059
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positional order in the prompt (Gao et al., 2023).060

But the language model has a positional bias for in-061

formation in the prompt, which is characterized by062

a U-shaped curve, i.e., it pays more attention to in-063

formation at the beginning and the end and tends to064

ignore those in the middle. This phenomenon was065

first proposed in Liu et al. (2024) and verified in066

Cuconasu et al. (2024) and Wu et al. (2024) from067

a performance perspective in RAG tasks. However,068

there is a lack of research on U-shaped curves from069

the internal state of the model.070

In this paper, we first investigate the bias towards071

documents in different positions from the perspec-072

tive of the internal characteristic of the LLM. We073

examine the effect of positions on the attention074

weights of the LLM from both horizontal and verti-075

cal perspectives, by constructing different prompts076

and exploring attributes of different layers of the077

model. The value of attention weight as a whole078

reflects the document relevance and positional influ-079

ence on the target (Peysakhovich and Lerer, 2023;080

Chen et al., 2024; Liu et al., 2025). We separated081

the effect of position and verified that it also con-082

forms to the U-curve characteristic .083

Based on the above findings, we propose U-084

shaped Placement to reorder the documents to con-085

form to the positional bias. And we combine it086

into a two-round iterative generation method that087

modifies the inputs based on the internal states of088

the model, as illustrated in figure 1. Specifically,089

we calculate the importance scores of different doc-090

uments within the model based on the attention091

weights from the first round of generation, obtain092

the positional bias of the model at the same time,093

and then collaboratively use the importance score094

and positional bias to modify the input prompts for095

the second round so that the model can maximize096

the use of the documents it considers most relevant.097

We conduct comprehensive experiments on several098

multi-document QA datasets utilizing several com-099

monly used LLMs, demonstrating that our method100

consistently outperforms baselines and achieves su-101

perior response quality. Our method requires no102

additional training and can be easily migrated to103

any dataset and model.104

2 Related Works105

2.1 Retrieval Augmented Generation106

Retrieval-augmented generation (RAG) has ex-107

hibited significant effectiveness in addressing is-108

sues such as hallucinations by introducing external109

knowledge into context or training objectives (Gao 110

et al., 2023; Asai et al., 2023; Tu et al., 2025; Luo 111

et al., 2024, 2025). However, irrelevant and dis- 112

tracting information can adversely affect the gener- 113

ated results (Shi et al., 2023; Yoran et al., 2024; 114

Wu et al., 2024). Previous work has explored 115

various improvement strategies, such as improv- 116

ing the retriever (Shi et al., 2024), designing new 117

rerankers (Kim and Lee, 2024), investigating gaps 118

between the retriever and generator (Ke et al., 2024; 119

Li and Ramakrishnan, 2025), and improving the 120

robustness of the LLM, especially interference re- 121

sistance (Xiang et al., 2024; Yoran et al., 2024). 122

Rather than directly adding documents to the train- 123

ing or supervised fine-tuning process (Pan et al., 124

2024; Yoran et al., 2024; Tu et al., 2025), we study 125

the internal utilization characteristic of documents 126

at different positions and dynamically modify in- 127

puts based on positional bias to improve robustness. 128

2.2 Document Relevance 129

In RAG pipeline, the external retriever or reranker 130

will give a relevance score, and the different impor- 131

tance would be reflected mainly by the positional 132

order, rather than the value itself (Gao et al., 2023; 133

Shi et al., 2024; Kim and Lee, 2024). Including 134

the relevance score into the prompts may affect 135

the generated results (Pan et al., 2024), but this 136

requires a high level of the instruction-following 137

ability. In addition to utilizing externally given rele- 138

vance scores, there are also some works that let the 139

model itself give a judgment on the relevance of 140

documents through prompt engineering (Qin et al., 141

2024; Sun et al., 2023; Niu et al., 2024), adding 142

probing structures (Baek et al., 2024; Wang et al., 143

2024), or internal attention weight (Peysakhovich 144

and Lerer, 2023; Chen et al., 2024; Liu et al., 2025). 145

We also use attention weights as the basis for model 146

importance estimation for documents, but we com- 147

pute them differently and further combine them 148

with positional bias to optimize the inputs. 149

2.3 Positional Bias 150

The LLMs are unable to treat the information from 151

each position in the prompt equally and have a po- 152

sitional bias, which is part of the model’s prompt- 153

sensitive properties (Xie et al., 2024). It tends to 154

pay more attention to information at the beginning 155

and the end, and to ignore those in the middle, 156

which is characterized by a U-shape curve. This 157

"Lost in the Middle" phenomenon was first pro- 158

posed in Liu et al. (2024). To date, many RAG 159
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Prompt Vicuna-7b Llama-3.1-8b Qwen2.5-7b Qwen2.5-7b-ins

H M W H M W H M W H M W

concat 0.392 0.238 0.452 0.292 0.192 0.35 0.376 0.298 0.39 0.468 0.458 0.48
rerank 0.4 0.312 0.482 0.302 0.238 0.358 0.408 0.342 0.41 0.472 0.5 0.526

Table 1: Zero-shot model performance in HotpotQA(H), Musique(M) and 2WikiMHQA(W) datasets of CAGB
benchmark (Pan et al., 2024). Concat means placing documents in random order, while rerank means sorting by
retrieval scores and placing the relevant ones close to the questions.

and long text-related works (Cuconasu et al., 2024;160

Wu et al., 2024; Xu et al., 2024) have investigated161

this positional bias issue from a downstream per-162

formance perspective. We study this phenomenon163

from internal attention weight of the LLM both hor-164

izontally and vertically, offering a new perspective165

to investigate the U-shaped positional bias, and we166

propose a method to take advantage of positional167

bias during the generation process.168

3 Investigation on Positional bias169

In this section, we take an in-depth look at the170

model’s positional bias and relevance assessment171

for documents at different prompt locations. We172

build on intuitive performance differences to fur-173

ther investigate positional bias and relevance in174

terms of the internal states of the model, especially175

the attention weights.176

3.1 Notations177

For each data, we use q to present the ques-178

tion. The retrieval documents are denoted as179

D = {d0, d1, ..., dN−1}, where di is a single doc-180

ument, and N is the total number of documents.181

x = {x0, x1, ..., xk−1} is the input of large lan-182

guage models, which is constructed based on q,183

D, and a certain prompt template T , where k is184

the number of tokens contained in the input, i.e.,185

the token length. And the output is indicated as186

y = {y0, y1, ..., ym−1} while the large language187

model is presented as θ and generates each token188

in answer y with auto-regressive style, and m is the189

token length of the output answer.190

3.2 Preliminary Experiments191

Rather than manually adjusting the position of192

relevant documents in the prompt as in previous193

work (Cuconasu et al., 2024; Wu et al., 2024), we194

focus on examining the difference in model per-195

formance when the documents are not ordered and196

when they are ordered by external correlation, as197

these are the two most common settings for the198

RAG task and real-world scenarios.199

Datasets Therefore, we apply the datasets pro- 200

cessed by Pan et al. (2024), as they provide pro- 201

cessed randomized (denoted as concat) and sorted 202

(denoted as rerank) versions, which can reduce 203

the randomness introduced in the processing pro- 204

cess. Due to resource constraints, we performed 205

experiments on only three of these datasets, Hot- 206

potQA (Yang et al., 2018), Musique (Trivedi et al., 207

2022) and 2WikiMHQA (Ho et al., 2020), which 208

are popular open-domain RAG datasets with multi- 209

ple documents as input. The details of datasets can 210

be found in the original paper or Appendix A.1. 211

Models We test four popular open-source LLMs: 212

Vicuna-7B (Chiang et al., 2023), Llama-3.1- 213

8B (Dubey et al., 2024), Qwen2.5-7B and 214

Qwen2.5-7B-Instruct (Yang et al., 2024). 215

Metrics We follow Pan et al. (2024) and utilize 216

Exact Match (EM) as the primary evaluation metric 217

by checking whether the short answers provided 218

are exact substrings of the generation. The hyper- 219

parameters such as temperature and instruction are 220

the same as in Pan et al. (2024). However, we 221

conduct the experiments on zero-shot setting to 222

investigate the positional bias and relevance assess- 223

ment inside of the model. See the appendix A.2 for 224

prompt templates and implementation details. 225

The results of the EM values are presented in Ta- 226

ble 1. The main reason for the inconsistency with 227

the results in Pan et al. (2024) is that we used a 228

zero-shot setting, which is not the same as the orig- 229

inal paper that used several Q&A pairs as demon- 230

stration, and there are also issues with different 231

versions of huggingface and devices. The results 232

show that although different models perform differ- 233

ently on different datasets, either model is unable to 234

utilize the information from each position equally, 235

and positional bias exists. From the dataset perspec- 236

tive, the HotpotQA is less sensitive to document 237

order, while the Musique dataset has 20 documents 238

and changing the document order has a significant 239

impact. An ordered placement approach such as 240

placing relevant documents close to the questions 241
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Figure 2: The MIRAGE results of vicuna-7b model.
The different columns represent different datasets: Hot-
potQA, Musique, 2wikiMultiHopQA. The first and sec-
ond lines represent the concat and rerank inputs. See
the section 3.2 for the exact meaning of each figure.

is a powerful baseline (i.e., rerank), but we want to242

make better use of the model’s positional bias.243

Therefore, we first explore the dependency of the244

generated answer token on the context documents245

using the library developed by Qi et al. (2024).246

MIRAGE detects context-sensitive answer tokens247

and pairs them with retrieved documents based on248

model internals, and we count the position of the249

context on which the answer token depends. For250

better illustration, we only present the result of251

vicuna-7b model in figure 2 and leave the complete252

in the appendix B. In each figure, the horizontal253

axis coordinates 0 through N − 1 indicate the dif-254

ferent positions of the documents in the prompt,255

with 0 placed at the beginning and N − 1 placed at256

the end, closest to the question. The vertical bar is257

the result of the count, indicating how many answer258

tokens depend on the document at this position.259

The results show that under rerank input, it is260

common sense to depend on the documents near261

the question. In contrast, it shows a clear posi-262

tional bias towards the beginning and the end under263

the concat input, which matches the Lost-in-the-264

middle (Liu et al., 2024) phenomenon in perfor-265

mance. And this is more evident on the Musique266

which has a larger number of documents.267

3.3 Attention Weight268

The MIRAGE metric reflects the positional bias of269

the model in a U-shaped curve by examining the270

dependency of the answer and context tokens, but271

it is a back-end metric that needs complete gener-272

ation before analysis, so it cannot reflect internal273

state during the generation. Attention weights es-274

Figure 3: The document scores Sy,Lall
of all models

on 2wikiMultiHopQA datasets. The solid line - cor-
responds to the rerank input, the dashed -. line corre-
sponds to the concat input, and the results of the same
model are shown in the same color.

sentially reflect, at the token level, the influence of 275

context tokens on answer tokens during the genera- 276

tion. In order to obtain the influence of context on 277

answer tokens at document level, we aggregate the 278

attention weight as follows: 279

si,y,Ls =
1

m

1

H

1

|Ls|
∑
l∈Ls

H∑
h=1

∑
j∈y

al,hi,j (1) 280

Sdi,y,Ls =
1

|di|t

∑
i∈di

si,y,Ls (2) 281

where al,hi,j denotes the attention weight from the to- 282

ken i (from the document di whose token length is 283

|di|t) to the token j (from the answer y whose token 284

length is m) by the attention head h at layer l, H is 285

the total number of attention heads, and Ls is the 286

set of selected layers. After obtaining the influence 287

score of each token in the document on the answer 288

si,y,Ls at token level we then aggregate and normal- 289

ize by removing the influence of length to obtain 290

attention weight value at document level for the an- 291

swer Sdi,y,Ls . Sy,Ls = {Sd0,y,Ls , ..., SdN−1,y,Ls} 292

is the overall set of document scores. 293

We examine the effect of position on document 294

scores from both horizontal and vertical perspec- 295

tives. We hope to synthesize the two dimensions to 296

get the effect of different positions of documents on 297

the answers within the model. Specifically, we ex- 298

amine the difference between the document scores 299

of different positions under different inputs, which 300

is horizontal. We first set Ls to all layers and cal- 301

culate Sy,Lall
. We randomly sample 50 samples 302

from the 2wikiMultHopQA dataset to average the 303

results and visualize them in figure 3 for better 304

illustration. The complete results of all models 305
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Figure 4: The document scores Sy,Ls of all models with
different selected layers on 2wikiMultiHopQA datasets
under concat input. The solid - and dotted – lines are
used to distinguish the low and high half of layers.

on all datasets are presented in the appendix C.1.306

The results show that document scores Sy,Lall
fol-307

low a U-shaped curve in different positions under308

rerank and concat input, but under rerank it is more309

skewed towards the back end near the question,310

with a steeper U-shape, while under concat the U-311

shape is more gentle, and the differences between312

the beginning, the end, and the middle exist but are313

not as significant as under rerank. This means that314

the model’s estimation of document importance is315

internally affected by positional bias in a U-shape,316

with the magnitude of the U-shape varying with the317

order of input documents.318

And we examine the effect of different selected319

layers under the same prompt, which is vertical. We320

split all layers into two halves, low and high, and321

examine the differences in document scores with322

different selected layers. For better illustration, we323

present the result of concat input on 2wikiMulti-324

HopQA datasets in figure 4 as document relevance325

has less impact on concat than rerank and the U-326

shaped positional bias is more obvious under con-327

cat as said before, and the complete results are pre-328

sented in the appendix C.2. The results show that329

for the same model, the document scores computed330

with the lower and higher half layers have different331

values but have a similar U-shaped trend, with the332

distinction between different positions being more333

significant at the lower layers. This matches gener-334

ally accepted consensus that the model processes335

semantic information at higher layers and is more336

affected by positions at lower layers.337

4 Separate and Utilize Positional Bias338

The attention weight reflects the overall influence339

of context tokens on answer tokens, including se-340

Figure 5: The positional scores S{tb,te},Ll
on 2wikiMul-

tiHopQA datasets which are calculated by aggregating
the document scores of the previous token tb and the
terminating token te of the answer tokens.

mantic relevance and positional influence. Previous 341

analysis utilized concat to shuffle the order of doc- 342

uments to exclude semantic influence, but how to 343

directly obtain the positional influence in the gen- 344

eration process is a problem worth studying. 345

Previous work mentioned using meaningless 346

query (Chen et al., 2024), but this requires one 347

more round of LLM calls, and we are aggregating 348

answer tokens instead of query tokens. Therefore, 349

we choose to aggregate the previous token and the 350

terminating token of the answer, because we have 351

observed that the previous token of the answer to- 352

ken is always a token with no semantic information 353

(e.g. is or :). As mentioned before, the lower layers 354

reflect the position information more significantly, 355

so we choose the lower layers (i.e., Ll) for aggrega- 356

tion. Therefore, we get the positional information 357

related to the beginning and end of the answer to- 358

kens, and combine them to represent the overall 359

positional information of whole answer tokens. We 360

similarly visualize the scores S{tb,te},Ll
of 2wiki- 361

MultiHop in figure 5. See appendix C.3 for results 362

of other datasets. And the results show no sig- 363

nificant difference between the concat and rerank 364

inputs compared to figure 3, suggesting that the 365

combination of the beginning and end can some- 366

what represent the overall positional information of 367

whole answer, independent of the document order. 368

After separating the positional bias, we hope to 369

use it to improve the model’s ability to utilize docu- 370

ments. Placing documents directly according to the 371

obtained S{tb,te},Ll
from preferred to non-preferred 372

is a feasible approach, but there will be a length 373

problem. S{tb,te},Ll
is the result of length normal- 374

ization, the length of the position corresponding 375

to each score is not necessarily equal, and direct 376
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placement will be problematic. For example, the377

position with the highest score may only contain378

100 token positions, and placing a document with379

more than 100 tokens will use the positions cor-380

responding to other scores. In order to solve the381

length issue, we arrange documents directly based382

on token level scores si,{tb,te},Ll
instead of docu-383

ment level S{tb,te},Ll
. The motivation is placing384

good documents in good positions. The specific385

algorithm is as follows, considering the documents386

from relevant to irrelevant, using the U-shaped fea-387

ture to determine the position of each document,388

calculating the scores placed at the beginning(left)389

and the end(right) of the remaining length, and plac-390

ing the document on whichever side has a higher391

score until all the documents are placed in the U-392

shape. The U-shaped Placement is summarized in393

the form of pseudocode in Algorithm 1.394

Algorithm 1 U-shaped Placement

Input Relevance ranking R, Attention weight
Aθ, previous token tb and the terminating
token te of the answer tokens, the collec-
tion of token lengths for all documents Tl =
{T0, ..., TN−1|Ti = |di|t}.

1: Ensure that the relevant ones in R come first;
2: Get Spbe = {si,{tb,te},Ll

} based on Aθ; � (1)
3: Initialization: l = 0, r =

∑N−1
i=0 Ti, lidx =

0, ridx = N − 1, Ru = [0] ∗N ;
4: for i ∈ R do
5: Ti = Tl[i];
6: Left_Scores = Spbe[l : l + Ti].sum();
7: Right_Scores = Spbe[r − Ti : r].sum();
8: if Right_Scores ≥ Left_Scores then
9: Ru[ridx] = i, ridx = ridx−1,r = r−Ti;

10: else
11: Ru[lidx] = i, lidx = lidx + 1,l = l + Ti;
12: end if
13: end for
Output: The new ranking Ru

The U-shaped Placement approach can be com-395

bined with all kinds of document ranking meth-396

ods. We combine it with the previously obtained397

document scores that are aggregated based on the398

answer tokens, and modify the inputs for the next399

round, thus improving the overall ability of the400

model to utilize documents. The whole pipeline401

is summarized in the form of pseudocode in Algo-402

rithm 2.Ll and Lh denote the low and high half of403

all layers, respectively.404

Algorithm 2 Place Good Documents in Good Po-
sitions
Input Prompt Template T , LLM θ, Question q,

Documents D = {d0, ..., dN−1}.
1: Construct input: x = T (q,D);
2: Get the output from LLM: y,Aθ = θ(x);
3: Calculate Sy,Lh

; � (2)
4: Rank the documents based on Sy,Lh

as Ra;
5: Get token lengths of each document from x to

construct Tl, and locate tb and te from x;
6: Ru= U-shaped Placement(Ra, Aθ, tb, te, Tl);
7: Reconstruct the input based on Ru: xu =

T (q,Ru(D));
8: Get the final answer: y = θ(xu)

Output: The output answer y

The algorithm is essentially two rounds of itera- 405

tions of the LLM, using the attention weight from 406

the first round to obtain the model’s ranking of the 407

documents and positional bias, and then placing 408

good documents in good positions according to the 409

U-shape, and reconstructing the inputs to generate 410

the final answer in the second round. 411

5 Experiments 412

5.1 Baselines 413

The basic setting of the experiment is the same as 414

preliminary experiments in section 3.2, including 415

the datasets, models, metrics, and so on. 416

Our work is essentially a two-round iteration of 417

the LLM, so we mainly consider similarly set-up 418

baselines for fair comparison, and the following 419

is a brief description of the baselines we consider: 420

(1)Vanilla: The most basic baseline, generating an- 421

swers directly based on inputs. (2)RankGPT (Sun 422

et al., 2023): Two rounds of iteration, the first 423

round uses the model to sort the documents in list- 424

wise style and the second round generates the an- 425

swer. The prompt template used in the first round 426

is shown in the appendix D. (3)Attention Sorting 427

(Peysakhovich and Lerer, 2023): Two rounds of 428

iteration, average per-document attention is com- 429

puted for the first generated token in the first round, 430

and then documents are sorted based on the atten- 431

tion scores for the second round. (4)ICR (Chen 432

et al., 2024):Two rounds of iteration, the first round 433

aggregates the contextual attention weight corre- 434

sponding to all query tokens and calibrates it with 435

the meaningless query to get the document order, 436

and the second round generates the answers based 437

on the reordered document. (5)SELFELICIT (Liu 438

6



Prompt Methods Vicuna-7b Llama-3.1-8b Qwen2.5-7b Qwen2.5-7b-ins

H M W H M W H M W H M W

concat

Vanilla 0.392 0.238 0.452 0.292 0.192 0.35 0.376 0.298 0.39 0.468 0.458 0.48
RankGPT 0.401 0.22 0.46 0.278 0.196 0.334 0.372 0.343 0.402 0.466 0.51 0.526
AttentionSort 0.386 0.291 0.484 0.296 0.216 0.336 0.398 0.375 0.4 0.462 0.495 0.484
ICR 0.421 0.305 0.498 0.298 0.237 0.368 0.379 0.385 0.384 0.469 0.511 0.522
SELFELICIT 0.378 0.257 0.462 0.308 0.229 0.359 0.393 0.298 0.43 0.417 0.311 0.382
Our 0.414 0.31 0.506 0.302 0.245 0.372 0.402 0.393 0.434 0.482 0.513 0.536

rerank

Vanilla 0.4 0.312 0.482 0.302 0.238 0.358 0.408 0.342 0.41 0.472 0.5 0.526
RankGPT 0.403 0.28 0.502 0.284 0.21 0.342 0.391 0.358 0.416 0.493 0.516 0.53
AttentionSort 0.404 0.3 0.474 0.294 0.218 0.342 0.408 0.385 0.432 0.492 0.485 0.518
ICR 0.413 0.307 0.512 0.301 0.254 0.353 0.406 0.378 0.4 0.487 0.537 0.504
SELFELICIT 0.393 0.314 0.482 0.314 0.261 0.372 0.411 0.342 0.432 0.417 0.447 0.372
Our 0.426 0.315 0.51 0.304 0.267 0.378 0.412 0.401 0.436 0.495 0.555 0.542

Table 2: Zero-shot model performance in HotpotQA(H), Musique(M) and 2WikiMHQA(W) datasets of CAGB
benchmark (Pan et al., 2024). See section 5.1 for more details on baselines.

et al., 2025): Two rounds of iteration, average per-439

sentence attention is computed for the first gener-440

ated token in the first round and then important441

sentences are selected to be emphasized with spe-442

cial token in the input for the second round.443

5.2 Main Results444

The results are shown in Table 2. The results show445

that: (1) Our method outperforms previous base-446

lines on most datasets and most models whether447

it is the concat input or the rerank input. (2) The448

improvement under concat input is larger than that449

under rerank input, partly because there is more450

room for improvement under concat, and the results451

obtained by our method based on concat input can452

be superior to the vanilla rerank baseline based on453

the external retrieval ranking, which shows that our454

method can obtain an effective order of documents455

from disordered input. Further improvement under456

rerank input indicates that our method can improve457

the ability of the model to utilize documents. (3)458

From the dataset point of view, the improvement459

of our method is more evident on datasets with a460

larger number of documents (such as Musique). In461

terms of models, the improvement is more evident462

on Qwen models compared to Vicuna-7b model,463

which is related to the basic capability of the LLM.464

After all, the information obtained based on the in-465

ternal state is more reliable if the model capability466

is strong. However, our method achieves a steady467

performance gain on various models and datasets.468

6 Analysis469

Our method consists of two parts: obtaining doc-470

ument order and positional bias based on internal471

state, and the effect of combining them has been472

demonstrated in main experiments, so we focus on 473

their roles separately in this section. 474

6.1 The Influence of Positions 475

We propose U-shaped Placement to arrange docu- 476

ment positions in compliance with positional bias, 477

and it can be combined with any document rele- 478

vance ordering obtained by arbitrary method.In this 479

section we combine it with external sorting results 480

(i.e., rerank) to better represent its role. 481

For a better comparison, we consider four inputs: 482

rerank, U-shaped Placement, and the reverse ver- 483

sions of these two methods. In the original versions, 484

the goal is to place good documents in default good 485

positions, while in the reverse versions, default 486

good positions are prioritized by bad documents. 487

All four inputs use the same prompt template, with 488

only the order of the documents differing, and this 489

comparison shows the importance of placement on 490

the results. We’ve included an example in the ap- 491

pendix E for better explanation. And the results of 492

four inputs are presented in Table 3. 493

The results show that: (1) Our proposed U- 494

shaped Placement in accordance with positional 495

bias is a better placement method that improves 496

the model’s ability to utilize documents. Compar- 497

ing the results with those in Table 2, it is found 498

that the results on the vicuna-7b and llama-3.1-8b 499

models can approach or even exceed those in Table 500

2, while there is still a distance for qwen series, 501

which is consistent with the previously mentioned 502

model’s capabilities, and document relevance rank- 503

ing obtained by the qwen series is more reliable. (2) 504

Among the reversed versions, the reversed version 505

of U-shaped Placement resulted in more decreases, 506

indicating importance of embracing positional bias. 507
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Placement Setting Vicuna-7b Llama-3.1-8b Qwen2.5-7b Qwen2.5-7b-ins

H M W H M W H M W H M W

rerank
Original 0.4 0.312 0.482 0.302 0.238 0.358 0.408 0.342 0.41 0.472 0.5 0.526
Reverse 0.378 0.24 0.464 0.28 0.2 0.348 0.37 0.323 0.39 0.456 0.477 0.5

U-shaped (Our)
Original 0.397 0.314 0.524 0.31 0.252 0.376 0.416 0.369 0.414 0.486 0.509 0.522
Reverse 0.367 0.216 0.446 0.268 0.186 0.338 0.368 0.3 0.39 0.454 0.435 0.476

Table 3: Results of different placements with relevance ranking based on external retrieval. Rerank means placing
the relevant ones close to question, while U-shaped is our method in accordance with positional bias. Different
settings indicate whether a good position is preferentially occupied by a good (original) or bad (reverse) document.

Ranking Aggregation H M W

Retrieval - 0.4 0.312 0.482

Attention Weight

First Token 0.404 0.291 0.48
Query 0.398 0.301 0.49
Answer 0.406 0.305 0.494
Answer(qwen) 0.412 0.329 0.512

Table 4: Results of the different document relevance
sorting methods of vicuna-7b model under rerank input.

6.2 Attention Aggregation508

In previous analyses, we aggregated the attention509

weight of context tokens over answer tokens as doc-510

ument scores as a basis for documents estimation.511

In this section we explore the impact of different512

aggregation methods, mainly considering aggre-513

gation based on the first generated token or query514

tokens involved in the previous works.515

To exclude positional effect, we use the default516

rerank placement, placing the relevant ones close to517

the question. The results of vicuna-7b under rerank518

input are displayed in Table 4 as a representative.519

The results show that: (1) Answer tokens based520

aggregation is better than query tokens, first token521

based, because it reflects the direct influence on522

the answer, although obtaining the attention weight523

of the context on the full answer tokens requires524

more computational cost. (2) As mentioned be-525

fore, the document relevance ranking based on the526

Qwen models is more reliable, and can improve the527

performance of vicuna by offering the document528

relevant ranking to vicuna. This suggests a new529

way of combining two models into the generation.530

6.3 Something We Tried531

The complete pipeline of our proposed algorithm is532

embodied in Algorithm 2, while in this section we533

briefly describe some additional attempts at details.534

The first is the estimation of document relevance.535

In previous experiments, we directly use the doc-536

ument scores as the basis. The calibration pro-537

posed in Chen et al. (2024) is inspiring, so we538

also try to remove the positional effect from the 539

attention scores. Specifically, we similarly subtract 540

the scores indicating position from the document 541

scores. However, this does not result in a signifi- 542

cant improvement, probably because we are using 543

the scores from the answer aggregation, while the 544

position is a representation of the beginning and 545

end, which does not strictly correspond to each 546

other. The results are presented in appendix F.1. 547

We place the documents according to the U- 548

shape in our proposed method, however, the po- 549

sitional bias does not exactly fit the U-shape and 550

there may be zigzag in the middle, as shown in 551

previous analysis. Aggregating the token-level po- 552

sition scores by document and then placing the doc- 553

ument directly according to the result of document- 554

level has no zigzag problem, but it has length prob- 555

lem as said in section 4. Is the length issue more 556

important or the zigzag issue? The results in ap- 557

pendix F.2 show that placement according to the 558

U-shape is more in line with the positional bias, 559

and the length mismatch has a greater impact on 560

performance compared to the zigzag problem. 561

7 Conclusion 562

In this paper, we investigate the positional bias 563

based on model’s attention weight, both horizon- 564

tally and vertically. We find that the model’s esti- 565

mation of document importance is also internally 566

affected by positional bias in a U-shape, with the 567

magnitude of the U-shape varying with the order 568

of input documents. In addition, the lower layers 569

reflect the position information more significantly. 570

And we propose U-shaped Placement to sepa- 571

rate and utilize positional bias. Combining it with 572

the importance estimation of documents within 573

the model, placing good documents in good po- 574

sitions, can improve the model’s ability to utilize 575

documents within two iterations. Our approach 576

requires no training, and can work on any open- 577

source model and dataset. 578
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Limitations579

There are several limitations of our current work580

that we plan to address in the future:581

(1) Our work is based on attention weight to582

determine the importance judgment of documents583

and positional bias within the model, so access584

to the model internals is needed. Consequently,585

its applicability may be limited to white-box mod-586

els. Closed-source models, such as ChatGPT and587

GPT4, may not be compatible with our method due588

to the lack of access to internal attention weight.589

(2) Our work is essentially a two-round iteration590

of LLM that utilizes the internal information from591

the first round to modify the inputs of the second592

round, which increases the inference cost compared593

to the normal generation process. How to utilize594

the internal state during one round of generation595

and modify the generated results directly is our596

future research direction. In addition, from another597

direction, it is also possible to increase the number598

of iterations to make the results more stable and599

reliable, however, due to resource constraints, we600

did not do experiments with multiple rounds of601

iterations in this paper, and we will carry out related602

research when we have the conditions to do so.603

(3) Our method itself also has some points that604

can be studied in depth, such as the way of aggrega-605

tion of attention weight, and there may exist better606

ways of aggregation, like sentence level, and so on.607

Moreover, we use the meaningless tokens at the608

beginning and end of the answer as the source of609

position information in this paper, in which there610

may be better ways of choosing meaningless to-611

kens, such as aggregating meaningless tokens in612

the whole answer, constructing meaningless an-613

swers, meaningless query, and so on. In this paper,614

we only propose one feasible way, and there may615

be more feasible ways to be explored.616
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A Details about Preliminary Experiments842

A.1 Datasets843

We applied the datasets processed by Pan et al.844

(2024) in our paper. Due to resource limitations,845

we mainly focus on several open-domain variants846

of the datasets.847

HotpotQA (Yang et al., 2018) and848

2WikiMHQA (Ho et al., 2020) both require849

reasoning across multiple documents, and feature850

a high proportion of distracting documents.851

Importantly, the data from HotpotQA is extracted852

from the dev subset, whereas our training dataset853

is derived from the train subset. Musique (Trivedi 854

et al., 2022) questions are of higher complexity, 855

with up to 90% of distracting passages. 856

A.2 Implementation Details 857

we will list the details of hyperparameters we used 858

in the experiments. The seed is set to 42. The gen- 859

eration configuration includes, temperate is set to 860

0.01 and the number of max_new_tokens is 300. 861

The same prompt template is used for all datasets 862

and all models in the experiments to exclude tem- 863

plate interference, which is presented as follows: 864

You’re a helpful AI assistant. The assistant
answers questions based on given passages.

Docs:{{d0.title}}:{{d0.text}}
{{d1.title}}:{{d1.text}}
{{d2.title}}:{{d2.text}}

(more passages) ...

Question: {{question}}

Answer:

865

B Mirage Results 866

The complete Mirage Results are presented in this 867

section. The results of llama3-8b, qwen-7b, and 868

qwen-7b-instruct are presented in Fig 6, 7, and 8, 869

respectively. 870

The different rows represent the results on dif- 871

ferent datasets: HotpotQA, Musique, 2wikiMulti- 872

HopQA. The different columns represent the differ- 873

ent ways of composing the prompt: concat, rerank, 874

corresponding to Table 1. In each figure, the hori- 875

zontal axis coordinates 0 to N-1 indicate different 876

positions of the document in the prompt, with 0 877

placed at the beginning, furthest from the question, 878

and N-1 placed at the end, closest to the problem. 879

The vertical axis is the counting result, indicating 880

how many answer tokens have dependency on the 881

document at this position. 882

C Attention Weight Results 883

The complete Attention Weight Results are pre- 884

sented here. 885
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Figure 6: The MIRAGE results of llama3-8b model.
See the section 3.2 for more details and analysis.

Figure 7: The MIRAGE results of qwen-7b model. See
the section 3.2 for more details and analysis.

Figure 8: The MIRAGE results of qwen-7b-Instruct
model. See the section 3.2 for more details and analysis.

C.1 Horizontal Results 886

We present the complete results of the difference 887

between the score of different documents in differ- 888

ent order of documents on this section. The results 889

on HotpotQA dataset is presented in figure 9, and 890

the results on Musique dataset is presented in figure 891

10. 892

C.2 Vertical Results 893

We present the complete results of different se- 894

lected layers in this section. See figure 11,12, 895

13,14,15 for more information. 896

C.3 Positional Scores 897

We present the complete results of postional scores 898

on all datasets in this section. See figure 16,17 for 899

more information. 900

D RankGPT 901

The prompt template used during the first round 902

of RankGPT generation is as follows, based on 903

which the prompts are constructed to allow LLM 904

to perform listwise document sorting. 905
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Figure 9: The document scores S of all models on
HotpotQA datasets. The solid line - corresponds to the
rerank input, the dashed -. line corresponds to the concat
input, and the results of the same model are shown in
the same color.

Figure 10: The document scores S of all models on
Musique datasets. The solid line - corresponds to the
rerank input, the dashed -. line corresponds to the concat
input, and the results of the same model are shown in
the same color.

Figure 11: The document scores S of all models with
different selected layers on 2wikiMultiHopQA datasets
under rerank input. The solid - and dotted – lines are
used to distinguish the first and the last half of layers.

Figure 12: The document scores S of all models with
different selected layers on Hotpot datasets under con-
cat input. The solid - and dotted – lines are used to
distinguish the first and the last half of layers.

Figure 13: The document scores S of all models with
different selected layers on Hotpot datasets under rerank
input. The solid - and dotted – lines are used to distin-
guish the first and the last half of layers.
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Figure 14: The document scores S of all models with
different selected layers on Musique datasets under con-
cat input. The solid - and dotted – lines are used to
distinguish the first and the last half of layers.

Figure 15: The document scores S of all models with
different selected layers on Musique datasets under
rerank input. The solid - and dotted – lines are used
to distinguish the first and the last half of layers.

Figure 16: The positional scores S of all models on
HotpotQA datasets, which are calculated by aggregat-
ing the document scores of the previous token and the
terminating token of the answer tokens.

Figure 17: The positional scores S of all models on
Musique datasets, which are calculated by aggregating
the document scores of the previous token and the ter-
minating token of the answer tokens.

This is RankGPT, an intelligent assistant
that can rank passages based on their
relevancy to the query.

The following are {{num}} passages, each
indicated by number identifier []. I can rank
them based on their relevance to query:
{{query}}

[1] {{passage_1}}

[2] {{passage_2}}

(more passages) ...

The search query is: {{query}}

I will rank the {{num}} passages above
based on their relevance to the search
query. The passages will be listed in
descending order using identifiers, and the
most relevant passages should be listed first,
and the output format should be [] > [] >
etc, e.g., [1] > [2] > etc.

The ranking results of the {{num}} passages
(only identifiers) is:

906

E Examples of Different Ordering 907

The goal of original rerank and U-shaped Place- 908

ment is to place good documents in good positions, 909

but the default good positions are different. As an 910

example, if the dataset has 10 documents, the or- 911
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Ranking Aggregation H M W

Retrieval - 0.4 0.312 0.482

Attention Weight
answer 0.406 0.305 0.494
calibration 0.398 0.279 0.496

Table 5: Results of the different document relevance
sorting methods of vicuna-7b model under rerank input.
Calibration means subtracting positional influence from
attention scores.

der of documents under the rerank input is [0,1,....912

,9], the question is placed at the end, document913

9 has the best relevance, and document 0 has the914

worst relevance. After placing the documents ac-915

cording to the positional bias under the U-shaped916

Placement, the order of documents may become917

[6,5,4,2,0,1,3,7,8,9], and the question is placed at918

the end as well. While the reverse version of rerank919

has the input document order as [9,8,... ,0], and920

the reverse version of U-shaped Placement has the921

document order [3,4,5,7,9,8,6,2,1,0], with bad doc-922

uments prioritized to occupy the default good place-923

ments in each reverse order.924

F Something We Tried925

Due to space limitations, the results of this part of926

the experiment could not be placed in the main text927

and are presented below.928

F.1 Calibration929

As in section 6.2, the vicuna model was also used930

in the experiments under the rerank input and the931

results are presented in Table 5.932

F.2 Zigzag933

The results are presented in Table 6.934
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Placement Vicuna-7b Llama-3.1-8b Qwen2.5-7b Qwen2.5-7b-ins

H M W H M W H M W H M W

rerank 0.4 0.312 0.482 0.302 0.238 0.358 0.408 0.342 0.41 0.472 0.5 0.526
U-shaped (Our) 0.397 0.314 0.524 0.31 0.252 0.376 0.416 0.369 0.414 0.486 0.509 0.522
Direct-U 0.39 0.291 0.49 0.31 0.232 0.356 0.406 0.361 0.406 0.472 0.495 0.516

Table 6: Results of different placements after sorting them for relevance based on external search scores. Rerank
means directly placing the relevant ones close to the questions, while U-shaped is our proposed method in accordance
with positional bias. Direct-U means aggregating token-level position scores by document and then placing the
document directly according to the result of document-level.
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