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Figure 1: Visualization of the task: KG4D receives single images and their corresponding keypoint
references (left), and then generates consistent and realistic dynamic 3D models (right).

ABSTRACT

We propose KG4D, a novel method for generating time-aware 4D representations
from a single static image or video. Previous methods largely rely on weak su-
pervision signals, failing to introduce fine-grained supervision necessary for cap-
turing detailed spatio-temporal dynamics. In contrast, our approach employs Har-
monic Spatio-temporal Encoding (HSE) to achieve efficient spatio-temporal sep-
aration during training, allowing the model to represent dynamic scene changes
more accurately. Furthermore, Keypoint Feature Calibration (KFC) ensures pre-
cise pose consistency, and Wasserstein Gradient Flow (WGF) enhances motion
coherence, effectively reducing artifacts. Comprehensive evaluation and ablations
demonstrate that our proposed KG4D outperforms existing state-of-the-art meth-
ods on various benchmarks in dynamic 4D generation and novel viewpoint syn-
thesis, validating its effectiveness and superior generation capability.

1 INTRODUCTION

Recent advancements in neural rendering and dynamic modeling (Tewari et al., 2022) with Gaus-
sian splatting (Doe & Smith, 2023) have emerged as a promising approach for generating dynamic
scenes by synthesizing 3D content from 2D inputs (Cao et al., 2019), such as images and video
sequences. This method leverages probabilistic splatting to create a continuous and temporally co-
herent representation of dynamic environments (Cao et al., 2019). However, it still faces challenges:
(1) Difficulty in maintaining temporal consistency across frames (Chen & Lin, 2023), especially
with complex motions and viewpoint changes; (2) Low-dimensional supervision signals struggling
to guide the fitting of high-dimensional data distributions and the lack of physically grounded con-
ditioning, leading to unstable and inconsistent outputs. These issues cause instability in captur-
ing fine-grained spatio-temporal local patterns, such as keypoint misalignments and incorrect local
topologies in dynamic scenes (Cheng et al., 2020).

To address these challenges, various baseline methods have been proposed. DreamGaussian4D
(Zhao & Wang, 2023) introduced 4D Gaussian splatting (Huang et al., 2023a) to improve temporal
consistency but struggles with complex motions and viewpoint changes, leading to artifacts and in-
stability due to the inefficiencies in representing dynamic scenes. Other methods, like Consistent4D
(Li et al., 2022), Animate124 (Kim et al., 2021), and GaussianFlow (Huang et al., 2023b), focus
on pixel-level consistency and geometric constraints but fail to capture the full spatio-temporal dy-
namics, resulting in artifacts. Similarly, 4Diffusion (Chen & Lin, 2023) enhances spatio-temporal
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coherence by multi-view video diffusion (Chen & Lin, 2023) but suffers from frame flickering.
Despite progress, these methods remain limited by sparse supervision and the absence of robust
physical conditioning.

In this work, we propose KG4D (Keypoint-Guided 4D Gaussian Splatting) to resolve the limitations
of current methods effectively. (i) To ensure temporal consistency and reduce artifacts caused by
complex motions and varying viewpoints, we introduce Harmonic Spatio-temporal Encoding (HSE),
which decouples spatial and temporal dimensions, allowing the model to capture fine-grained sub-
structures along different dimensions and achieve smoother transitions across frames. (ii) Building
on this, to tackle the problem of insufficient supervision and the inability to capture fine-grained spa-
tial patterns, we propose Keypoint Feature Calibration (KFC). By utilizing keypoint guidance, KFC
ensures precise alignment of local topology, achieving pose reconstruction and correcting keypoint
misalignments. (3) To further refine the motion dynamics, we leverage Wasserstein Gradient Flow
(WGF) for stable, consistent probability flow along temporal subspace, significantly reducing visual
artifacts and enhancing the overall quality of motion generation, even in highly dynamic scenes.

We conduct comprehensive evaluations of KG4D across multiple benchmarks, demonstrating an
overall 40% improvement among different metrics, particularly in temporal coherence (Mildenhall
et al., 2020) and visual quality. However, these improvements come with a 50% reduction in training
speed due to the increased computational complexity. Despite this trade-off, KG4D establishes a
new benchmark for dynamic 4D scene generation (Chen & Lin, 2023).

Our contributions are as follows:

• We propose a novel Harmonic Spatio-temporal Encoding (HSE) for 4D representation that
more effectively captures dynamic scene changes by decoupling spatial and temporal in-
formation.

• We introduce Keypoint Feature Calibration (KFC), which provides additional supervision
of local patterns in spatial dimensions to ensure accurate keypoint alignment in 3D Gaus-
sian Splatting.

• We implement Wasserstein Gradient Flow (WGF) in the temporal dimension to enhance
motion consistency and stability, effectively reducing artifacts and improving visual coher-
ence.

• We establish a new benchmark for 4D Gaussian splatting-based methods through com-
prehensive evaluations, demonstrating KG4D’s state-of-the-art performance in generating
realistic, temporally consistent dynamic scenes.

2 RELATED WORK

2.1 4D GENERATIVE MODELS

4D Gaussian Splatting extends the traditional 3D Gaussian Splatting method by incorporating dy-
namic changes along the temporal dimension, thereby enabling the modeling of dynamic scenes.
Each Gaussian entity possesses attributes such as spatial position, shape, and color, and undergoes
corresponding transformations over time. This approach allows for the dynamic capture of motion
and changes within the scene while maintaining spatial detail, making it suitable for applications in
video content generation and animation production.

2.2 CATEGORY-AGNOSTIC POSE ESTIMATION

Keypoint detection plays a central role in pose estimation, motion capture, and dynamic scene gen-
eration. It enables the sharing of pose representations across different object categories without the
need for independent training for each category. By introducing category-agnostic keypoint repre-
sentations and a unified feature extraction mechanism, accurate keypoint detection not only captures
the pose information of individual entities but also provides essential motion guidance for subse-
quent three-dimensional dynamic modeling. This method significantly enhances the generalization
capability of cross-category pose estimation, offering robust support for pose detection of various
objects within dynamic scenes.

2
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2.3 GRADIENT FLOWS IN WASSERSTEIN METRIC

The Wasserstein gradient flow (Santambrogio, 2017; Mokrov et al., 2021) refers to the evolution
of probability distributions driven by the steepest descent of an energy function with respect to the
Wasserstein distance. This flow describes how a probability measure evolves over time by follow-
ing the gradient of a function in the metric space of probability distributions endowed with the
Wasserstein-2 distance. This concept was formalized by (Jordan et al., 1998) (JKO) in 1998 , where
they showed that the Fokker-Planck equation can be expressed as a gradient flow in Wasserstein
space.

Recent advancements in Gradient flows have since gained significant traction in machine learn-
ing and variational inference, applied to problems like density estimation, sampling, and genera-
tive modeling, where optimization occurs over distribution spaces (Ansari et al., 2020; Fan et al.,
2021). A key commonality between these applications and 4D reconstruction lies in optimizing
high-dimensional distributions, where the flow efficiently adjusts distributions in both temporal and
spatial dimensions. The connection to optimal transport is central to the Wasserstein gradient flow’s
desirable properties (Nguyen et al., 2023; Arbel et al., 2019), as the Wasserstein distance originates
from minimizing the cost of transporting mass between distributions. This makes the Wasserstein
gradient flow particularly suitable for tasks involving dynamic distributions. In our work, we de-
coupled the 4D Gaussian Splatting process into temporal and spatial dimensions and demonstrated
that both satisfy the Fokker-Planck equation, allowing us to leverage the desirable properties (i.e.
stability, exponential convergence) of Wasserstein gradient flow for efficient gradient-based learning
in high-dimensional settings.

3 PRELIMINARY

3.1 4D GAUSSIAN SPLATTING

In 3D Gaussian Splatting (3D GS) (Doe & Smith, 2023), a scene is represented by a set of 3D
Gaussians S = {Gi}Ni=1, each parameterized by its mean µi ∈ R3 and covariance matrix Σi ∈
R3×3. The rendered image I(o) from viewpoint o is given by:

I(o) = f(Gi, o) =

N∑
i=1

Tiβici, (1)

where G(x;µ,Σ) = e−
1
2 (x−µ)TΣ−1(x−µ), Σ = RSSTRT ,

βi = αiGi, Ti =

i−1∏
j=1

(1− βj),

and ci ∈ RH , αi ∈ [0, 1] is the color and opacity of Gaussian Gi. To extend this to dynamic scenes,
4D Gaussian Splatting (4D GS) (Huang et al., 2023a) introduces time t as an additional dimension.
Each Gaussian Gi,t evolves over time via a deformation function D, such that G′

i,t = D(Gi, t). The
rendered image at time t becomes:

It(o) = f(G′
i,t, o) =

N∑
i=1

Ti,tβi,tci,t, (2)

where αi,t and Ti,t are computed similarly to the 3D case but are now time-dependent. This formu-
lation enables dynamic scene generation by accounting for both spatial and temporal variations.

3.2 PROBABILITY FLOWS

In probability flows (PFs), the evolution of a probability density p(x, τ) over time is governed by
the continuity equation:

∂p(x, τ)

∂τ
= −∇x · (p(x, τ)v(x, τ)), (3)

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2025

Figure 2: Overview of KG4D. We divide 4D probability flow (PF) learning into two stages: spatial
and temporal. In the (a) spatial step, we learn 3D PF by fixing t = 0 with LKFC and visual loss
LSSDS and LSRef derived from DreamGaussian4D. (b) In the temporal step, we predict keypoint
(Zhang et al., 2023b) movements across frames using a deformation network, with Wasserstein
offsetH of 2D Gaussians as prediction and optical flow as ground truth (Arbel et al., 2019). In both
stages, reference keypoints enforce the model to learn local patterns in 4D Gaussian Splatting.

where v(x, τ) = −∇xU(x, τ) is the velocity field derived from a potential U(x, τ). Alternatively,
the state evolution can be represented by an ODE:

dx(τ)

dτ
= v(x, τ), (4)

which traces the trajectory in state space while preserving the probability distribution, allowing for
flexible modeling of high-dimensional dynamics. This formalism is particularly suited for model-
ing the 4D reconstruction process, as it accommodates both spatial and temporal dynamics while
allowing the incorporation of supervisory signals to guide the flow in high-dimensional spaces.

4 METHODOLOGY

4.1 OVERVIEW

Overall framework. Learning 4D representations without explicit ground truth is inherently chal-
lenging due to the complexity of the high-dimensional data. To tackle this, we introduce KG4D, a
two-stage spatio-temporal modeling framework derived from DreamGaussian4D. In the first stage,
we optimize a static 3D Gaussian model by leveraging multi-view 2D diffusion priors (Zhang et al.,
2023a) to refine pixel-wise geometry and texture, while keypoint (Contributors, 2020) reconstruction
and local structural refinement are guided by KFC in 3D space.

In the second stage, a temporal deformation network, denoted asD, is employed to capture dynamic
changes via Harmonic Spatio-temporal Encoding (HSE). This network initializes with the 3D Gaus-
sians and keypoint priors derived from the first stage, facilitating further keypoint reconstruction
across the temporal domain. Specifically, the 3D Gaussians are embedded using HSE, and D is
responsible for decoding spatial shifts ∆Xt, rotations ∆rt, and scaling ∆st at a given time t. The
HSE embedding is formulated as follows:

HSE(G(x;µ,Σ, t)) = [sin(ωk · [µ, t]), cos(ωk · [µ, t])]Kk=1

where ωk represents the frequencies for encoding the spatial and temporal components. The defor-
mation network D then predict the transformations from these encodings:

[∆Xt,∆rt,∆st] = D(HSE(G(x;µ,Σ, t)))

This decoupling of spatial and temporal components allows KG4D to perform robust, flexible, and
efficient 4D generation.

Problem formulation. As shown in Figure. 2, given a support image Isup and its ground truth
keypoints P sup, the goal is to generate a time-aware 3D Gaussian Splatting (GS) sequence that
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represents the dynamic scene based on Isup, extending the 2D representation into 4D space to
capture both spatial and temporal dynamics. Formally, we treat the 4D Gaussians as Gaussian
mixture distributions (GMMs) (Gao et al., 2023) in spatio-temporal space:

G(x;µ,Σ) =

N∑
i=1

ωiGi(x;µi,Σi) (5)

Here, µ ∈ R4,Σ ∈ R4,4. Therefore, we can model image-to-4D synthesis as a combination of
spatial PF and temporal PF, which is proven by Theorem. 1 and 2. This modeling can be satisfied
only when the image-to-video mapping is fixed, as such setting provides full-dimensional implicit
ground truth for both spatial and temporal domains. Specifically, given initial GMM G0(x;µ0,Σ0)
and target GMM GT (x;µT ,ΣT ), there exist Gτ (x;µτ ,Στ ), τ ∈ [0, T ] that satisfy equation 3:

∂Gτ (x)

∂τ
= −∇x · (Gτ (x)vτ (x)), (6)

where vτ (x) denotes the vector field of the PF represented by Gτ (x). Notably, the 4D ground truth
is implicitly encoded within the 2D image plane, and the initial distributionG0(x;µ0,Σ0) of the PF
follows a standard normal distribution. Following this, the goal is to learn a specific function Ωθ(x),
parameterized by a neural network, for a feasible vτ(x) of a particular PF, such that it transforms
G0(x) to GT (x) in a stable and efficient manner.

4.2 KEYPOINT FEATURE CALIBRATION

To reconstruct 3D keypoint (Liu et al., 2023) from one-shot demonstration, we simply incorporate
trainable parameters into 3D Gaussians and align them with ground truth reference. Specifically,
we employ widely adopted multi-view diffusion models ϕθ (e.g., Zero1-to-3) to generate an image
sequence VSRef = {ISRef

i }Mi=1 ∈ RM,C,H,W conditioned on viewpoints O = {oi}Mi=1 and using
Isup as the support image.

VSRef = ϕSRef
θ (z; Isup, O)

In order to leverage keypoint guidance, we introduce new trainable parameters P for 3D Gaussian
Splatting, enabling keypoint supervision:

GS(X , C, α, r, s,P)

Here, X ∈ RN,3 denotes the position, C ∈ RN,H represents the color, α ∈ RN is the opacity,
r ∈ RN,3,3 is the rotation factor, s ∈ RN is the scale factor, and P ∈ RN,J represents the key-
point parameters, where J is the number of keypoints in a single image. Following equation 1, the
predicted keypoints KSPred are rendered through 3D GS as follows:

M(x, y) =
n∑

i=1

Ti(x, y)βi(x, y)Pi(x, y) (7)

KSPred = concat[softmax(M(·, y)), softmax(M(x, ·))] (8)

Here,M(x, y) is the keypoint estimation logit projected from 3D GS to the 2D image space (x, y).
Thus M ∈ RM,C,H,W represents the keypoint heatmap, and KSPred ∈ RM,J,2 denotes the ren-
dered keypoints. Next, thanks to the cutting-edge 2D pose keypoint prediction models (?) ψθ (e.g.,
PoseAnything), we obtain the 2D keypoints KRef = {PRef

i }Mi=1 ∈ RM,J,2 for each frame IRef
i

derived from Isup, P sup, and VSRef .

KSRef = ψSRef
θ (VSRef ; Isup, P sup)

To enforce the model to learn the optimal spatial PF for keypoints during 3D GS, we take Euclidean
distance as potential U(x, τ) in equation 4. The Keypoint Feature Calibration (KFC) Loss is then
formalized as follows:

LKFC = U(x, τ) = ∥KSPred −KSRef∥22 (9)
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Figure 3: Training objectives of KG4D. To achieve keypoint supervision, we design two loss
functions to ensure alignment of Pose and Motion with the reference. (a) We introduce Keypoint
Feature Calibration (KFC), where the keypoint matching error on the 2D image plane supervises
the 3D Gaussian Splatting process. (b) We implement a Wasserstein Gradient Flow-based method,
which computes the Wasserstein offset H for 2D GMMs Opt

,Op′
t

and compares it to the ground
truth optical flowF(pt, oTRef ) of keypointsKTRef . This gradient flow facilitates smoother learning
of the deformation network for 4D Gaussian Splatting (Bahmani et al., 2024).

4.3 MOTION CAPTURING VIA WASSERSTEIN GRADIENT FLOW

In the temporal motion capturing phase, we aim to align the Gaussian offsets corresponding to
keypoints with the ground truth optical flow of those keypoints for accurate motion reconstruction.
Specifically, we first reconstruct the missing temporal dimension in the implicit 4D ground truth
derived from the single images. Then we utilize advanced video generation models (e.g., SVD) to
generate a single-view video sequence, denoted as VTRef = {ITRef

t }Tt=1 ∈ RT,C,H,W , based on
the support image Isup. This process is formalized as:

VTRef = ϕTRef
θ (z; Isup),

where ϕTRef
θ represents the video generation function parameterized by θ. To further implement 2D

motion guidance from VTRef , we calculate optical flow of each keypoint as ground truth of motion
variance. Specifically, we first compute keypoints KTRef

t ∈ RT,J,2 similarly to equation 7 and 8.
Then, we obtain optical flow Ft,t′(pt, o

TRef ) ∈ RJ,2 of each pixel pt corresponding to KTRef
t

between consecutive t and t′, where t′ > t. While for the predicted motion variance of 3D GS,
we propose Wasserstein offsets, which measure keypoint offsets in Wasserstein metric, leveraging
optimal transport to enhance the optimization of the temporal PF. Specifically, we first project 3D
Gaussians (Chen & Wang, 2024) onto the 2D image plane following equation 1:

Ĝ(x; µ̂, Σ̂) = f(G(x;µ,Σ), oTRef )

where µ̂ = Qµ, Σ̂ = QΣQT , Q ∈ R2,3 denotes projection matrix, and oTRef represents the original
camera pose derived from Isup. After projecting the 3D Gaussian onto the 2D space, for each pixel
pt corresponding to KPred

t,i at time t, where i ∈ {1, . . . , J}, we compute the set of 2D Gaussians
{Ĝ(x)}Kk=1 that contribute to the rendering process of pt, and further reparameterize them into 2D
GMMs:

Opt(x) =

K∑
k=1

α̃kĜk(x; µ̂k, Σ̂k), α̃k =
exp(αk)∑K
k=1 exp(αk)

To model the temporal dimension with a better motion consistency, our solution is to constrain PFs
of 4D Gaussians to follow the motion trajectories given by 2D optical flows. To achieve this, we
propose Wasserstein offsets to represent offsets between two adjacent 2D GMMs Opt

and Opt′ .
Specifically, we calculate Wasserstein offset in Wasserstein metric, thus firstly obtain Wasserstein
distance between Gaussian components as:

Dk,k′ =W2
2 (Ĝk,t, Ĝk′,t′) = ∥µ̂k,t − µ̂k′,t′∥22 + Tr

(
Σ̂k,t + Σ̂k′,t′ − 2

(
Σ̂

1/2
k,t Σ̂k′,t′Σ̂

1/2
k,t

)1/2)
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Next, we define the optimal transport plan γk,k′ to measure the mass transport from Gaussian compo-
nent Ĝk,1 to Ĝk′,2. To solve for γk,k′ , we apply the Sinkhorn algorithm with entropy regularization.
By iteratively updating the transport plan γk,k′ via the Sinkhorn algorithm1, we efficiently compute
the solution. Once the optimal transport plan is determined, the total Wasserstein distance is given
by:

W2(Opt
,Opt′ ) =

K∑
k=1

K∑
k′=1

γk,k′Dk,k′

For simplification, we assume that each Gaussian has a scalar covariance matrix, i.e., S = σI and
Σ = σ2I . In this case, we define the Wasserstein offset between the 2D GMMs as:

H(Opt ,Opt′ ) =

K∑
k=1

K∑
k′=1

γk,k′(µ̂k′,t′ − µ̂k,t) (10)

Finally, we can optimize Wasserstein Gradient Flow as temporal PF through gradient learning of 3D
GS:

LWGF = U(x, τ) = ∥Ft,t′(pt, o
TRef )−H(Opt ,Opt′ )∥

2
2 (11)

5 EXPERIMENT

5.1 EXPERIMENT OVERVIEW

We comprehensively evaluated the performance of the proposed KG4D model in dynamic 4D scene
generation using two approaches: from static images (randomly selecting 8 images from the DG4D
and Animate124 datasets) and from videos (utilizing the Consistent4D dataset and challenging
videos collected online). We used 14 key points as 3D Gaussian distribution parameters (set to
100, with the 4D model inheriting the 3D parameter settings) and incorporated Keypoint Feature
Calibration Loss (KFC Loss) and Wasserstein Gradient Flow Loss (WGF Loss). All experiments
were conducted on a 24GB 4090 GPU.

5.2 EXPERIMENTAL SETUP AND EVALUATION METRICS

This study employs a phased camera pose training and Gaussian distribution strategy. In the first
phase, the focus is on pose optimization (using Keypoint Feature Calibration loss (KFC = 100) as
the key weight) with 500 iterations; in the second phase, feature fine-tuning is conducted (50 itera-
tions) without training geometry. The camera radius is set to 2, and the field of view is 49.1 degrees.
Gaussian distribution sampling involves 5,000 points with an initial density of 10%, which is grad-
ually increased over 3,000 iterations, dynamically optimizing position and opacity. The learning
rate for the deformation field is maintained constant at 0.00064 and is slowly initiated using a delay
multiplier. The learning rate for the grid is set to 0.0064, and Harmonic Spatio-temporal Encoding
(ωk = 1) is used for encoding.

In this experiment, we utilize the DG4D and Animate124 datasets for the task of generating 4D
scenes from static images, randomly selecting five static images for testing. Additionally, our
method also supports the generation of 4D scenes from videos. For video inputs, we perform quan-
titative evaluations using the Consistent4D dataset. To comprehensively assess the quality of the
generated results, we employ a variety of evaluation metrics, including LPIPS, FVD, PSNR, SSIM,
FID, and FV4D. Specifically, LPIPS measures the perceptual differences between generated images
and real images, FVD evaluates the quality of generated videos, PSNR is used to measure the peak
signal-to-noise ratio of images, SSIM assesses the structural similarity of images, FID measures the
distribution differences between generated and real images, and FV4D is dedicated to evaluating the
quality of 4D scene generation. These metrics provide a comprehensive evaluation of the generated
results from multiple dimensions, including perceptual quality, structural similarity, signal-to-noise
ratio, and distribution consistency.

1Details are presented at Appendix. B
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Figure 4: Generated 4D content of the comparative experiment.

5.3 EXPERIMENTAL COMPARISON WITH STATE-OF-THE-ART IMAGE-TO-4D METHODS

In this section, we experimentally compare our model with several state-of-the-art Image-to-4D
methods, including representative works such as DG4D, Stag4D (Zeng et al., 2024), and Ani-
mate124. Through quantitative analysis across multiple metrics under the same experimental setup,
we comprehensively evaluate the performance of each method in the task of generating 4D scenes.
These methods represent various technical approaches in the field, covering multiple implementa-
tions for generating 4D scenes from static images.

Model FVD↓ LPIPS↑ PSNR↑ SSIM↑ FID↓ FV↓
STAG4D 657.94 0.0498 16.77 0.7046 0.0764 0.0764

DG4D 143.68 0.0798 26.77 0.9046 0.0064 0.0064
Ours 127.95 0.0908 29.64 0.9087 0.0057 0.0062

Table 1: Quantitative result of comparison across different models.

5.4 EXPERIMENTAL COMPARISON WITH VIDEO-TO-4D METHODS

In this section, we compare our model with several state-of-the-art Video-to-4D methods, includ-
ing representative approaches such as SC4D (Wu et al., 2024), DG4D, SV4D (Xie et al., 2024),
Consistent4D, and Stag4D. Under the same experimental setup, we quantitatively evaluate the gen-
erated results of these methods, using multiple evaluation metrics to comprehensively assess the
performance of each method in the task of generating 4D scenes from video input. These methods
represent different technical approaches for generating 4D scenes from video input, covering various
mainstream methodologies in the field.

5.5 ABLATION STUDY

To further investigate the contribution of each component of the KG4D model to the overall per-
formance, we designed the following ablation experiments: removing the Wasserstein Gradient
Flow Loss (WGF Loss), removing both the Keypoint Feature Calibration Loss (KFC Loss) and
WGF Loss, and evaluating the impact of different numbers of keypoints on model performance.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

Figure 5: Visualization result of abla-
tion study.

Model FVD↓ LPIPS↑ PSNR↑ SSIM↑ FID↓
W/O(WGF) 275.16 0.195 22.71 0.5946 0.0884

W/O(WGF&KFC) 463.49 0.218 52.77 0.3496 0.1359
Ours 226 0.128 29.14 0.8917 0.0059

Table 2: Quantitative evaluation of ablation study

Figure 6: Quantitative result of comparison across different models.

All ablation experiments were conducted under the same experimental setup to ensure fairness and
comparability of the results.

6 DISCUSSION

In this work, we introduce KG4D, a framework that significantly advances 4D scene generation by
effectively capturing spatio-temporal dynamics. Our Harmonic Spatio-temporal Encoding (HSE)
and Keypoint Feature Calibration (KFC) ensure precise alignment and motion consistency, achiev-
ing state-of-the-art results in dynamic scene rendering. Future research could explore enhancing
model efficiency for real-time applications, integrating advanced architectures, and expanding to
more complex scenes. Additionally, incorporating other modalities like audio could lead to more
immersive experiences. By refining KG4D, we aim to further bridge static inputs and dynamic
outputs in neural rendering.
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A THEOREM PROOFS

Lemma 1 Given two Gaussian mixture distributions P0 and P1 in R4, there exists a continuous
probability flow φτ , τ ∈ [0, 1], such that φ0 = P0 and φ1 = P1. This flow can be described by a
time-dependent probability density function p(x, τ), governed by equation 3.

Theorem 1 For a Gaussian mixture distribution in N -dimensional space, the total probability flow
φt(x1, . . . , xN ) can be decomposed as φt(x1, . . . , xN ) =

∑N
i=1 eiφ

(i)
t (xi), where each φ(i)

t (xi)
represents the flow in the i-th dimension and satisfies equation 3.

Proof 1 Consider a Gaussian mixture distribution in N -dimensional space with the probability
density function (PDF) given by:

ρ(x, t) =
∑
k

wkGk(x),

We assume the same as Section 4.3 that the dimensions are mutually independent, implying that
the covariance matrix of each Gaussian component is diagonal. Therefore, each Gk(x) can be
expressed as a product of its marginal densities:

Gk(x) =

N∏
i=1

G
(i)
k (xi),

where G(i)
k (xi) is the marginal Gaussian density of the i-th dimension for the k-th component.

The total probability density function becomes:

ρ(x, t) =

N∏
i=1

ρ(i)(xi, t),

where:
ρ(i)(xi, t) =

∑
k

wkG
(i)
k (xi)

is the marginal probability density in the i-th dimension.
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The probability flow in N -dimensional space is defined as:

φt(x) = ρ(x, t)v(x, t),

where v(x, t) = (v(1)(x1, t), v
(2)(x2, t), . . . , v

(N)(xN , t)) is the velocity field, and each v(i)(xi, t)
depends only on xi due to independence.

Because the dimensions are independent, the total probability flow vector can be expressed
component-wise:

φt(x) =
(
ρ(x, t) v(1)(x1, t), ρ(x, t) v

(2)(x2, t), . . . , ρ(x, t) v
(N)(xN , t)

)
.

We define the flow in the i-th dimension as:

φ
(i)
t (xi) = ρ(x, t) v(i)(xi, t).

However, since ρ(x, t) = ρ(i)(xi, t) ρ
(−i)(x−i, t), where ρ(−i)(x−i, t) =

∏
j ̸=i ρ

(j)(xj , t), we can
write:

φ
(i)
t (xi) = ρ(i)(xi, t) ρ

(−i)(x−i, t) v
(i)(xi, t).

Using the product rule for differentiation, the time derivative of ρ(x, t) is:

∂ρ(x, t)

∂t
=

N∑
i=1

∂ρ(i)(xi, t)
∂t

∏
j ̸=i

ρ(j)(xj , t)

 .

Since each φ(i)
t (xi) depends only on xi, the divergence of φt(x) is:

∇ · φt(x) =

N∑
i=1

∂φ
(i)
t (xi)

∂xi
.

Substituting φ(i)
t (xi) = ρ(x, t) v(i)(xi, t), we have:

∂φ
(i)
t (xi)

∂xi
=

(
∂

∂xi

[
ρ(i)(xi, t) v

(i)(xi, t)
])∏

j ̸=i

ρ(j)(xj , t).

Follows equation 3, the continuity equation becomes:

∂ρ(x, t)

∂t
+∇ · φt(x) =

N∑
i=1

∂ρ(i)(xi, t)
∂t

∏
j ̸=i

ρ(j)(xj , t)

+

N∑
i=1

(
∂φ

(i)
t (xi)

∂xi

)

=

N∑
i=1

[∂ρ(i)(xi, t)
∂t

+
∂

∂xi

(
ρ(i)(xi, t) v

(i)(xi, t)
)]∏

j ̸=i

ρ(j)(xj , t)


= 0.

Since
∏

j ̸=i ρ
(j)(xj , t) > 0, the expression inside the brackets must be zero for each i:

∂ρ(i)(xi, t)

∂t
+

∂

∂xi

(
ρ(i)(xi, t) v

(i)(xi, t)
)
= 0.

This is precisely the continuity equation for the i-th dimension.

Therefore, the total probability flow φt(x) can be decomposed into the sum of the flows in each
dimension:

φt(x) =

N∑
i=1

ei φ
(i)
t (xi),

12
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where φ(i)
t (xi) = ρ(x, t) v(i)(xi, t).

Each flow φ
(i)
t (xi) satisfies the continuity equation in its respective dimension:

∂ρ(i)(xi, t)

∂t
+
∂φ

(i)
t (xi)

∂xi
= 0.

Theorem 2 Consider a one-dimensional isotropic Gaussian probability density function (PDF)
G(x, t;µ(t), σ(t)) with mean µ(t) and standard deviation σ(t), where both µ(t) and σ(t) are time-
dependent parameters. Define the joint loss function as:

L(µ, σ) = 1

2
(µ(t)− µ∗)2 +

1

2
(σ(t)− σ∗)2, (12)

where µ∗ and σ∗ are target values for the mean and standard deviation, respectively. Suppose the
parameters µ(t) and σ(t) evolve according to the gradient descent updates:

dµ

dt
= −∇µL = µ∗ − µ(t),

dσ

dt
= −∇σL = σ∗ − σ(t).

Define the probability flow φt(x) as:

φt(x) = (µ∗ − µ(t)) + σ∗ − σ(t)
σ(t)

(x− µ(t)).

Then, the probability density function G(x, t;µ(t), σ(t)) satisfies the continuity equation:

∂G

∂t
+

∂

∂x
(φt(x)G) = 0,

and the energy functional E(φt) defined by:

E(φt) =

∫
R

1

2
φt(x)

2G(x, t;µ(t), σ(t)) dx,

is exactly equal to the loss function:

E(φt) = L(µ(t), σ(t)).

Proof 2 We will demonstrate the theorem in two main parts: (1) Verification of the continuity equa-
tion 3 to confirm the process of gradient descent of loss function 12 is equivalent to a probability
flow. (2) Establishment of the equivalence between the energy function of the flow and the loss
function.

Part 1: Verification of the Continuity Equation

The one-dimensional Gaussian distribution is given by:

G(x, t;µ(t), σ(t)) =
1√

2πσ(t)2
exp

(
− (x− µ(t))2

2σ(t)2

)
,

where µ(t) and σ(t) are time-dependent parameters governing the mean and standard deviation of
the distribution, respectively.

Using the chain rule, the time derivative of G is:

∂G

∂t
=
dµ

dt
· ∂G
∂µ

+
dσ

dt
· ∂G
∂σ

.

The partial derivatives are given by:

∂G

∂µ
=

(x− µ(t))
σ(t)2

G,

13
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∂G

∂σ
=

(
− 1

σ(t)
+

(x− µ(t))2

σ(t)3

)
G.

Substituting the gradient descent updates:

dµ

dt
= µ∗ − µ(t),

dσ

dt
= σ∗ − σ(t),

we obtain:

∂G

∂t
= (µ∗ − µ(t)) · (x− µ(t))

σ(t)2
G+ (σ∗ − σ(t))

(
− 1

σ(t)
+

(x− µ(t))2

σ(t)3

)
G.

Define the probability flow φt(x) as:

φt(x) = (µ∗ − µ(t)) + σ∗ − σ(t)
σ(t)

(x− µ(t)).

The divergence of the product φt(x)G is:

∂

∂x
(φt(x)G) =

∂

∂x
(φt(x))G+ φt(x)

∂G

∂x
.

First, compute ∂φt(x)
∂x :

∂φt(x)

∂x
=
σ∗ − σ(t)
σ(t)

.

Next, compute ∂G
∂x :

∂G

∂x
= − (x− µ(t))

σ(t)2
G.

Thus, the divergence becomes:

∂

∂x
(φt(x)G) =

σ∗ − σ(t)
σ(t)

G−
(
(µ∗ − µ(t)) + σ∗ − σ(t)

σ(t)
(x− µ(t))

)
(x− µ(t))
σ(t)2

G.

Simplify the expression:

∂

∂x
(φt(x)G) =

σ∗ − σ(t)
σ(t)

G− (µ∗ − µ(t)) (x− µ(t))
σ(t)2

G− σ∗ − σ(t)
σ(t)3

(x− µ(t))2G.

The continuity equation requires:

∂G

∂t
+

∂

∂x
(φt(x)G) = 0.

Substitute the expressions for ∂G
∂t and ∂

∂x (φt(x)G) and simplify the terms:

(σ∗ − σ(t))
[(
− 1

σ(t)
+

(x− µ(t))2

σ(t)3

)
+

1

σ(t)
− (x− µ(t))2

σ(t)3

]
G = 0.

The equation holds, and thus the continuity equation is satisfied.

Part 2: Equivalence Between the Energy Functional and the Loss Function

The energy functional is defined as:

E(φt) =

∫
R

1

2
φt(x)

2G(x, t;µ(t), σ(t)) dx.

Substitute φt(x):

φt(x) = (µ∗ − µ(t)) + σ∗ − σ(t)
σ(t)

(x− µ(t)).
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Thus, the energy functional becomes:

E(φt) =
1

2

∫
R

[
(µ∗ − µ(t)) + σ∗ − σ(t)

σ(t)
(x− µ(t))

]2
G(x, t;µ(t), σ(t)) dx.

Since x is distributed according to G(x, t;µ(t), σ(t)), we use the following properties:

E[x− µ(t)] = 0,

E[(x− µ(t))2] = σ(t)2.

Thus, we compute each term in the expansion of E(φt).

1. First Term: ∫
R
(µ∗ − µ(t))2G(x, t;µ(t), σ(t)) dx = (µ∗ − µ(t))2.

2. Second Term:

2(µ∗ − µ(t))σ
∗ − σ(t)
σ(t)

∫
R
(x− µ(t))G(x, t;µ(t), σ(t)) dx = 0.

3. Third Term:(
σ∗ − σ(t)
σ(t)

)2 ∫
R
(x− µ(t))2G(x, t;µ(t), σ(t)) dx = (σ∗ − σ(t))2.

Summing the results gives:

E(φt) =
1

2

[
(µ∗ − µ(t))2 + (σ∗ − σ(t))2

]
= L(µ(t), σ(t)).

Theorem 3 LetGMM(t) denote a Gaussian Mixture Model at time t, which consists of a weighted
sum of K Gaussian components. The Wasserstein offset ψ(ρ(t), ρ(t + 1)) between adjacent time
steps is defined as:

ψ(ρ(t), ρ(t+ 1)) =

K∑
k=1

K∑
k′=1

γk,k′(µk′,t+1 − µk,t)

where µk,t is the mean of the k-th Gaussian component at time t, and γk,k′ is the transport matrix
determined by solving the following optimal transport problem:

min
γk,k′

K∑
k=1

K∑
k′=1

γk,k′∥µk,t − µk′,t+1∥2

subject to the transport constraints:∑
k′

γk,k′ = wk(t),
∑
k

γk,k′ = wk′(t+ 1)

where wk(t) and wk′(t + 1) are the weights of the Gaussian components at time t and t + 1,
respectively.

Let the energy functional be defined as:

F [ρ(t)] = 1

N

N∑
i=1

∥yi(t)− ψ(ρ(t), ρ(t+ 1))∥2

where yi(t) represents the target offset. The velocity field of the probability flow v(τ), driven by this
energy functional, is the gradient of the functional’s variational derivative. This probability flow
satisfies the Wasserstein gradient flow (WGF).

Proof 3 We aim to show that F [ρ(t)] satisfies the following conditions:

1. Initial Condition: The energy functional F must be finite at the initial measure ρ0, i.e.,
F [ρ0] < +∞.
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2. Lower Semicontinuity: The energy functionalF is lower semicontinuous in the weak topol-
ogy.

3. Boundary Condition: The flow must satisfy the no-flux boundary condition (Neumann
boundary condition), ensuring mass conservation.

4. Convexity: The energy functional F is λ-geodesically convex in the Wasserstein space.

If these conditions hold, the Fokker-Planck equation can be viewed as a gradient flow in the Wasser-
stein space (Santambrogio, 2017).

Part 1: Initial Condition

We need to show that the energy functional F [ρ(t)] is finite at the initial measure ρ0, i.e., F [ρ0] <
+∞.

The energy functional is given by:

F [ρ(t)] = 1

N

N∑
i=1

∥yi(t)− ψ(ρ(t), ρ(t+ 1))∥2

The Wasserstein offset ψ(ρ(t), ρ(t+ 1)) is defined as:

ψ(ρ(t), ρ(t+ 1)) =

K∑
k=1

K∑
k′=1

γk,k′(µk′,t+1 − µk,t)

Since γk,k′ is obtained from the optimal transport problem, it satisfies the transport constraints:∑
k′

γk,k′ = wk(t),
∑
k

γk,k′ = wk′(t+ 1)

where wk(t) and wk′(t + 1) are finite weights. Thus, ψ(ρ(t), ρ(t + 1)) is a finite vector. Since the
target offset yi(t) is also finite, each term in the sum ∥yi(t) − ψ(ρ(t), ρ(t + 1))∥2 is finite, and
therefore:

F [ρ(t)] < +∞
Thus, the initial condition is satisfied.

Part 2: Lower Semicontinuity

We need to show that the energy functional F [ρ(t)] is lower semicontinuous in the weak topology.

The energy functional is defined as:

F [ρ(t)] = 1

N

N∑
i=1

∥yi(t)− ψ(ρ(t), ρ(t+ 1))∥2

The offset ψ(ρ(t), ρ(t+ 1)) is derived from the transport matrix γk,k′ , which is obtained by solving
an optimal transport problem in the weak topology. The optimal transport problem is continuous in
this topology.

Since the norm squared ∥ · ∥2 is a lower semicontinuous function, and the sum of lower semicontin-
uous functions is also lower semicontinuous, it follows that F [ρ(t)] is lower semicontinuous:

lim inf
n→∞

F [ρn(t)] ≥ F [ρ(t)]

Thus, the lower semicontinuity condition is satisfied.

Part 3: Boundary Condition

We need to verify that the probability flow satisfies the no-flux boundary condition (Neumann bound-
ary condition), ensuring mass conservation.

In the Wasserstein gradient flow framework, the boundary condition is implicitly satisfied by the
transport problem. Specifically, the transport matrix γk,k′ satisfies the mass conservation con-
straints: ∑

k′

γk,k′ = wk(t),
∑
k

γk,k′ = wk′(t+ 1)
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This ensures that the mass of each Gaussian component is conserved during the transport from ρ(t)
to ρ(t+ 1). Therefore, the no-flux boundary condition is naturally satisfied, and mass is conserved
throughout the evolution of the system.

Part 4: Convexity

We need to show that the energy functional F [ρ(t)] is λ-geodesically convex in the Wasserstein
space.

The energy functional is given by:

F [ρ(t)] = 1

N

N∑
i=1

∥yi(t)− ψ(ρ(t), ρ(t+ 1))∥2

Since the offset ψ(ρ(t), ρ(t + 1)) is a linear combination of the transport matrix elements γk,k′ ,
which are obtained by solving a linear minimization problem, and the squared norm ∥ · ∥2 is a
convex function, F [ρ(t)] is convex.

Furthermore, in the Wasserstein space, the squared distance function is geodesically convex. This
implies that F [ρ(t)] is λ-geodesically convex in the Wasserstein space, i.e., for any two measures ρ0
and ρ1, and for any s ∈ [0, 1], the following inequality holds:

F [ρs] ≤ (1− s)F [ρ0] + sF [ρ1]

where ρs is the geodesic between ρ0 and ρ1 in the Wasserstein space. Thus, the convexity condition
is satisfied.

B OPTIMAL TRANSPORT

Given two probability distributions, Optimal transport (OT) seeks to minimize the total transporta-
tion cost between them, where the cost is defined by a specified metric, often referred to as the
ground cost. In modern machine learning, OT has found wide applications in domains such as com-
puter vision, natural language processing, and generative modeling due to its ability to measure the
distance between probability measures, aligning samples or features from different distributions.

Formally, Let µ and ν be two probability measures on measurable spaces X and Y , respectively,
and let c(x, y) represent the cost of transporting a unit mass from point x ∈ X to point y ∈ Y . The
goal of OT is to find a joint probability distribution γ ∈ Π(µ, ν), where Π(µ, ν) denotes the set of
all couplings of µ and ν, that minimizes the total transportation cost:

OT(µ, ν) = inf
γ∈Π(µ,ν)

∫
X×Y

c(x, y) dγ(x, y)

In practice, solving this optimization problem directly is computationally expensive, especially for
high-dimensional data, as it often leads to intractable computations. To address this, an entropy-
regularized version of the OT problem, known as the Sinkhorn distance or Wasserstein distance, is
often employed.

The Sinkhorn algorithm introduces an entropic regularization term to the OT formulation, making
the optimization more tractable. The regularized OT problem is defined as follows:

OTϵ(µ, ν) = inf
γ∈Π(µ,ν)

(∫
X×Y

c(x, y) dγ(x, y) + ϵH(γ)

)
where H(γ) =

∫
X×Y γ(x, y) log γ(x, y) dx dy is the entropy of the coupling γ, and ϵ > 0 is the

regularization parameter. The regularization smooths the optimization landscape, allowing efficient
computation via iterative scaling algorithms.

The Sinkhorn algorithm alternates between updating the row and column marginals of the coupling
matrix using iterative scaling. It converges to a near-optimal solution while maintaining computa-
tional efficiency, making it suitable for large-scale applications.
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Algorithm 1 Sinkhorn Iteration for Optimal Transport
Require: Cost matrix C ∈ Rn×m, distributions µ ∈ Rn, ν ∈ Rm, regularization parameter ϵ > 0,

tolerance δ > 0
Ensure: Approximate optimal transport plan γ

1: Initialize u = 1n, v = 1m

2: Compute kernel K = exp
(
−C

ϵ

)
3: while not converged do
4: u← µ

Kv ▷ Update row scaling
5: v ← ν

K⊤u
▷ Update column scaling

6: if change in u and v is less than δ then
7: break
8: end if
9: end while

10: Compute transport plan γ = diag(u)Kdiag(v)
11: return γ
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