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ABSTRACT

Large-scale pre-trained language models have shown remarkable results in diverse NLP applications. Unfortunately, these performance gains have been accompanied by a significant increase in computation time and model size, stressing the need to develop new or complementary strategies to increase the efficiency and interpretability of current large language models, such as BERT. In this paper, we propose DACT-BERT, a differentiable adaptive computation time strategy for BERT language model. DACT-BERT adds an adaptive computation mechanism to the regular processing pipeline of BERT. This mechanism controls the number of transformer blocks that BERT needs to execute at inference time. By doing this, the model makes predictions based on the most appropriate intermediate representations for the task encoded by the pre-trained weights. With respect to previous works, our method has the advantage of being fully differentiable and directly integrated to BERT’s main processing pipeline. This enables the incorporation of gradient-based transparency mechanisms to improve interpretability. Furthermore, by discarding useless steps, DACT-BERT facilitates the understanding of the underlying process used by BERT to reach an inference. Our experiments demonstrate that our approach is effective in significantly reducing computational complexity without affecting model accuracy. Additionally, they also demonstrate that DACT-BERT helps to improve model interpretability.

1 INTRODUCTION

Recently, the use of pre-trained language models based on large-scale transformers (Vaswani et al., 2017) has experienced a substantial increase, mainly due to its success to support a large variety of NLP tasks (Rogers et al., 2020). In particular, BERT (Devlin et al., 2019) has become one of the most popular tools. The usual pipeline consists of finetuning BERT by adapting and retraining its classification head to meet the requirements of a specific NLP task. Unfortunately, the benefits of using a powerful model such as BERT are also accompanied by a highly demanding computational load. In effect, current pre-trained language models such as BERT have many layers and millions, or even billions, of parameters, making them computationally intensive both during training and inference. Furthermore, the large number of parameters makes these models hard to analyze, limiting their interpretability.

While high accuracy is usually the ultimate goal, computational efficiency and model interpretability are also desirable objectives. In terms of computational efficiency, the use of a demanding model not only causes longer processing times and limits applicability to low-end devices, but it also has major implications in terms of the environmental impact of AI technologies (Schwartz et al., 2019). As an example, (Strubell et al., 2019) provides an estimation of the carbon footprint of several large NLP models, including BERT, concluding that they are becoming environmentally unfriendly. In terms of interpretability, potential biased or malicious uses of AI technologies, in particular NLP applications, are increasing the need to provide them with the ability to explain their decisions (Gilpin et al., 2018). As an example, (Goodman & Flaxman, 2016) analyzes the implications of a new legislation of the European Union that enforces the right to explanation on algorithmic decision-making.
Fortunately, recent works have shown that behind the immense capacity of BERT, there is considerable redundancy and over-parametrization (Kovaleva et al., 2019; Rogers et al., 2020). Consequently, recent works have explored new strategies to develop efficient and compact versions of BERT. A relevant strategy consists of distilling the knowledge from a pre-trained model into a smaller network. This is the approach followed by works such as Sanh et al. (2020) and Jiao et al. (2020). The main disadvantage of this strategy is the inherent complexity of conducting an efficient and effective distillation process. An alternative strategy consists of providing BERT with an adaptive mechanism to control its processing pipeline according to the complexity of the current query. This approach is followed by works such as Xin et al. (2020b), Liu et al. (2020), and Zhou et al. (2020). As a relevant common limitation of these adaptive models, all of them depend heavily on an external hyperparameter which must be carefully tuned for each model and task.

In this work, we present DACT-BERT, a Differentiable Adaptive Computation Time mechanism (Graves, 2016) to control the complexity of the regular processing pipeline of BERT. Specifically, DACT-BERT controls the number of transformer blocks that BERT needs to execute at inference time. This allows DACT-BERT to make predictions using a variable number of transformer blocks, taking advantage of the different information encoded in each intermediate representation. In other words, the model answers each query by making a prediction based on the most appropriate intermediate representation. As a major novelty, DACT-BERT integrates a totally differentiable module (Eyzaguirre & Soto, 2020) that allows us to train a halting neuron after each transformer block. This neuron indicates the confidence of the model at that point. Based on this, the execution can be stopped when the response predicted by the model stabilizes in a given output, making unnecessary to continue running the processing pipeline.

With respect to previous works, our method has the advantage of being fully differentiable and directly integrated to BERT’s main processing pipeline. This avoids complexities associated to the calibration of external hyperparameter that are task dependent. In terms of interpretability, by discarding useless steps, DACT-BERT facilitates the understanding of the underlying process used by BERT to reach each inference. Furthermore, this enables the incorporation of gradient-based transparency mechanisms (Sundararajan et al., 2017) to improve interpretability. Our experiments using tasks from the GLUE benchmark (Wang et al., 2018) demonstrate that our approach is effective in significantly reducing computational complexity without affecting model accuracy. Additionally, they also demonstrate that DACT-BERT helps to improve model interpretability by explaining the relationship between not only predictions and inputs, but also the model confidence score and inputs.

2 RELATED WORK

2.1 EFFICIENT TRANSFORMERS

2.1.1 STATIC APPROACHES

Several architectures have been designed to avoid overcomputing in transformer-based models. One such strategy is to use lightweight architectures that are trained from scratch. As an example, ALBERT proposes cross-layer parameter sharing as a way to improve model efficiency. Similar methodologies have also been previously explored by Bai et al. (2019) and Dehghani et al. (2019), demonstrating the effectiveness of weight-tied Transformers. A second strategy is to distill the knowledge of pretrained models into a more compact “student”. Models such as PKD-BERT (Sun et al., 2019), TinyBERT (Jiao et al., 2020), and DistilBERT (Sanh et al., 2020) compress the knowledge of large models (teachers) into lighter ones (students). In this way, a more compact model is obtained with a performance that is usually close to the original one. While these approaches effectively reduce the total calculation needed to execute the model (measured in FLOPs or number of parameters), they are limited in the same way as BERT, they do not take into account that some tasks could be less complicated than others and always use the same amount of computation. Furthermore, the application of a suitable distillation process is not a trivial task that introduces extra complications.

2.1.2 DYNAMIC APPROACHES

Recently, a series of algorithms have been proposed to reduce computation in Transformer language models based on the concept of model early exiting. Models such as DeeBERT, (Xin et al., 2020b)
FastBert (Liu et al., 2020), and PABEE (Zhou et al., 2020) employ strategies similar to those used by Kaya et al. (2019) on convolutional neural networks. These models introduce intermediate classifiers after each Transformer block. These classifiers are then trained independently from these blocks (not end-to-end). After both training stages, a “halting criterion” is used to dynamically determine the number of blocks needed to perform a specific prediction. Instead of using a brittle confidence approach (Guo et al., 2017) to determine when to stop, recent adaptive Transformer architectures rely on computing the Shannon’s entropy of the output probabilities (Xin et al., 2020a; Liu et al., 2020) or patience (Zhou et al., 2020). As a relevant disadvantage, in all the previous cases, the metric used to stop processing is fixed, resulting in a model that is not differentiable and therefore must be trained in stages.

In contrast to previous works, we propose a fully differentiable alternative to achieve adaptive computation in Transformers based architectures. Our method takes inspiration from DACT (Eyzaguirre & Soto, 2020), a technique proposed for visual reasoning tasks that is capable of adapting the number of reasoning steps in a recurrent model. Unlike previous works, instead of relying on heuristics of knowledge from outside experts, during training DACT-BERT learns directly when to halt. This feature allows it to tailor the computation used based on the complexity of the input. Furthermore, as all this is differentiable, we can train the complete model, adapting the weights of the transformer blocks in the process.

2.2 INTERPRETABLE TRANSFORMERS

Due to the current widespread use of Transformers, attempting to understand the factors that lead to a prediction is currently an active area of research. Traditionally, attention weights have been used as a naïve way to generate explanations, but this is usually only possible in the context of small Transformer models (Stahlberg et al., 2018; Villa et al., 2020). In the case of large scale models, several studies have shown that many of the heads of attention are redundant (Michel et al., 2019; Clark et al., 2019; Kovaleva et al., 2019). Furthermore, not all predictions require the same number of Transformer layers (Lee et al., 2019). In general, the overparameterization of models makes it difficult to identify meaningful relationships between the input tokens and the predictions. This complexity is the source of the intuition that deeper models are harder to explain, an idea that recently received theoretical support (Barceló et al., 2020).

Following the previous intuition, DACT-BERT improves the transparency of BERT models by adaptively reducing the sequence of blocks needed to output a prediction. Furthermore, DACT-BERT improves interpretability by exposing a learned confidence score after each unit of computation (Transformer blocks). This also enables to access the causes for the confidence itself through the inclusion of methods such as Integrated gradients (Sundararajan et al., 2017) and Layer Conductance (Dhamdhere et al., 2018) thanks to its differentiable nature.

3 DACT-BERT: DIFFERENTIABLE ADAPTIVE COMPUTATION TIME FOR BERT

Adaptive methods work by signaling the amount of computation necessary to complete a given task. In this work, our signaling module, DACT, produces a prediction based on intermediate results and the confidence it has on them. This mechanism can then be used to stop an execution when stable results are obtained, reducing the total number of steps necessary for a given prediction. The original formulation of DACT (Eyzaguirre & Soto, 2020) applies this module to recurrent models. In our case, we adapt the formulation to the case of Transformer based architectures, namely BERT.

As shown in Figure 1, DACT-BERT introduces additional linear layers after each computational unit, similar to the off-ramps in (Xin et al., 2020b) or the student classifiers in the work of Liu et al. (2020). As in both these cases, we define the discrete unit of computation to be a single BERT Transformer block.

As Figure 1 shows, the $n$-th DACT module computes both an output vector $y_n$ with the predicted class probabilities, as well as an accompanying scalar confidence score (or halting value) $h_n$. Following (Devlin et al., 2019), both, $y_n$ and $h_n$, are estimated by using the classification token ([CLS]) that is included in BERT as part of the output representation of each layer. During training all the output vectors and halting values are combined to obtain the final predicted probabilities following
an expression that can be rewritten as the weighted average of all intermediate outputs $y_n$ multiplied by a function of the confidences of earlier blocks. Then, during inference, the confidence scores can be used to reduce computation.

Auxiliary accumulator variables $a_n$ are used to build the full output of the model ($a_N$ with $N = 12$ for BERT-base and RoBERTA-base). This is performed by accumulating the intermediate outputs $y_n$:

$$a_n = \begin{cases} 0 & \text{if } n = 0 \\ y_np_{n-1} + a_{n-1}(1 - p_{n-1}) & \text{otherwise} \end{cases} \quad (1)$$

where $p_n$ is a monotonically decreasing function of the confidence scores defined as follows:

$$p_n = \prod_{i=1}^{n} h_i = h_np_{n-1} \quad (2)$$

The model is trained to reduce the classification loss of the final output along with a regularizer that induces a bias towards reduced computation. In contrast to the regularizer used in Eyzaguirre & Soto (2020), we use the following:

$$\hat{L}(x, y) = L(x, y) + \tau \sum_{i=1}^{n} h_i \quad (3)$$

where $\tau$ is a hyper-parameter used to moderate the trade-off between complexity and error. We find empirically that this regularizer helps training convergence and further binarizes the halting probabilities.

Notably, the whole formulation is end-to-end differentiable. This allows us to fine-tune the weights of the underlying backbone (i.e. the Transformer blocks and embedding layers) using a joint optimization with the process that trains the intermediate classifiers. This stands in contrast to all existing methods for dynamic Transformers, where training is done in two stages first pre-training the backbone (and not the intermediate classifiers) and later freezing the backbone and only modifying the weights of the classifiers.

### 3.1 Generality

Note that the formulation of DACT is highly general and any differentiable function of the intermediate hidden representations can be used to obtain the confidence scores. In particular, in this work
we choose to learn the confidence function and therefore use a perceptron as a universal function approximator, followed by a sigmoid activation function.

We highlight that both DeeBERT and FastBERT can be expressed and trained with our model. For DeeBERT this can be achieved by hamstringing DACT and training it in three stages. The first two stages consist of the same training regime as DeeBERT, first training only the transformer blocks and the final classification layer, and subsequently freezing the transformer blocks and training the intermediate classifiers independently. An appropriate confidence function to force the model to adapt based on entropy is a simple logistic regression that receives the output entropy and consists only of a bias to encode the entropy threshold, and a single weight to scale the layer response. Training at this point will yield different learnt entropy thresholds for each layer (which is positive) but, in order to fully represent DeeBERT, we need to further handicap the model by tying the biases in all the confidence functions. FastBERT can be obtained similarly by simply replacing the second training stage with the distillation process described by Liu et al. (2020).

In consequence, DACT-BERT can be seen as a generalization of existing dynamic Transformer architectures, allowing us to train these in an end-to-end fashion while eliminating the need for manual tuning of the entropy hyperparameter. In this sense, in our experiments, we note that the training of only the confidence functions results in a optimization problem that produces highly stable solutions, suggesting that SGD is able to find suitable optimum entropy thresholds.

3.2 DYNAMIC COMPUTATION AT INFERENCE

By construction the DACT algorithm allows us to calculate upper and lower bounds for each of the output classes after any computation step (ie. transformer block). During inference, execution halts once the predicted probabilities for the topmost class are shown to remain higher than that of the runner-up class (and by extension, of any other class). That is, the model is stopped from running additional blocks once it is found that doing so will not change the class with maximum probability in the final output because the difference between the top and the rest is insurmountable.

Mathematically, we prove that the difference is insurmountable by comparing the lower bound for the probability of the top class predicted after $n$ blocks ($\Pr(c^*, n)$) with the upper bound of the probability of the runner-up class ($\Pr(c^{ru}, n)$). Therefore, the halting condition remains the same as in the original DACT formulation (Eyzaguirre & Soto, 2020):

$$\Pr(c^*, n)(1 - p_n)^d \geq \Pr(c^{ru}, n) + p_n d$$

3.3 TRAINING

<table>
<thead>
<tr>
<th>$S$</th>
<th>MRPC</th>
<th>QNLI</th>
<th>RTE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>Saved Acc</td>
<td>Saved Acc</td>
</tr>
<tr>
<td>Base</td>
<td>-</td>
<td>88.2%</td>
<td>0.0%</td>
</tr>
<tr>
<td>DeeBERT</td>
<td>0.25</td>
<td>87.3%</td>
<td>30.8%</td>
</tr>
<tr>
<td>DeeBERT</td>
<td>0.50</td>
<td>85.2%</td>
<td>49.1%</td>
</tr>
<tr>
<td>DeeBERT</td>
<td>0.75</td>
<td>79.9%</td>
<td>91.7%</td>
</tr>
<tr>
<td>DACT-BERT</td>
<td>-</td>
<td>85.4%</td>
<td>48.9%</td>
</tr>
<tr>
<td>Base</td>
<td>-</td>
<td>90.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>DeeBERT</td>
<td>0.25</td>
<td>73.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>DeeBERT</td>
<td>0.50</td>
<td>73.4%</td>
<td>0.0%</td>
</tr>
<tr>
<td>DeeBERT</td>
<td>0.75</td>
<td>0.0%</td>
<td>91.7%</td>
</tr>
<tr>
<td>DACT-BERT</td>
<td>-</td>
<td>88.9%</td>
<td>51.7%</td>
</tr>
</tbody>
</table>

Table 1: Results of the performance comparison between DACT-BERT and DeeBERT methods in different tasks of the GLUE benchmark. BERT and RoBERTa vanilla were included as base models. The column $S$ indicates the entropy value used to reduce the computation on the DeeBERT model. The column Saved indicates the percentage of blocks saved by using the corresponding method.

\footnote{1 for a small enough learning rate.
The training of the module follows a two step process. First the underlying Transformer model must be tuned to the relevant task. This ensures a good starting point onto which the DACT module can then be adapted to and speeds up convergence.

This is followed by a second fine-tuning phase where both the DACT module as well as the underlying Transformer are jointly trained for the relevant task. This latter training phase, not only makes it possible to use the module to work adaptatively, but also modifies the Transformer layers making them more suited to work together, while also generating new representations in the Transformer which are useful for the new lower computation scenario.

4 RESULTS

4.1 EXPERIMENTAL SETUP

We tested our method using BERT and RoBERTa, evaluating both models on three different tasks from the GLUE benchmark (Wang et al., 2018). Our model was developed using PyTorch (Paszke et al., 2017) on top of the implementation released by Xin et al. (2020a) as well as the HuggingFace Transformers library (Wolf et al., 2019).²

In our experiments, we fine-tune the backbone model for the GLUE tasks using the default values of the hyper-parameters. For the second stage we use \( \tau = 5 \cdot 10^{-3} \) for the regularizer to balance computation time with precision. Other values for this parameter result in different trade-offs between computation and accuracy.

²Code will be released upon publication.
To analyze the results, DeeBERT (Xin et al., 2020b) was chosen as the representative baseline for entropy-based dynamic Transformers since the trained weights were published in the HuggingFace model hub. Three entropy thresholds $S$ were selected to test this model for a fair quality-efficiency comparison. The same results are also computed for both BERT and RoBERTa models for comparison purpose.

4.2 COMPUTATIONAL EFFICIENCY

We first tested our method to understand its accuracy to computation characteristics. We show both metrics for both values as the efficiency value almost always comes at the expense of a performance drop on the task in question. For these experiments, efficiency was measured as the percentage of Transformer layers saved out of the total number of layers executed without an efficiency mechanism (equivalent to the total number of layers in their static counterparts). The specific metrics for performance are those suggested in the GLUE paper (Wang et al., 2018) for each task.

The results of this evaluation can be seen in Table 1. Both results for the original BERT and RoBERTa performance were included. Both results for the original BERT and RoBERTa performance were included. It can be observed that both DACT-BERT and DeeBERT models perform similarly when using comparable amounts of computation. We interpret this result as an informal proof of the efficacy of using entropy to quantify model uncertainty, and as validation of our learnt confidence function and the training process that produced it.

Importantly, because our model learns to regulate itself, it shows a remarkable stability in the amount of computation saved. By contrast, DeeBERT proves to be extremely sensible to the chosen value for the entropy hyperparameter, exhibiting important fluctuations in both computation and performance indicators for small changes in its value (see RTE column in Table 1). Additionally, we observe that the amount of computation saved by DACT remains close to 50% regardless of the task, which again contrasts with DeeBERT, as entropy-based models require a painstaking calibration process in order to find the entropy threshold that will lead to a particular efficiency level. This robustness seems to come from training the efficiency mechanism instead of relying on a somewhat arbitrary quantity for its control.

Additional advantages of our model can be observed in Figure 2 which shows the average entropy of each head’s attention distribution for DACT-BERT and DeeBERT (as suggested by Rogers et al. (2020)). First, it can be easily seen that our approach uses less layers (exact frequencies are shown in Figure 5). That is, even when using on average the same number of layers (as is the case in Figure 2a), DACT-BERT completely disregards the outputs from the last blocks, enabling us to prune whole layers without changing the model accuracy for reduced model size. On the one hand, we explain this difference by noting that the entropy will remain high throughout the whole model for the case of difficult questions as it will be uncertain about the answer. On the other hand, any layer in DACT-BERT is capable of quitting computation if it believes future layers cannot answer with more certainty than its own (regardless of how certain the model actually is). Figure 2c support this hypothesis, showing that difficult tasks, where the model performs worse, final layers are used more frequently.

4.3 INTERPRETABILITY

Our model shows an increased interpretability when compared to both baselines in two different ways. First, we increase interpretability by reducing the number of layers and therefore parameters that contribute to an answer. We hypothesize that this will lead to a more transparent model, as Barceló et al. (2020) proved that interpretability decreases with the number of layers.

To test this hypothesis, we take advantage of the Integrated Gradients technique (Sundararajan et al., 2017) to explore the attributions the input tokens have over the final prediction both for our model as well as our baseline. Two samples from the MRPC dataset explored in this way are shown in Figure 3. Here, it can be seen that DACT-BERT shows a greater amount of attribution towards entities which are key to infer that both phrases are semantically equal, while the baseline shows more uninformative flatter attributions.

https://huggingface.co/ji-xin
Figure 3: Output prediction attribution to each input token. Two samples from the MRPC task are shown with their attributions obtained both for DeeBERT and DACT-BERT. The color intensity shows the degree on how much each token contributes to the final output. Green is used for tokens that have positive attribution to the output, while red means tokens with negative attribution to the output.

A second source of interpretability provided by DACT-BERT comes from adding a fully differentiable module which manages the number of steps to be taken. In doing this, there is an additional source of insight that can be explored to understand the inner working of the model. In particular to understand which layers and neurons are important for the halting prediction. This gives us further insights on what is the model looking at in order to make the prediction decision. Figure 4 illustrates this idea by showing an example of each layer’s halting value, with the corresponding attributions of each token to its value. The closest analogue is to calculate the attributions of the entropy in DeeBERT which appeared to be meaningless in our experiments.

5 Conclusions and Future Work

This work introduced DACT-BERT, a model capable of both leveraging modern pre-trained Transformer architectures and differentiable adaptive computation. By using this mechanism to allow the model to adapt the number of blocks needs to execute at inference time, we find that the model makes predictions that are more computationally efficient and interpretable than the base architecture. Moreover, we proved that this approach is competitive with current state-of-the-art dynamic Transformers when using comparable amounts of computation, while also retaining a series of other advantages such as being more robust, end-to-end trainable, more compressible (by eliminating unused blocks) and interpretable.

Furthermore, we expect future work will benefit from the proposed architecture. While this model laid the groundwork in making BERT more interpretable, we foresee upcoming investigations in both understanding BERT and modifying BERT to make it more transparent will benefit from the techniques presented here. Additionally, there is still a lot of performance to be gained by using DACT-BERT, either by tuning hyperparameters for the GLUE tasks shown here (instead of using the same for every task), or training on other datasets that will benefit more from its end-to-end differentiability and the possibility of fine-tuning Transformer weights.

Finally, we hope that approaching DACT-BERT as a generalization and extension of other dynamic Transformer algorithms will lead to further research on alternative training regimes and confidence functions that will continue to increase interpretability and reduce computation.
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Figure 4: Halting (top) and output (bottom) attribution to each input token. For one sample from the MRPC task. The tokens attributions towards the halting value are computed for every halting neuron, after each transformer block. For both, the color intensity shows the degree on how much each token contributes to the final output. Green is used for tokens that have positive attribution to the output, while red means on tokens with negative attribution to the halt or output.
**B Layer Frequency**

![Graph showing layer frequency](image)

Figure 5: The number of times DACT-BERT (blue) and DeeBERT (red) quit computation at a specific layer in the MRPC task.