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ABSTRACT

Machine unlearning has emerged as an inevitable Al mechanism to support GDPR
requirements such as revoking user consent through the “right to be forgotten”.
However, existing approaches often leave residual traces that make them vul-
nerable to data reconstruction attacks. In this work, we propose RETRACE, the
first reconstruction attack framework that uniquely formulates unlearned data re-
covery on large-scale deep architectures as a reinforcement learning (RL) prob-
lem. By treating residual unlearning fraces as reward signals, RETRACE guides
a generator to actively explore the input space and converge toward the forgot-
ten data distribution. This RL-guided approach enables both instance-level re-
covery of individual samples and distribution-level reconstruction of unlearned
classes. We provide a theoretical foundation showing that the RL objective con-
verges to an exponential-tilted distribution that amplifies forgotten regions. Em-
pirically, RETRACE achieves up to 73.1% instance-level recovery and reduces
FID and KL scores beyond state-of-the-art baselines, UIA (IEEE S&P 2024) and
HRec (NeurIPS 2024). Strikingly, on the challenging task of text unlearning, it
improves BLEU scores by nearly 100% over black-box baselines while preserving
distributional fidelity, demonstrating that RL can recover even high-dimensional
and structured modalities. Furthermore, RETRACE demonstrates effectiveness
across both convolutional (ResNet) and transformer-based models, with Distil-
BERT as the largest architecture attacked to date. These results show that current
unlearning methods remain vulnerable, highlighting the need for robust and prov-
ably private mechanisms.

1 INTRODUCTION

Machine unlearning has recently emerged as a critical technique to empower users with the ability to
remove their data from trained models, aligning with the “right to be forgotten” in GDPR (European
Parliament & Council of the European Union, 2016) and responsible Artificial Intelligence (AI)
innovation. To achieve this, early work on exact unlearning enforces deletion by retraining the model
from scratch on the dataset with the target samples removed. While this approach provides a strong
guarantee, it is computationally prohibitive for today’s large and complex models (Ginart et al.,
2019). As a result, recent research has shifted toward approximate unlearning (Bourtoule et al.,
2021; Li et al., 2024), which directly modifies a trained model to erase the influence of unlearned
data. These techniques offer more practical trade-offs between efficiency and unlearned strength,
making machine unlearning a cornerstone of responsible Al innovation, where compliance with
user rights and trustworthy data governance is essential.

Despite its promise, machine unlearning is vulnerable to reconstruction attacks (Zhang et al., 2023;
Bertran et al., 2024), where adversaries attempt to recover the data that was intended to be forgot-
ten, as unlearning may have the unintended opposite effect: rather than concealing the data, it can
inadvertently facilitate the localization of sensitive records in a vast corpus. As a result, it is easier
for adversaries to search the needle in the haystack. Such attacks pose a direct threat to data privacy,
as they might effectively reverse the unlearning process and expose sensitive information. The con-
sequences can be severe in domains such as healthcare. For example, in a medical setting, even if a
patient requests deletion of their medical images or health records, a reconstruction attack could still
recover identifiable details and compromise confidentiality. Such risk highlights the urgent need to
systematically investigate the vulnerability of unlearning mechanisms under reconstruction attacks.



Under review as a conference paper at ICLR 2026

Several recent studies (Bertran et al., 2024; Pang et al., 2024; Hu et al., 2024) have explored recon-
struction under unlearning. One line relies on closed-form parameter analysis (Bertran et al., 2024),
which can exactly recover deleted samples but only applies to simple or linear models. Another
line, update-based reconstruction (Hu et al., 2024), requires white-box gradients or parameter up-
dates and is restricted to instance-level recovery, failing to generalize when multiple deletions occur.
These limitations motivate the need for a framework that exploits unlearning traces in deep models,
supports diverse access levels, and enables both instance- and distribution-level recovery.

Our work. In this work, we propose RETRACE, the first reconstruction attack framework that ex-
poses privacy vulnerabilities in machine unlearning on both convolutional (ResNet He et al. (2016))
and transformer-based (Distil-BERT Sanh et al. (2019)) models, with Distil-BERT being the largest-
scale architecture attacked to date. The key insight is that unlearning leaves detectable traces be-
tween pre- and post-unlearning models (Chen et al., 2025), which can be exploited with reinforce-
ment learning (RL). RETRACE operates in three steps. The first is trace extraction, which integrates
signals such as output shifts, loss differences, and gradient alignments across model access levels,
i.e., black-, grey-, and white-box. The second is RL-guided reconstruction, where a generator ex-
plores the input space and optimizes trace scores as rewards, enabling recovery even from complex
models. The third is candidate selection and refinement, which supports both instance-level and
distribution-level recovery.

We evaluate RETRACE through both theoretical analysis and empirical validation. On the theoretical
side, we first establish that the RL objective converges to an exponential-tilted distribution, which
provably amplifies regions with stronger unlearning traces. Building on this characterization, we
show that RETRACE can successfully recover unlearned data at the instance level with high prob-
ability once a sufficient number of candidates are generated. Furthermore, using a bias—variance
decomposition, we demonstrate that the empirical distribution of reconstructed samples converges
toward the deleted-data distribution, with the bias controlled by the separability margin and the
variance diminishing with the number of samples.

On the experimental side, we first visualize unlearning traces across different access levels and
confirm that unlearned data leave consistent, instance-aligned residual signals. We then evaluate
RETRACE on three benchmarking datasets under both exact and approximate unlearning. At the
instance level, RETRACE can achieve the best success rate of 73.1% with an MSE of 0.17, demon-
strating its ability to generate faithful reconstructions. At the distribution level, it can reduce the
Fréchet Inception Distance (FID) to 99.1 and the Kullback-Leibler (KL) divergence to 2.53, showing
strong alignment with the unlearned data distribution. Compared with baseline methods, RETRACE
consistently attains lower MSE, higher success rates, and stronger feature similarity, confirming its
superior effectiveness. Ablation study further demonstrates its robustness and generalization.

Contributions. Our main contributions are summarized as follows.

* An impactful vulnerability unveiled on machine unlearning. Most current unlearning tech-
niques do not completely erase the influence of deleted data but instead leave discernible traces
in the model. We find that these residual traces can be leveraged as reliable signals to reconstruct
the supposedly unlearned data.

* A novel reconstruction attack framework. We propose RETRACE, a trace-guided RL-based
reconstruction attack that systematically exploits unlearning-induced traces to recover unlearned
data at both the instance and distribution levels. Different model access levels further make
RETRACE more practical.

* A comprehensive study and evaluation. We provide a theoretical foundation for RETRACE
in reconstructing the unlearned data at an instance level and distribution level, demonstrating
its effectiveness. We also conduct comprehensive experimental evaluations to further show its
performance.

2 PROBLEM STATEMENT

2.1 SYSTEM SETTING

Unlearning settings. We consider the standard machine unlearning setting. Let D = Dy U Dye
denote the training dataset, where D, represents the samples to be retained and Dy, represents
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the samples requested to be deleted. A model is first trained on the full dataset D, resulting in the
pre-unlearning model f+ with parameters 6. Upon receiving a deletion request, an unlearning
algorithm is applied to remove the influence of Dy, producing the post-unlearning model f~ with
parameters 6. The objective of unlearning is to ensure that f~ behaves as if it were trained only
on Dy, thereby eliminating any contribution of Dy to the model.

RETRACE position. We position RETRACE as a new form of reconstruction attack against machine
unlearning. By leveraging RL, it progressively reconstructs the forgotten data (either at the instance
level or distribution level) from residual traces left after unlearning.

2.2 THREAT MODEL

Adversary knowledge. We assume the adversary has access to both the pre-unlearning model
f7T and the post-unlearning model f~, a scenario that arises in practice through model versioning,
API updates, or common deployment practices (see Appendix A for evidence). Depending on the
deployment, we consider three levels of model access. Black-box access: The adversary can query
fT and f~ and obtain their prediction outputs (e.g., labels and prediction probabilities). Grey-box
access: In addition to outputs, the adversary can compute the loss with respect to the task loss
function. White-box access: The adversary has full knowledge of model parameters 6+ and 6, so
that they can also obtain the gradient in training.

The adversary does not have access to the original training dataset D or the forgotten set Dye.
Instead, they may rely on an auxiliary public dataset Dy, drawn from the same distribution, which
can be used to initialize candidate inputs for trace extraction.

Attack goal. The adversary’s goal is to reconstruct the data belonging to the forgotten class. We
consider two levels of reconstruction: (i) instance-level, where the adversary attempts to recover an
individual sample in the unlearned class; and (ii) distribution-level, where the adversary aims to ap-
proximate the overall distribution of Dyj. Both types of recovery undermine the privacy guarantees
of unlearning and expose sensitive information that should have been removed. Formally, the goal
can be expressed as follows.

Instance-level reconstruction. Let dy : X x X — R>( be a task-appropriate metric. Given € > 0,
we say an adversary A succeeds at instance-level reconstruction if it outputs Z € X’ such that

I(z,y) € Dger with dx(z,z) <e. €))

Forak-set X = {Z1,..., Ty}, success can be measured by the minimum matching distance (MMD)
MMDist (X, Dget) = ming + Y5, d(Z;,2x(;)) and a threshold .

Distribution-level reconstruction. Let Py denote the (unknown) distribution of inputs in the deleted
set Dyep, and let P be the distribution induced by the reconstructed samples. We say the adversary
achieves distribution-level reconstruction if the reconstructed distribution P is close to Pger under
some statistical distance d(-, -), i.e., d(]IA"7 P4er) < €, for a small threshold € > 0.

3 APPROACH

In this section, we delve into the internals of RETRACE. It is designed to reconstruct unlearned
data by exploiting residual traces left after unlearning. Our insight is that when a model undergoes
unlearning, the discrepancy between the pre-unlearning model f+ and the post-unlearning model
f~ inevitably reveals subtle unlearning traces (Chen et al., 2025). These traces provide exploitable
signals regarding the unlearned data. To leverage these signals effectively, we formulate the re-
construction problem as a reinforcement learning (RL) task. The learning agent explores the input
space, and the feedback it receives, derived from unlearning traces, serves as the reward. By opti-
mizing toward higher rewards, the agent gradually converges to regions of the input space that better
approximate the unlearned data. The overall workflow of RETRACE is illustrated in Figure 1.

3.1 UNLEARNING TRACE EXTRACTION

The first step of RETRACE is to extract unlearning traces, which we define as residual signals that
expose the behavioral differences between the pre-unlearning model f* and the post-unlearning



Under review as a conference paper at ICLR 2026

Trace Extraction RL-Based Generation Reconstruction

_1 aaabbb
Qi T e R "
andidate f |:> |:>

Instance Level
Reconstruction

& AL
Sample oo / A B T(ra)ce Score Reward Gengrator
T e s(x) €0, 1] YA
a5 | o C
ve” 3 &8 Reinforcement Distribution Level

f Traces Learning Reconstruction

Figure 1: Overall workflow of RETRACE.

model f~. Since such differences are only manifested when the models are queried with inputs, we
probe the models with a candidate input = and extract the trace. Given = drawn from a public dis-
tribution Dy, or sampled from the generator w4, RETRACE quantifies traces at three progressively
informative levels depending on the degree of model access. We follow (Sarmad et al., 2019) in
designing trace extraction strategies tailored to different access levels.

Prediction-level traces. With black-box access, we measure the prediction discrepancy between
fT and f~ to check whether unlearning leaves residual influence on the output distribution. The
trace is defined as the /5 distance between their prediction vectors:

Sprea(@) = 1 () = f~ (@) 2. )

Loss-level traces. With grey-box access, we extract traces from the task loss £(-). Using a pseudo-
label § from f*, we compute the absolute difference between the two models’ losses:

Sioss (@) = [€(f T (2),9) = £(f ™ (2),9)].

3

Gradient-level traces. With white-box access, we capture differences in sensitivity to input pertur-
bations. The trace is measured by the cosine distance between input gradients:

Sgraa(z) = 1 — cos(Val(f ¥ (2),9), Vol(f™ (2),9))- )
Together, the unlearning trace of an input x under different access levels can be represented as:
(épred (ZE)), black-box access,
T(z) = q (Fprea(®), Gloss()), grey-box access, 5)
(Oprea(®), bioss(2), Sgraa(z)), white-box access.

T'(x) is then used to guide the unlearned data reconstruction process.

3.2 RL-GUIDED GENERATION

Formulation as RL. We cast reconstruction as an RL problem with four components. State: The
current generation process, represented by the latent code z or partially generated sample . Action:
Extending or modifying the current state, e.g., sampling or refining a candidate = from the generator.
Policy: The generator distribution 74 parameterized by ¢, which outputs candidates from the latent
space. Reward: A weighted combination of unlearning traces that encourages 74 to produce samples
minimizing discrepancies between f+ and f~. Formally,

—alpred (), black-box,
r(z) = ¢ —alpred () — Bdioss(), grey-box, (6)
—0pred () — Blioss () — YOgrada(x), white-box,
with «, 5,y > 0 controlling the relative weights.

In this formulation, the generator 7y acts as the policy producing candidate reconstructions. The
state is the current generation, actions modify it, and the environment queries (f*, f~) to obtain a
trace score s(z). For each sample « ~ 7, the detector returns s(«), which is used to update ¢ to
maximize the expected score.

Objective of generator. The generator 7y is optimized by maximizing
J(9) = Evnry[r(2)] — AD(ps | Dpun) + 7H(7o), ©)
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where the trace score term drives reconstructions toward the unlearned distribution, the divergence
penalty enforces realism by aligning py with the public distribution Dy, and the entropy term
H(my) encourages diversity. A and 7 balance these objectives.

Optimization. To optimize the generator policy my, we adopt Proximal Policy Optimization
(PPO) (Schulman et al., 2017), which stabilizes training compared to vanilla policy gradients by
introducing a clipped surrogate objective:

LO(¢) = Bz ~ 7¢o [min (re(z)A(z),;clip(rg(z),1 — e, 1 + e)A(:c))} , (8)

where 74 (x) = 74 (x) /74, () is the importance ratio, A(z) is the advantage from reward r(z), and
€ is a small trust-region parameter. This clipping prevents overly large updates, ensuring stable con-
vergence while preserving exploration. By iteratively optimizing LFP(¢), the generator converges
toward policies that produce high-trace, realistic, and diverse samples, effectively approximating the
unlearned data distribution across access settings.

3.3 RECONSTRUCTION

After RL, the generator 7, produces a set of candidate samples {z;}); ~ m;. Each candidate is
then evaluated by its trace score s(x;). The final reconstruction stage selects and refines the highest-
scoring candidates as approximations of the unlearned data. This can be carried out at two levels.

Instance level. At the instance level, we first identify the top-scoring candidate Z:

2o = arg max s(zs), ©

which serves as the initial approximation of a forgotten instance. To obtain a more faithful recon-
struction, we then refine Z( by solving the optimization:

& = arg max s(z) — vQ(x), (10)

where the search space X is initialized around Z. Here Q(x) enforces plausibility constraints such
as pixel bounds for images, grammaticality for text, or statistical validity for structured data.

Distribution level. At the distribution level, we aim to approximate the entire unlearned data dis-
tribution. Specifically, we first rank all generated candidates by their trace scores {s(z;)}Y; and
select the top-k elements:

ﬁforget = {sz | (XS Ik}a (11)

where [ indexes the k£ highest-scoring candidates. Each element in 6f0rget is then refined in the
same way as in the instance-level case, i.e., by optimizing s(x) — $2(x) within its neighborhood.

3.4 DISCUSSION ON EFFICIENCY

The overall complexity of RETRACE is O(I - N - Cy + Nlog N), dominated by generator sam-
pling and trace evaluation across I RL iterations with /N candidates per iteration. Here, C'y denotes
the cost of a single model forward/backward pass. In practice, the runtime is comparable to stan-
dard adversarial training or RL-based generation pipelines. Detailed explanation on efficiency is in
Appendix B.

4 THEORETICAL ANALYSIS

In this section, we provide a theoretical foundation of RETRACE’s attack effectiveness. Our goal
is to formally establish that, under mild assumptions, RL optimization in RETRACE converges to
policies that maximize unlearning traces, hence enabling effective reconstruction of the unlearned
data distribution (see full proofs in Appendix C).

4.1 DEFINITIONS AND ASSUMPTIONS

Definition 1 (Trace score). Let s : X — [0,1] denote the (fixed) trace score produced by the
detector, quantifying the strength of unlearning traces for any x € X.
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Definition 2 (Trace separability). Let Py and Proy denote the input distributions of the deleted and
retained data. Traces are separable if there exists a margin A > 0 such that

Banbya[$(2)] 2 Eonpe[s(z)] + A. (12)
Assumption 1 (Policy expressiveness). The policy class 11 contains densities absolutely continu-
ous w.r.t. a public prior pg that can approximate Pyq) in total variation to arbitrary precision. In
particular, 11 includes the exponential-tilting family
(@) o pola)exp(As(z), A ER. (13)
Assumption 2 (RL convergence). The generator is trained by entropy/KL-regularized RL with ob-
Jjective
Tr (1) = Eonrls(x)] — 7 KL(7[lpo), — 7>0, (14)
and converges almost surely to a stationary point within I1.
Theorem 1 (Optimal policy form). Under Assumptions | and 2, any stationary point 7 of J, takes
the form
" (x) o po(x)exp(s(z)/7), (15)
and is the unique maximizer within policy space I1.

Theorem | proves the exponential-tilted form 7* o pge®/™ by using a variational (Lagrangian)
derivation under the normalization constraint together with the strict concavity of 7 ; the complete
proof is provided in Appendix C.1I.

Theorem 2 (Instance-level reconstruction). Let 7 be as in Theorem I and fix € > 0. Define

Dy 1= ﬂ*(NE (supp(]P’del)))' (16)
Then for k i.i.d. candidates drawn from 7 and refined by the local step in §3.3,
Pr[ﬂjgk: min d (i, ) gs] > 1—(1—-po)* 17)
£EDgel

Theorem 2 guarantees instance-level success by using the fact that 7* assigns positive probability
mass to any e-neighborhood of supp(Pge1) and a standard i.i.d. coverage bound 1 — (1 — p,)*; the
full proof appears in Appendix C.2.

Theorem 3 (Distribution-level reconstruction). Let ﬁk be the empirical distribution of the recon-
structed candidates. Under Definitions 1, 2 and Assumptions 1, 2, there exists a bias term C1 (7, A)
such that, for sufficiently large k,

d(Py,Paa) < Ci(m,A) + e(k,6), (18)
with probability at least 1 — 0. Here d(-,-) is a general statistical distance (e.g., Maximum Mean
Discrepancy (MMD), Wasserstein), and €(k, §) is the sampling error vanishing as k — oo.

Theorem 3 establishes distribution-level reconstruction by using a bias—variance decomposition

d(ﬁk, Pger) < d(ﬁk, 7*) + d(7*,Pge1), where the bias stems from exponential tilting (controlled
by (7, A)) and the sampling term decays with k; the detailed argument is given in Appendix C.3.

5 EVALUATION

5.1 EXPERIMENTAL SETUP FOR MAIN EXPERIMENTS

We evaluate RETRACE on three datasets: CIFAR-100 (Krizhevsky et al., 2009), Food-101 (Bossard
et al., 2014), and PathMNIST (Yang et al., 2023), using ResNet-18 (He et al., 2016) classifiers with
paired models (f, f) obtained by both exact and single gradient (approximate) unlearning (Thudi
et al., 2022). Unlearning is performed in a class-wise manner with class 0 as the forgotten category.
A DCGANS-style (Radford et al., 2015) generator is used for image tasks, guided by an RL policy
to exploit unlearning traces across black-, grey-, and white-box access levels. We assess recon-
struction quality at the instance level using mean squared error (MSE), cosine similarity (CS) ', and
success rate (SR), and at the distribution level using Fréchet Inception Distance (FID) and Kull-
back—Leibler (KL) divergence. For comparison, we include two state-of-the-art baselines: Unlearn-
ing Inversion Attack (UTA) (Hu et al., 2024) and HRec (Bertran et al., 2024). Detailed experimental
settings are in Appendix D.1.

"We extract features from the pool3 layer of an ImageNet-pretrained Inception-V3 network to compute
cosine similarity.
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Figure 2: Traces of unlearned data under different model access levels on CIFAR-100 in the approx-
imate unlearning scenario. The images in red boxes represent the unlearned data “Apple”.
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Figure 3: Trace distribution under different model access levels on CIFAR-100 in the exact unlearn-
ing scenario. Class O represents “Apple”.

5.2 TRACE VISUALIZATION

To empirically demonstrate the feasibility of using traces as reconstruction signals, we visualize
the traces of unlearned data with heatmaps and further present their distributions, showing that the
traces of unlearned data exhibit distinct patterns. Below, we explain the results on CIFAR-100 under
approximate unlearning; the full evaluation results are provided in Appendix D.2.

Trace of unlearned data. Figure 2 visualizes unlearning traces on CIFAR-100 across three model-
access settings. Panel (a) shows a 5 x 5 patch of original images with unlearned samples (“Ap-
ple”) marked in red; Panels (b)—(d) present heatmaps of the normalized trace scores on the same
grid. In the black-box setting, unlearned samples already exhibit top-quantile scores, showing that
prediction-level discrepancies leave detectable signals. Grey-box access sharpens localization as
loss-level differences enhance the contrast between forgotten and retained samples. White-box ac-
cess further amplifies this effect: gradient-level information yields the clearest and most stable sepa-
ration. Overall, unlearned data consistently leaves residual, instance-aligned traces across all access
levels.

Trace distribution. We further analyze trace distributions across access levels. Figure 3 shows
class-wise mean trace scores on CIFAR-100, with class O as the unlearned category “Apple”. In
the black-box setting, class 0 already scores higher than others, indicating measurable separation
from prediction-level discrepancies. Grey-box access enlarges this gap by incorporating loss-level
information, while white-box access further sharpens the contrast using gradient-level traces. Over-
all, the unlearned class consistently exhibits distinctly higher trace values, confirming that residual
traces extend beyond instances to distributional patterns.

5.3 EFFECTIVENESS OF RETRACE

We first benchmark the instance-level and
distribution-level reconstruction capabilities of
RETRACE under three model access settings across
three benchmarking datasets, and then compare its
performance with two state-of-the-art reconstruction

attacks. Figure 4 provides some generated cases (a) Instance. (b) Distribution.
by RETRACE, and more cases are presented in
Appendix D.3. Figure 4:  Generated unlearned sam-

ples (“Apple class”) in CIFAR-100 under

Benchmarking. For instance-level recovery, Ta- oy ¢ unlearning.

ble | shows that reconstructed samples achieve MSE
values close to the intra-class criteria (e.g., CIFAR-100: 0.20 vs. 0.16), with SR around 50-60%
under exact unlearning and further increasing under approximate unlearning (e.g., CIFAR-100:
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Table 1: The effectiveness of RETRACE from instance-level reconstruction

Exact Unlearning Approximate Unlearning

Dataset ‘ Black-box ‘ Grey-box ‘ ‘White-box ‘ Black-box ‘ Grey-box ‘ White-box

[MSE SR CS|MSE SR CS|MSE SR CS|MSE SR CS|MSE SR CS|MSE SR CS

CIFAR-100 | 0.23 52.3% 0.43|0.22 58.7% 0.46| 020 62.4% 0.47|0.24 559% 0.46| 021 68.7% 0.49]| 0.17 73.1% 0.50
Food-101 | 0.25 48.9% 0.38 | 0.23 54.7% 0.42| 023 50.4% 0.44|0.20 56.6% 0.41|0.18 62.5% 0.49| 0.16 65.3% 0.49
PathMNIST | 0.26 49.8% 0.26| 0.23 50.6% 0.27 | 0.22 52.8% 0.31| 024 51.9% 0.28 | 0.20 54.6% 0.28| 0.19 59.7% 0.33
Criteria: CIFAR-100 (MSE = 0.16, CS = 0.57); Food-101 (MSE = 0.13, CS = 0.54); PathMNIST (MSE = 0.13, CS = 0.41).
CIFAR-100 Food-101 PathMNIST
o 200 D“Z-llzs,z 135.01185 108.9 99.1 zooﬁmﬁﬁ_‘mo 1254121.9 120.8118.1 gg5 934
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Figure 5: FID and KL scores of RETRACE from distribution-level reconstruction

73.1%). Meanwhile, CS values remain close to the criteria (e.g., Food-101: 0.49 vs. 0.54), in-
dicating that recovered images preserve semantic similarity to the original unlearned data. These
results confirm that RETRACE can reliably regenerate unlearned samples at the instance level.

At the distribution level, Figure 5 reports FID and KL divergence. Even under restrictive black-
box access, RETRACE achieves reasonable alignment with the deleted distribution (e.g., CIFAR-
100: FID = 142.1, KL = 3.62). Adding loss-level traces in the grey-box setting further reduces
both FID and KL, and the white-box setting yields the best reconstruction quality (e.g., CIFAR-
100: FID = 108.9, KL = 2.49; PathMNIST: FID = 96.5, KL = 2.22). Approximate unlearning
consistently improves results, with lower FID and KL across datasets (e.g., CIFAR-100: FID =
99.1; PathMNIST: KL = 2.00), highlighting that residual traces left by approximate methods are
easier to exploit. Together, these findings demonstrate that RETRACE achieves robust recovery of
unlearned data across both granular instance-level signals and broader distributional structures. The
detailed analyses are presented in Appendix D.3.

Comparison with baseline methods. Table 2 compares RETRACE with UIA (Hu et al., 2024)
and HRec (Bertran et al., 2024) under the white-box setting, as both baselines are restricted to this
access level. In the exact unlearning scenario, RETRACE achieves lower MSE (e.g., CIFAR-100:
0.20 vs. 0.35 for UIA and 0.27 for HRec), higher SR (e.g., PathMNIST: 52.8% vs. 41.0% for UIA),
and higher CS (e.g., Food-101: 0.44 vs. 0.38 for UIA and 0.31 for HRec), indicating more faithful
pixel- and feature-level recovery. Under approximate unlearning, RETRACE further outperforms
both baselines across all metrics, with lower MSE (e.g., PathMNIST: 0.19 vs. 0.39 for UIA and
0.44 for HRec), higher SR (e.g., CIFAR-100: 73.1% vs. 59.5% and 43.0%), and the highest CS
(e.g., Food-101: 0.49 vs. 0.40 and 0.33). Overall, RETRACE consistently surpasses UIA and HRec,
demonstrating superior effectiveness in reconstructing unlearned data.

5.4 ABLATION STUDY

‘We conduct ablation studies to demonstrate the robustness and generalization of RETRACE. We also
discuss its potential limitations in Appendix D.6.

Robustness. Table 3 presents the ab-
lation results on three unlearned classes Table 3: The effectiveness of RETRACE on different
from CIFAR-100 (Aquarium fish, Bed, unlearned class reconstruction.

and Bridge) under the white-box setting.

Across all three categories, RETRACE de- Class |  FExactUnlearning | Approximate Unlearning
livers strong performance on all metrics: D | MSE SR CS | MSE SR cs

MSE remains low (0.21-0.23 for exact un- ~\ iiumfisn | 021 59.1% 041 | 018 7020 044
learning and 0.16-0.19 for approximate un- Bed 022 60.5% 042 | 019  692% 043
learning), SR consistently stays above 59% Bridge 023 608% 042 ] 016 716% 042

and rises to around 70% in the approximate

setting, and CS values remain stable in the range of 0.41-0.44. These results demonstrate that
RETRACE maintains robust reconstruction ability across different unlearned data classes. Some
generated cases are listed in Figure 15 in Appendix D.4.
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Table 2: Effectiveness comparison of RETRACE and baselines under white-box model access.

‘ Exact Unlearning ‘ Approximate Unlearning

Datasct | UIA | HRec | RETRACE (Ours) | UIA | HRec | RETRACE (Ours)

[MSE SR CS|MSE SR CS|MSE SR CS|MSE SR CS|MSE SR CS|MSE SR CS

033 59.5% 0.39
031 41.4% 0.40
039 37.4% 0.24

0.32 43.0% 0.33
045 30.2% 0.33
0.44 37.1% 0.20

0.17 73.1% 0.50
0.16 65.3% 0.49
0.19 59.7% 0.33

CIFAR-100
Food-101
PathMNIST

035 46.7% 0.42
033 36.2% 0.38
0.43 41.0% 0.26

0.27 41.9% 0.31
046 27.4% 0.31
042 33.6% 0.22

020 62.4% 0.47
023 50.4% 0.44
022 52.8% 0.31

Table 4: The effectiveness of RETRACE on text re-

Generalization. For text reconstruction, construction

we employ a GPT-2-based (Radford et al.,

2019) generator, and a DistilBERT classi- |  Black-box |  Graybox |  White-box
Unlearned

fier (Sanh et al., 2019) serves as the un- Class | BLEU MMD | BLEU MMD | BLEU MMD

learned model under the exact unlearning

. Sports 2.8 0.40 3.6 0.36 4.1 031
setting. We evaluate performance on the World 22 0.43 39 0.42 43 037
AG News (Zhang et al., 2015) dataset using Business 2.6 0.46 3.1 0.46 4.6 032

Sci/Tech 2.0 0.41 3.7 043 4.0 0.39

two metrics: BLEU (Papineni et al., 2002),

which measures content similarity between

generated and target texts, and MMD (Gretton et al., 2012), which assesses the distributional align-
ment across classes. As shown in Table 4, RETRACE consistently improves with stronger access
levels: for example, BLEU increases from 2.8 (Sports, black-box) to 4.6 (Business, white-box),
while MMD decreases across all classes (e.g., 0.46 to 0.32 for Business), indicating progressively
better distributional fidelity. These results demonstrate that RETRACE effectively generalizes be-
yond images and is also applicable to text tasks, highlighting its broad applicability.

6 RELATED WORK

Machine unlearning. Machine unlearning (Guo et al., 2020; Bourtoule et al., 2021; Chen et al.,
2022; Thudi et al., 2022; Liu et al., 2025a) enables models to forget specific training data. Existing
methods are either exact or approximate: exact unlearning retrains on the retained dataset with strong
guarantees but high cost (Ginart et al., 2019; Guo et al., 2020), while approximate unlearning updates
parameters or gradients for efficiency (Bourtoule et al., 2021; Jia et al., 2024a; Li et al., 2024).
Techniques include partition-based retraining (Bourtoule et al., 2021), gradient adjustment (Thudi
et al., 2022), and adaptive methods (Gupta et al., 2021), with extensions to graphs and LLMs (Chen
et al., 2022; Jia et al., 2024b; Liu et al., 2025a). However, recent work (Hu et al., 2024) shows that
approximate methods can still leak forgotten knowledge, highlighting their fragility.

Reconstruction attacks. Reconstruction attacks aim to recover sensitive training data, first studied
via model inversion and gradient leakage (Fredrikson et al., 2015; Zhang et al., 2023; Bertran et al.,
2024; Pang et al., 2024). In unlearning, this risk is amplified, as pre—post model differences can
intensify leakage (Liu et al., 2025b). Existing studies either analyze parameter shifts, which succeed
in linear models but fail on deep networks, or exploit updates and gradients to optimize synthetic
inputs (Ginart et al., 2019; Bourtoule et al., 2021). While recent inversion attacks show that model
differentials can expose unlearned data, current approaches remain limited to instance-level recovery
and do not scale to distribution-level scenarios.

7 CONCLUSION

We propose RETRACE, a reconstruction attack framework that systematically exploits residual
traces left by machine unlearning. By identifying traces across access levels and leveraging them
as rewards, RETRACE enables both instance- and distribution-level reconstruction. To our knowl-
edge, this is the first demonstration of reconstruction attacks on large-scale architectures, showing
effectiveness on ResNet-18 for vision and Distil-BERT for text. We provide theoretical guarantees
of convergence to an exponential-tilted policy that amplifies high-trace regions, ensuring reliable
recovery, and validate the approach with extensive experiments across datasets, unlearned classes,
models, and unlearning methods. Our findings expose critical vulnerabilities of current unlearning
techniques and highlight the need for robust unlearning mechanisms, positioning RETRACE as both
a principled framework for analyzing privacy risks and a practical benchmark.
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A THREAT MODEL

Adversary knowledge. We assume the adversary has access to both the pre-unlearning model f+
and the post-unlearning model f~. While this may appear strong, it is realistic in practice.

API versioning in production. Providers such as OpenAl expose multiple model versions simulta-
neously (e.g., gpt—-4-1106-preview vs. gpt—-4-0125-preview), where clients can query
both before and after updates (OpenAl). Similarly, Google Cloud Vision and Microsoft Azure Cog-
nitive Services maintain legacy API versions for backward compatibility (Google Cloud, b; Mi-
crosoft Azure). These setups allow adversaries to monitor output differences across versions, di-
rectly corresponding to access to (f, f7).

Deployment practices. Large-scale platforms such as Meta and Google routinely use shadow testing
and canary rollouts, where both old and new models serve traffic concurrently for days (Meta
Engineering; Google Cloud, a). In regulated industries (e.g., finance, healthcare), rollback readiness
is mandatory, and older checkpoints are preserved and potentially exposed through misconfiguration
or insider threats (NIST, 2023).

Together, these practices show that simultaneous access to (fT, f7) is not only plausible but fre-
quently realized in real-world Al deployments.
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B RETRACE’S EFFICIENCY

We mathematically analyze the computational overhead of RETRACE. Its computational complexity
arises from three stages. First, trace extraction requires evaluating discrepancies between the pre-
and post-unlearning models. For each input x, computing the prediction-, loss-, and gradient-level
traces involves forward and at most one backward propagation through the model, which incurs
O(Cy) cost, where Cy denotes the per-sample model evaluation cost. Second, in the RL-based
generation stage, each policy update requires drawing N candidate samples from the generator and
querying the detector for their trace scores, leading to a per-iteration complexity of O(N - C'y). With
I RL iterations, this stage totals O(I - N - C'y). Finally, the reconstruction step involves ranking and
refining the IV candidates, which can be done in O(N log V) time.

Overall, the end-to-end complexity of RETRACE is
Ol -N-Cy+ NlogN), (19)
dominated by the repeated generator sampling and trace evaluation. In practice, since C'y cor-

responds to a single model forward/backward pass, the runtime remains comparable to standard
adversarial training or reinforcement-learning-based generation pipelines.

C DETAILED PROOFS

C.1 PROOF OF THEOREM 1

Proof. We consider the variational problem

()
max { Jr(m) = sxwxdm—T/wxlo d;v} S.t. /wxdle,wzo.
nax { 7,(m) = [ s(e)n(o) (@)log =0 (@)
(20)
Introduce a Lagrange multiplier A and define
L(m,\) = /[S(ZC)’/T(LC) —77(x) log;(&))] dx — /\(/W(x) dz — 1) . 2D
For any admissible direction h with f h = 0, the Gateaux derivative is
d (T
TLm+en )| = / [s(2) 7 (log 723 1) — ] hz) do. 22)
Stationarity for all h yields the Euler—Lagrange condition
T (z) _ T (x) _ s(®) A
s(x) — 7(log o) +1)=A=0 = log 5y =" -2 -1, (23)

hence
7*(2) = Cpo(z) exp(s(z)/7), C=exp(—A1-1)= (/po(x) es@/r dm)_l. (24)

Strict concavity and uniqueness. Consider the feasible set P = {m > 0 : f 7w = 1}, which is
convex. The functional 7 + [ s is linear, and the negative KL term is strictly concave:

am + (1 — a)m
Po

>T{a/7rlloggédm+(1a)/mlog:id:ﬂ} (25)

Vmy,ma € P, Va e (0,1): —T/ [amy + (1 — @)z log dx

where the strict Jensen inequality for £ log & applies unless m; = mo a.e. Therefore 7 is strictly
concave over P, implying the stationary solution 7* is the unique global maximizer in II. This
completes the proof. O
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C.2 PROOF OF THEOREM 2
Proof. Fix € > 0 and define the e-neighborhood of the deleted support
Ag := N-(supp(Pae1)) = {z € X : Tz € supp(Pae1) s.t. dx(x,z0) < €} (26)

Because Pge(A:) > 0 for any € > 0 and Pge) < po by Assumption 1, we have pg(A.) > 0. From
Theorem |, 7*(x) = Z-'po(x) exp(s(x)/7) with Z, = [ poe*/", hence

= IAE po(x)es(w)/T dx einfeca. s(z)/7 po(Ag)
prO(Z)es(m)/T dr — eSUWPzex s(z)/T

Py =1 (AL) >0, 27

since s € [0, 1] and po(A:) > 0. Let X1, ..., X} beii.d. draws from 7*. The event { X, ¢ A., Vj}
has probability (1 — p,)*. Therefore

Pr[ajgk: X;e Al =1-(1-p)" (28)

By definition of A, for any such X there exists € Dge1 With dx (X, z) < €. Let the refinement
operator in §3.3 be denoted R; assume it is L-Lipschitz and uses stepsize > 0 that respects the
neighborhood, i.e.,

IR(X;) = Xjllx <n and 7 <e—dx(X;, Daa)- (29)
Then X := R(X;) € A. and mingep,,, dx(X;,z) < e. Hence
Pr{ﬂjgk: min dy(X;,2) gg} > 1-(1-po)-. (30)
TE€Dgel

Finally, to attain target confidence 1 — ¢, it suffices to choose k¥ > log(1/0)/ps. This proves the
claim. O

C.3 PROOF OF THEOREM 3
Proof. Let * be the unique maximizer given by Theorem 1. Let ﬁk = % Z?:l ) X, be the empiri-
cal distribution of the k reconstructed samples after the local refinement R in §3.3.

Step 1: Bias—variance decomposition for a general IPM.. Let d(-, ) be any integral probability
metric (IPM) induced by a function class F:

d(P,Q) := sup |Ep[f] — Eo[f]|- €2))
feF
By the triangle inequality,
(P, Paat) < d(Py, 7*) + d(7*, Pye). (32)

Moreover, if the refinement R is L-Lipschitz and maps pre-selected candidates X jto X = R()W( i),
then standard stability for IPMs on bounded domains implies (for a Lipchitz-bounded function class
F)

k
~ ~ ~ 1
d(Py,m*) < Cpd(Pe,7"),  Poi= Z}a)}j, (33)
i=
for some constant C', > 1 depending only on L and the diameter of X'. Thus it suffices to control
d(Pk, 7T*) and d(’]T*, I[Ddcl)-

Step 2: Sampling (variance) term d(f’k, 7*).. For common choices of d, we have non-asymptotic
concentration with explicit rates:

e MMD. If F is the unit ball of an RKHS with bounded kernel & and sup, k(z,z) < K,
then by standard RKHS concentration (e.g., via McDiarmid), for any 6 € (0, 1),

P
8 i

MMD (P, 7*) < 2 Klog@/‘s)] >1-4. (34)
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o Wi. If X C R% is bounded with diameter D, the Fournier—Guillin bound gives constants
Cy > 0 such that, for any § € (0, 1),

Pr [Wl(ﬁk,w*) <Oy (log(]j/é))l/d} >1-—4. (35)

For a general IPM with functions bounded by || f||c < B, symmetrization plus Hoeffding inequality
yields the generic bound

Pr

d(Py,7) < 2R, (F) + B m()gk@/a)] >1-4, (36)

where 2Ry, (F) is the empirical Rademacher complexity (often O(1/v/k)).

Step 3: Bias term d(7*, P4)) via exponential tilting.. From Theorem 1, 7* has density

(o) = RSEDD g [ py(a) explste) /) 37

We first derive an upper bound for drvy (7*,Pge) via an upper bound on KL(Pge||7*) and then
apply Pinsker. By the chain rule for KL,

1
KL (Pael|7*) = KL(Paer|[po) — — Epy [s] +log Zr. (38)
Since s € [0, 1], Hoeffding’s lemma gives (for any base measure)
s E,,[s] 1
log Z, = log E,, [exp(;)] < p% + 32 39)

Plugging equation 39 into equation 38 yields the explicit upper bound

1 1
KL(Pael[7*) < KL(Paeil|po) + — (E;DO [s] — Epu., [8]) +ga (40)
By Pinsker’s inequality,
drv (7, Pael) < 4/ 3 KL(Pgel||7). 41
Therefore
1 E, |s] —Ep,,|s 1
dTV(W*7Pdel) S \/2 (KL(PdellpO) + M + 87’2> . (42)

Relating separability to the bias. By Definition 2 (trace separability), Ep,_ [s] > Ep,_, [s] + A. If
Ppo is a public prior independent of the unlearning operation, we can treat E,, [s] as a constant that
does not increase with the separability margin; hence the difference E,, [s] — Ep,_, [s] decreases as
A grows, which tightens equation 42. Consequently, the total variation bias can be controlled by
(1, A) and KL(Pge1||po)-

Step 4: From TV to the chosen metric d(-, -).. On a bounded domain X’ with diameter D,
Wi(1*,Pger) < D -dpv(n”, Pger). (43)
For MMD with kernel k£ bounded by K,

MMD(W*a Pdel) = sup |Eg- [f] — Ep,, [f]
£l <1

< sup || flloo - 2dpv (7%, Paer)
I £l <1

< VK dpy (7%, Pya). (44)

using || f||oo < VK ||f|%. More generally, for any IPM induced by a function class F with || f|| o <

bl

d(m*,Pger) < 2B drv (1%, Pgel). (45)
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Combine with equation 42 to obtain an explicit bias bound:

(7", Paer) < Crner - \/ 1 (KL(PdeIHPO) + ErolelBra o] | ﬁ) (46)

D7 d= W17
where Cinet = { 2V K, d= MMD,
2B, general d.

Define C;(7,A) as the right-hand side; it decreases as 7 | 0 and as the separability margin A
increases (since Ep,_, [s] increases with A).

Step 5: Put together.. With probability at least 1 — , we have
d(Py,7*) < e(k,), @7

where ¢(k,0) is the sampling error of Step 2 (e.g., 2+/Klog(2/0)/k for MMD, or
Ca(log(2/68)/k)*/ for Wy). Hence, by equation 32 and the stability of R,

d(Py,Paet) < Cre(k,8) + Ci(1,A), (48)

which proves the theorem. O

D EVALUATION

D.1 DETAILED EXPERIMENTAL SETUP

Unlearning method. Following existing work (Hu et al., 2024), to obtain the paired models
(fT,f7), we adopt two categories of unlearning procedures. Exact unlearning is implemented
by removing the forgotten samples and fine-tuning the model on the remaining data for the same
number of epochs as the original training. Approximate unlearning is implemented using the single
gradient unlearning method (Thudi et al., 2022). In both cases, unlearning is performed in a class-
wise manner, which reflects realistic scenarios where requests often target all samples belonging to
a specific semantic category. We set class 0 as the default target for unlearning.

Datasets. We evaluate on CIFAR-100 with 50k training images and 10k test images of size 32 x 32
RGB. This dataset contains 100 object categories with relatively low resolution and high intra-class
variability, making it a standard benchmark for image classification. Food-101 includes 75k training
images and 25k test images of size 224 x 224 RGB. It covers 101 food categories collected from
real-world scenarios, characterized by large intra-class diversity, occlusion, and noisy labels. PathM-
NIST, a subset of the MedMNIST collection, consists of 89,996 training images, 7,180 validation
images, and 7,180 test images of size 28 x 28 grayscale. It provides 9 classes derived from col-
orectal cancer histology slides, capturing diverse tissue types such as adipose, lymphocytes, smooth
muscle, and adenocarcinoma epithelium.

Models (f*, f~). We adopt ResNet-18 on CIFAR-100, Food-101, and PathMNIST datasets for
image classification tasks. We use cross-entropy loss with the SGD optimizer and a cosine learning
rate schedule, and maintain a checkpoint pair (fT, f~) for each dataset.

Generator (RL Policy 7). We use a DCGAN-style generator G that maps a latent vector z €
R? to 32x32 images with tanh outputs in [—1, 1], and an RL policy me that produces z via a
diagonal Gaussian whose mean and log-std are predicted by a two-layer MLP. At each step, the
policy samples z = py(e) + exp(logog(e)) © e with e ~ N(0,I), generates Zae = G(2), and
receives a reward built from unlearning traces between f* and f~. The policy is optimized with
PPO (clipped objective with entropy bonus), while G can be jointly fine-tuned by a surrogate loss
that maximizes the trace signal and includes teacher-guided KL distillation from f* and f—, and
total-variation regularization. In practice, we initialize G with different pretrained GANs depending
on the dataset: an ImageNet-pretrained GAN for CIFAR-100 and Food-101, and a MedMNIST-
pretrained GAN for PathMNIST.

RETRACE settings. We set « = 0.4, § = 0.2, and v = 0.4 as the relative weights for trace
components. For reconstruction, we select samples using top-k with k = 64.
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Figure 6: Traces of unlearned data under different model access levels on Food-101 in the approx-
imate unlearning scenario. The images in red boxes represent the unlearned data “Apple pie”.
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Figure 7: Trace distribution under different model access levels on Food-101 in the exact unlearning
scenario. Class O represents “Apple pie”.

Evaluation metrics. For instance-level evaluation, we use Mean Squared Error (MSE) to assess
the pixel-level difference between two images; cosine similarity (CS) to evaluate the feature-level
difference; success rate (SR) to evaluate the percentage of generated images being unlearned class.
For distribution-level evaluation, we use Fréchet Inception Distance (FID) to evaluate the visual and
statistical similarity between reconstructed and original distributions, and Kullback—Leibler (KL)
divergence to assess the alignment of their probability distributions.

Baseline methods. We compare RETRACE with two state-of-the-art reconstruction attack methods,
which are listed as follows.

¢ Unlearning Inversion Attack (UIA) (Hu et al., 2024), which is conducted to recover unlearned
data in white-box access.

* HRec (Bertran et al., 2024), which achieves nearly-perfect attack on linear regression and can be
generalized to other model architectures.

D.2 TRACE VISUALIZATION

For both Food-101 and PathMNIST, we present the f™— f~ trace heatmaps and the corresponding
trace distributions (Figures 0, 7, 8, 9).

D.3 EFFECTIVENESS OF RETRACE

Instance level. Table | presents the instance-level reconstruction results of RETRACE across three
datasets and three model-access levels. For the criteria of MSE and CS, we compute all pairwise
distances within the unlearned class in the original dataset and take the average, which reflects the
natural intra-class variability (values are presented in tablenote).

Under the exact unlearning setting, across three datasets, the reconstructed samples achieve MSE
values that are only slightly higher than the intra-class criteria (e.g., CIFAR-100: 0.20 vs. 0.16; Food-
101: 0.23 vs. 0.13), showing that the pixel-level differences between reconstructions and unlearned
images remain small. The SR values are consistently around 50-60%, indicating that our method can
successfully generate a large proportion of samples that are classified as belonging to the unlearned
class. Meanwhile, the CS values (e.g., CIFAR-100: 0.47 vs. 0.57) demonstrate that the reconstructed
samples lie close to the original unlearned data in feature space, confirming that the recovered images
retain strong semantic similarity.
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Figure 8: Traces of unlearned data under different model access levels on PathMNIST in the approx-
imate unlearning scenario. The images in red boxes represent the unlearned data “Adipose”.
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Figure 9: Trace distribution under different model access levels on PathMNIST in the exact unlearn-
ing scenario. Class O represents “Adipose”.

In the approximate unlearning scenario, the performance further improves across datasets and access
levels. MSE decreases noticeably compared to exact unlearning (e.g., CIFAR-100: 0.17 vs. 0.20),
suggesting that approximate unlearning leaves stronger residual signals for pixel-level recovery. SR
also increases significantly, with white-box access achieving the highest rates (e.g., CIFAR-100:
73.1%; PathMNIST: 59.7%), demonstrating that our method can generate an even larger number of
valid samples for the forgotten class. Finally, CS values are consistently close to the criteria (e.g.,
Food-101: 0.49 vs. 0.54), indicating that reconstructed images not only recover visual details but
also align well with the semantic representations of unlearned data.

Distribution level. Figure 5 illustrates the distribution-level reconstruction results of RETRACE in
terms of FID and KL divergence.

Under exact unlearning, across all three datasets, RETRACE achieves meaningful reconstruction
performance under all access levels. In the black-box setting, both FID and KL remain at reasonably
low values (e.g., CIFAR-100: FID = 142.1, KL = 3.62; PathMNIST: FID = 125.4, KL = 3.33),
showing that the method can approximate the deleted distribution even with limited information.
Moving to the grey-box setting, the incorporation of loss-level traces consistently reduces both FID
and KL (e.g., CIFAR-100: FID drops from 142.1 to 135.0, KL from 3.62 to 2.55), demonstrating
improved alignment with the original distribution. The best results are obtained in the white-box
setting, where gradient-level traces further enhance reconstruction quality, yielding the lowest FID
and KL across datasets (e.g., CIFAR-100: FID = 108.9, KL = 2.49; PathMNIST: FID = 96.5, KL
= 2.22). These results highlight that while RETRACE is effective even under restrictive black-box
conditions, more informative access significantly boosts distribution-level recovery.

In the approximate unlearning setting, the results further improved. Compared to exact unlearning,
FID values are consistently lower (e.g., CIFAR-100: 99.1 vs. 108.9; PathMNIST: 93.4 vs. 96.5), re-
flecting that approximate unlearning leaves stronger distributional traces that RETRACE can exploit.
KL divergence also decreases slightly in most cases (e.g., PathMNIST: 2.00 vs. 2.22), confirming
that the reconstructed samples align closely with the underlying class distribution.

Cases. We present reconstructed samples at the instance level for CIFAR-100, Food-101, and
PathMNIST under the white-box setting.

For CIFAR-100, we present reconstructed samples under Exact Unlearning (Figure 10).

For Food-101, we present reconstructed samples under Exact Unlearning (Figure 12) and under
Approximate Unlearning (Figure 11).
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(a) Instance-
level. (b) Distribution-level.

Figure 10: Generated unlearned samples (“Apple class”) in CIFAR-100 under exact unlearning.

(a) Instance-
level. (b) Distribution-level.

Figure 11: Generated unlearned samples (“Apple pie class”) in Food-101 under approximate un-
learning.

For PathMNIST, we present reconstructed samples under Exact Unlearning (Figure 14) and under
Approximate Unlearning (Figure 13).

D.4 ABLATION ON UNLEARNED CLASSES

We present a group of examples on reconstructed samples for multiple CIFAR-100 classes under
Exact and Approximate unlearning, as shown in Figure 15.

D.5 GENERALIZATION ON TEXT DATASET

Setup. We employ a pretrained GPT-2 (small) decoder as the text generator and fine-tune it with a
lightweight PPO/REINFORCE objective, while the DistilBERT classifiers (Sanh et al., 2019) serve
as unlearned model: f7 trained on the full AG News corpus and f~ retrained after Exact Unlearning
of the unlearned class. At reconstruction time, we query f* and f~ on sampled texts to construct
a trace reward whose components depend on the access setting: Black-box uses the prediction di-
vergence Opred () = ||softmax(f™(x)) — softmax(f~ (x))||2; Gray-box augments this with a loss
8ap bioss () = [€(fF(2),9) — €(f(x),9)| where § = argmax fT(z); White-box additionally
incorporates a representation discrepancy dgeat(z) = 1 — cos(h™(z),h™(x)) from hidden states.
The total reward is the weighted sum of the trace term, a class-prior from f (target-class probabil-
ity), a discriminative term that increases the target-class logit, a small fluency bonus from the policy
log-likelihood, and a length penalty. We decode with top-% sampling, a repetition penalty, and a min-
imum new-token budget to mitigate collapse. We evaluate reconstruction effectiveness with BLEU,
computed as corpus-level n-gram overlap against held-out texts from the forgotten class, and MMD,
computed between generated and forgotten-class distributions in the DistilBERT [CLS] embedding
space using a multi-bandwidth RBF kernel.

Reconstruction examples on the text dataset. The representative reconstructions on AG News
(forgotten class: Sports) are shown below. These examples illustrate the recovered sports style.

Sample 0: Inter lift Coppa Italia after 1-0 final; Martinez scores decisive header.
Sample 1: Celtics survive Heat 104-99; Tatum posts 34-9-7 in Game 5.
Sample 2: France edge Spain 1-0 to lift UEFA Nations League crown in Milan.
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(a) Instance-
level. (b) Distribution-level.

Figure 12: Generated unlearned samples (“Apple pie class”) in Food-101 under exact unlearning.

(a) Instance- ~
level. (b) Distribution-level.

Figure 13: Generated unlearned samples (“Adipose class”) in PathMNIST under approximate un-
learning.

D.6 DISCUSSION OF POTENTIAL LIMITATIONS

Our method builds upon pretrained generative models, which serve as the base model for recon-
structing the unlearned content. This design alleviates the challenges of training from scratch, such
as unstable optimization and mode collapse, and enables more efficient adaptation with RL signals.
Nevertheless, the characteristics of the pretrained model itself naturally influence the reconstruc-
tion quality. In particular, the alignment between the pretraining corpus and the target task domain
plays a critical role: if the pretraining data diverges significantly from the forgotten distribution, the
generated samples may deviate from the intended semantics or result in unsatisfactory outputs.

However, in modern machine learning practice, the use of pretrained models has become standard.
Large-scale pretraining not only reduces computational overhead but also greatly improves practi-
cality compared to training from scratch. Therefore, this potential limitation, which could otherwise
affect RETRACE’s performance, is unlikely to pose a significant concern.
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Figure 14: Generated unlearned samples (“Adipose class”) in PathMNIST under exact unlearning.

Approximate

(a) Class 1: Aquarium fish. (b) Class 5: Bed. (c) Class 12: Bridge.

Figure 15: Reconstructed unlearned samples on class 1, 5 and 12 on CIFAR-100.
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