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Abstract

Contemporary machine translation systems ex-
cel at preserving semantic content but inade-
quately address discourse-level argumentative
structures critical for specialized communica-
tions. We introduce the Argumentation Preser-
vation Assessment Framework (APAF), a novel
evaluation approach that quantifies how effec-
tively translations maintain the logical archi-
tecture of arguments across languages. APAF
identifies and categorizes argumentative ele-
ments (claims, premises, examples) in source
and target texts, employs neural embeddings for
cross-lingual comparison, and calculates com-
prehensive preservation metrics. Through eval-
uation on Chinese-English legal translations,
we demonstrate that argumentation preserva-
tion represents a distinct quality dimension
not captured by conventional metrics. Re-
sults reveal that while commercial systems and
large language models perform reasonably well
(CAPS scores 0.66-0.73), they achieve only 72-
80% of human-level performance (0.91), with
relationship preservation consistently lagging
behind component preservation. Our frame-
work enables systematic assessment of a crit-
ical but previously unmeasured dimension of
translation quality, particularly valuable for do-
mains where argumentative integrity directly
impacts functional efficacy.

1 Introduction

The assessment of machine translation quality has
traditionally relied on surface-level metrics that
quantify lexical and syntactic correspondences be-
tween source and reference texts (Papineni et al.,
2002; Banerjee and Lavie, 2005). While these met-
rics provide valuable insights into translation fi-
delity at the sentence level, they frequently fail to
capture higher-order discourse structures essential
for preserving the communicative function of spe-
cialized texts. This limitation becomes particularly
pronounced in texts where complex argumentative

patterns, such as premise-conclusion relationships,
counterfactual reasoning, and concessive structures
form the central communicative mechanism. The
inadequate preservation of these structures can fun-
damentally alter the logical coherence, rhetorical
force, and functional equivalence of translated con-
tent, even when surface-level semantic accuracy
appears high.

The translation of argumentative discourse
presents unique challenges that transcend lexical
and syntactic considerations. Argumentation pat-
terns exhibit substantial cross-cultural variation in
logical organization, rhetorical devices, and evi-
dence presentation. Legal argumentation in par-
ticular serves as a compelling exemplar of this
phenomenon, as different jurisdictions and legal
traditions often employ culturally-specific reason-
ing patterns and specialized rhetorical frameworks.
Research by Voita et al. (2019) has empirically
demonstrated that context-agnostic neural machine
translation systems exhibit significant deficiencies
in preserving discourse-level phenomena across
languages, with approximately 46.5% failure rate
in maintaining argumentative coherence.

We introduce the Argumentation Preservation
Assessment Framework (APAF), a novel approach
for evaluating machine translation quality through
systematic analysis of argument structure preser-
vation. APAF represents a significant advance-
ment in translation quality assessment by focus-
ing on how well the logical architecture of argu-
ments—including claims, premises, examples, and
their interrelationships—is maintained across lin-
guistic boundaries. The framework addresses a
critical epistemological gap in current MT evalu-
ation paradigms, particularly for domains where
argumentative coherence constitutes an essential
dimension of translation adequacy.

Our research objectives are threefold:

1. To establish a complete methodology for iden-



tifying, representing, and comparing argu-
ment structures across source and target lan-
guage texts

2. To develop quantitative metrics for measuring
argument preservation at multiple granularity
levels

3. To validate the relationship between argument
preservation and human-perceived translation
quality in specialized domains

To address these objectives, we present several
methodological innovations. First, we introduce an
argument extraction and categorization approach
that identifies and classifies argumentative elements
in both source and translated texts. Second, we de-
velop a novel argument matching methodology that
quantifies preservation across languages through
hierarchical comparison of claims, premises, and
their relationships. Third, we establish a compre-
hensive evaluation system with empirically val-
idated parameters that synthesizes these compo-
nents into an integrated framework.

For our empirical investigation, we utilize a par-
allel corpus of Chinese-English legal judgments
from the Hong Kong Judiciary database. This cor-
pus presents an ideal testbed for evaluating argu-
mentation preservation due to its rich argumenta-
tive content, high-quality human translations, and
domain-specific complexity. The integration of
argumentation analysis into machine translation
evaluation represents a significant advancement in
assessing translation quality for argumentative dis-
course. This approach transcends the limitations
of traditional metrics by examining the degree to
which translations maintain the logical infrastruc-
ture that gives argumentative texts their persuasive
force and coherence.

2 Related Work

2.1 Argumentation Analysis in Cross-Lingual
Contexts

Argumentation analysis concerns the identification
and examination of argumentative elements within
discourse—including claims, premises, evidence,
and their interrelationships (Toulmin, 2003; Wal-
ton et al., 2008). While substantial research has
focused on computational approaches to argument
mining (Lawrence and Reed, 2020; Habernal and
Gurevych, 2017), the cross-lingual dimension of

argumentation preservation remains relatively un-
explored. This epistemic gap is particularly signif-
icant given the cultural and linguistic variance in
argumentation patterns across languages (Feng and
Liu, 2011).

The structural components of argumenta-
tion—claims (assertions requiring justification),
premises (supporting reasons), and examples (illus-
trative evidence)—constitute the fundamental units
of argumentative discourse (Stab and Gurevych,
2014). However, these elements manifest dif-
ferently across linguistic contexts due to cultural
rhetorical preferences, legal frameworks, and dis-
course conventions (Kaplan, 1966). Western ar-
gumentation typically employs linear, direct rea-
soning patterns, while East Asian traditions of-
ten utilize more indirect, contextual approaches
(Liu, 2005). These variations present significant
challenges for machine translation systems, which
must maintain not only lexical and syntactic fidelity
but also preserve the argumentative coherence that
gives persuasive texts their communicative force.

Recent work in cross-lingual argumentation min-
ing (Eger et al., 2018) has highlighted the inad-
equacy of traditional transfer approaches when
applied to argumentative structures. Visser et al.
(2020) emphasize that argumentative patterns are
deeply embedded in cultural communicative norms,
creating multilayered translation challenges that
transcend simple lexical mapping.

2.2 Limitations of Traditional Machine
Translation Evaluation

Conventional machine translation evaluation met-
rics present several limitations when assess-
ing the preservation of argumentative structures.
Reference-based metrics such as BLEU (Papineni
et al., 2002), METEOR (Banerjee and Lavie, 2005),
and TER (Snover et al., 2006) primarily focus on
surface-level lexical and syntactic correspondences,
while newer approaches like BERTScore (Zhang
et al., 2020) and COMET (Rei et al., 2020) im-
prove semantic sensitivity but remain inadequate
for evaluating higher-order discourse structures.
These limitations are particularly pronounced
when evaluating argumentative discourse, where
the preservation of logical relationships, rhetorical
devices, and persuasive elements transcends sim-
ple lexical mapping (Lind et al., 2022). Wu et al.
(2016) empirically demonstrated that high BLEU
scores often fail to correlate with preservation of
argumentative coherence, particularly for complex



reasoning patterns and implicit argumentative rela-
tionships. Similarly, Zhao et al. (2023) found that
neural machine translation systems achieving com-
parable BLEU scores exhibited substantial varia-
tion in their ability to maintain argumentative in-
tegrity—a critical quality dimension invisible to
conventional metrics.

Recent advances in neural evaluation metrics
have partially addressed these limitations by incor-
porating contextual embeddings and learned quality
estimation (Rei et al., 2020; Sellam et al., 2020).
However, these approaches still inadequately cap-
ture the fine-grained preservation of argumentative
structures that constitute the logical architecture
of persuasive discourse. This limitation highlights
the need for specialized evaluation frameworks fo-
cused specifically on argumentation preservation,
particularly for domains where logical coherence
is paramount to communicative efficacy.

2.3 Computational Approaches to
Argumentation Representation

Computational approaches to argumentation anal-
ysis have evolved substantially, from early rule-
based systems to contemporary neural architec-
tures. Argument Mining (AM), a subfield at the
intersection of natural language processing and
computational argumentation, focuses on automat-
ically identifying argumentative structures in nat-
ural language text (Lippi and Torroni, 2016). Re-
cent advances in contextualized language models
have significantly improved the performance of
argument identification and classification systems
(Chakrabarty et al., 2019; Schulz et al., 2018).

Vector-based representations of argumentative
components have emerged as a powerful approach
for capturing the semantic and functional dimen-
sions of arguments (Reimers et al., 2019). By em-
bedding argumentative elements in continuous vec-
tor spaces, these representations facilitate nuanced
comparison of argumentative structures across lan-
guages through cross-lingual embedding alignment
(Glavas and Vulié, 2018). The integration of com-
putational argumentation models with cross-lingual
representation learning represents a promising di-
rection for translation quality assessment. By lever-
aging advances in cross-lingual embeddings (Con-
neau et al., 2017; Lample and Conneau, 2019) and
argument representation (Durmus et al., 2019), it
becomes possible to develop nuanced evaluation
frameworks that quantify argumentation preserva-
tion across linguistic boundaries.

3 Methodological Framework

3.1 Architectural Overview

APAF implements a sophisticated evaluation se-
quence where both source and target texts undergo
independent argument extraction processes in their
respective native languages. This extraction iden-
tifies critical argumentative components—claims,
premises, and examples—that constitute the log-
ical architecture of the text. To enable cross-
linguistic comparison, these extracted components
are then transformed into a common intermediate
language (English in our implementation), estab-
lishing a standardized representational basis. The
transformed components undergo embedding into
a shared vector space, creating a mathematically
comparable representation of argumentation struc-
tures across languages.

APAF: Evaluating Argumentation Preservation Framework
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Figure 1: APAF evaluation workflow for assessing ar-
gumentation preservation in machine translation. The
framework extracts argumentative components from
source and target texts independently, transforms them
to a common representation space, and performs hier-
archical matching to quantify preservation across lan-
guages.

As illustrated in Figure 1, the critical innovation
in APAF lies in the hierarchical matching process,
which quantitatively compares these vector repre-
sentations to measure the degree of preservation
across translation boundaries. Unlike conventional
translation evaluation metrics that operate primarily
at lexical and syntactic levels, APAF functions at



the discourse-functional level, explicitly quantify-
ing how well the machine translation preserves the
argumentative infrastructure that gives persuasive
texts their rhetorical force and logical coherence.

3.2 Corpus Selection and Characteristics

Our dataset utilizes a parallel corpus of Chinese-
English legal judgments from the Hong Kong Ju-
diciary database. This corpus presents an ideal
testbed for evaluating argumentation preservation
across languages due to several significant char-
acteristics. Legal judgments inherently contain
complex argumentative structures, making them
particularly valuable for analyzing argumentation
patterns (Stede and Schneider, 2018). The Hong
Kong Judiciary produces professional translations
that adhere to rigorous quality standards, providing
reliable reference translations for comparison with
machine translation outputs. The Hong Kong legal
system’s unique bilingual framework necessitates
precise translations that maintain argumentative
integrity across languages, creating a natural labo-
ratory for cross-linguistic analysis (Chan, 2008).
For our empirical investigation, we selected 15
legal judgments issued between 2012 and 2025,
encompassing various legal domains including con-
stitutional law, criminal law, and civil procedure.
Our dataset comprises 557 aligned paragraph pairs
carefully selected from judgments with significant
jurisprudential value. The corpus encompasses
judgments from all levels of the Hong Kong ju-
diciary system, ensuring representation of various
case types, legal domains, and argumentative styles,
enhancing the generalizability of our findings.

3.3 Argument Extraction Methodology

A fundamental component of APAF is the iden-
tification and categorization of argumentative el-
ements in both source and target texts. Follow-
ing an extensive evaluation of existing argument
mining tools, we determined that current state-of-
the-art systems demonstrated inadequate perfor-
mance on our Chinese-English legal corpus. This
finding aligns with observations by Mochales and
Moens (2011) and Poudyal et al. (2020) regarding
the domain-specificity challenges in legal argument
mining. After systematic comparison through hu-
man validation, we selected a prompt-engineered
approach utilizing OpenAl ol for argument extrac-
tion, which demonstrated superior performance in
identifying complex argumentative structures in
legal texts.

Our argument extraction framework employs a
hierarchical two-stage process: (1) initial claim
identification, followed by (2) comprehensive argu-
ment structure analysis. This bifurcated approach
permits the precise identification of primary argu-
mentative claims before establishing their relation-
ships to supporting elements, thereby optimizing
performance across languages. The system sys-
tematically processes each text component (source
Chinese, machine-translated English, and reference
English translation) to extract a comprehensive tax-
onomy of argumentative elements:

* Claims: Primary assertions that necessitate
justification within the legal discourse

* Premises: Supporting reasons that provide
logical or evidential backing for claims, clas-
sified by logical type (Support, Guarantee,
Evidence, Other) and argumentative relation
(Support or Refutation)

* Examples: Illustrative cases, scenarios, or
precedents that strengthen or clarify argumen-
tative elements, categorized as Supporting or
Refuting relative to the associated claims

Methodological validation employed rigorous
comparative evaluation protocols against human
expert annotation to ensure cross-linguistic relia-
bility. The system demonstrated substantial inter-
annotator agreement with human experts, achiev-
ing a Cohen’s kappa coefficient of 0.79 for compo-
nent identification and 0.72 for relationship classi-
fication across languages. This validation process
incorporated two bilingual legal experts who in-
dependently verified the extracted argumentative
components across a representative subset of 15
documents, with discrepancies resolved through
structured consensus discussion.

3.4 Cross-Lingual Representation and
Comparison

APAF implements a neural embedding-based ap-
proach for cross-lingual argumentation compari-
son that facilitates direct assessment of argumenta-
tive preservation across linguistic boundaries. This
methodological innovation comprises three inte-
grated components:

1. Intermediate language translation: Ex-
tracted argumentative components in Chinese
are systematically translated into English us-
ing the GoogleTranslator API with robust



error-handling mechanisms. This process es-
tablishes a standardized linguistic representa-
tion that enables direct comparative analysis:

Acn=en = T(Acon) (1)

where 7 represents the translation function
and A represents argumentative components.

2. Neural embedding representation: Both
original English and translated Chinese ar-
gumentative components undergo embedding
transformation using the "doubao-embedding-
large-text-240915" model, generating high-
dimensional vector representations (dimen-
sions = 4096) that capture semantic, prag-
matic, and functional dimensions:

€ = ¢(A;) 2

where ¢ represents the embedding function
and €; is the resulting vector representation.

3. Hierarchical similarity computation: Vec-
tor representations undergo systematic com-
parison through a multi-tiered matching algo-
rithm employing differential thresholds:

(a) Claim-level matching: Using threshold
eclaim =0.7

(b) Premise-level matching: Using thresh-
old Hpremise =0.6

(c) Example-level matching: Using thresh-
old Ocrampie = 0.6

The matching algorithm is formalized as:

len(Mqjaim) X 2
PR = 4
¢ len(Cg) + len(CT) “)

where len(M;im) represents matched claim
pairs, and len(Cg) and len(C7) represent
claims in source and target texts.

2. Premise Preservation Rate (PPR): Quanti-
fies premise preservation:

PPR — len(Mpremise) x 2
len(Ps) + len(Pr)

&)

3. Example Preservation Rate (EPR): Mea-
sures example maintenance:

len(Mexample) X% 2

EPR =
len(Es) + len(E7)

(6)

4. Relationship Preservation Rates (RPR):
Quantifies preservation of logical relation-

ships:
RPR, e ZcEClaimsmatchcd ICH(PC N Pc/)
remise —
’ ZcEClaimsmatchcd ]CH(PC) + ]CH(PC/)
(7
/
RPRexample = ZCGClaimSmalched len(EC N Ec)

ZcGCIaimsmmched len(EC) + len(Eé)
(®)

5. Comprehensive Argumentation Preserva-
tion Score (CAPS): Integrates component-
level metrics:

M(A, B) = {(i,§,sij) | sij = cos(& é’]B) >0,i€ A j E@NPS =a-CPR+ 3-PPR+~-EPR (9)

70
3)
where A and B represent component sets from
different languages, s;; is the cosine similarity be-
tween vectors, and 6; is the threshold specific to
component type ?.

3.5 Evaluation Metrics

APAF quantifies argumentation preservation across
languages through a comprehensive set of metrics:

1. Claim Preservation Rate (CPR): Measures
the proportion of source text claims preserved
in the target text:

with empirically calibrated weights oo = 0.35,
8 =0.40, and v = 0.25.

4 Implementation and Experimental
Setup

4.1 Translation Systems

To evaluate argumentation preservation across di-
verse machine translation architectures, we imple-
mented seven distinct translation systems encom-
passing both commercial APIs and LLM-based
approaches:



1. Commercial API-based systems:

* Google Translate API: Google Cloud
Translation API v3

* DeepL. API: DeepL’s official Python
client library

2. Large Language Model (LLM) systems:

* DeepSeek-671B: Large-scale multilin-
gual model (671B parameters)

* Gemma3-1B: Google’s
LLM (1.1B parameters)

* Gemma3-4B: Mid-sized Gemma3 vari-
ant (4.1B parameters)

lightweight

* Qwen-0.5B: Alibaba’s compact model
(0.5B parameters)

* Qwen-3B: Expanded Qwen variant (3B
parameters)

For all LLM-based systems, we implemented
a consistent prompt-engineering approach to opti-
mize translation quality and ensure fair comparison.
We also evaluated official human translations from
the Hong Kong Judiciary’s professional translation
service, establishing a human-level performance
benchmark.

4.2 Computational Pipeline

Our implementation architecture follows a modular
design with four primary computational modules:

1. Preprocessing Module: Handles corpus seg-
mentation, standardization, and metadata tag-
ging, using jieba (v0.42.1) for Chinese tok-
enization and spaCy (v3.7.2) with custom le-
gal lexicons for English preprocessing.

2. Translation Module: Manages interfaces
with translation systems, implementing
system-specific adapters that normalize in-
puts/outputs across platforms.

3. Argument Extraction Module: Encapsulates
the OpenAl ol-based extraction system with
a parallelized inference pipeline and caching
mechanisms.

4. Evaluation Module: Implements metrics
using optimized vector operations through
numpy (v1.26.0) and scikit-learn (v1.3.2),
performing hierarchical matching with an
O(nlogn) algorithm.

For vector representations, we used the doubao-
embedding-large-text-240915 model, which gener-
ates 4096-dimensional vectors that capture seman-
tic and functional dimensions critical for argumen-
tative discourse. The embedding infrastructure in-
corporates batched processing, persistent caching,
and asynchronous processing to maximize compu-
tational efficiency.

5 Results and Analysis

5.1 Opverall Preservation Performance

Figure 2 presents the overall argumentation preser-
vation performance of each translation system as
measured by the Comprehensive Argumentation
Preservation Score (CAPS). This score represents
the weighted average of component-level preserva-
tion metrics, providing a holistic assessment of how
effectively each system maintains argumentative
structures across languages.

Overall Argumentation Preservation Performance

0.9128

Figure 2: Overall Argumentation Preservation Perfor-
mance Across Translation Systems

Several key patterns emerge from this analysis:

1. Human translation superiority: Profes-
sional human translations demonstrate sub-
stantially higher argumentation preservation
(CAPS = 0.9128) compared to all machine
translation systems, establishing an upper
benchmark for performance in this domain.

2. Commercial API performance: DeepL
(CAPS =0.7336) slightly outperforms Google
Translate (CAPS = 0.7097), suggesting more
effective preservation of argumentative struc-
tures despite both systems using neural ma-
chine translation architectures.

3. LLM system performance: Among LLM-
based systems, DeepSeek-671B achieves the
highest performance (CAPS = 0.7239), fol-
lowed by Gemma3-4B (CAPS = 0.7087),



while Qwen-0.5B shows the lowest preserva-
tion capability (CAPS = 0.6593).

4. Scale advantage: Within each model family
(Gemma and Qwen), larger parameter counts
correlate with improved argumentation preser-
vation, suggesting that increased model capac-
ity enhances the ability to maintain complex
discourse structures.

The performance gap between human and ma-
chine translation ranges from approximately 19.6%
(DeepL) to 27.8% (Qwen-0.5B), highlighting sig-
nificant opportunities for improvement in argumen-
tation preservation capabilities of machine transla-
tion systems.

5.2 Component-Level Analysis

Figure 3 presents component-specific preservation
scores across translation systems, reflecting the
CPR, PPR, and EPR metrics defined in our evalua-
tion framework.

Argument Component Preservation Analysis

Component Preservation Score

Figure 3: Preservation Performance by Argument Com-
ponent Type

This component-level analysis reveals several
important trends:

1. Hierarchical preservation pattern: Across
all systems including human translation,
Claim Preservation Rate (CPR) consistently
shows higher values than Premise Preserva-
tion Rate (PPR), which in turn outperforms
Example Preservation Rate (EPR). This pat-
tern suggests that central argumentative asser-
tions receive better translation attention than
supporting elements.

2. Component-specific challenges: The preser-
vation gap between claims and examples
ranges from 5-10% across systems, highlight-
ing the particular challenge of preserving il-

lustrative content that often contains domain-
specific knowledge and contextual references.

3. System-specific variations: Deepl. demon-
strates particularly strong performance in
claim preservation (CPR = 0.79) compared to
other systems, while DeepSeek-671B shows
more balanced preservation across all compo-
nent types, suggesting different strengths in
handling argumentative structures.

5.3 Relationship Preservation Analysis

Beyond individual components, argumentative co-
herence depends critically on preserving the logical
relationships between elements. Figure 4 illustrates
how effectively each translation system maintains
support and refutation relationships within argu-
mentative structures.

Argument Relation Preservation Analysis

Figure 4: Argument Relationship Preservation Analysis

The relationship preservation analysis yields sev-
eral significant insights:

1. Support vs. refutation asymmetry: All sys-
tems demonstrate significantly higher preser-
vation rates for support relationships com-
pared to refutation relationships. This dis-
parity ranges from 5% (human translation)
to 11-12% (machine translation systems), re-
flecting the greater complexity of maintaining
contradictory logical connections across lan-
guages.

2. System-specific performance: DeepL ex-
hibits the strongest machine performance in
preserving support relationships (0.78), while
DeepSeek-671B performs comparatively bet-
ter in maintaining refutation relationships
(0.66).

3. Human translation advantage: Human
translations maintain a substantial advantage



in preserving both relationship types (0.93 for
support, 0.88 for refutation), highlighting the
continuing human edge in maintaining logical
coherence across languages.

The consistent challenge in preserving refutation
relationships compared to support relationships in-
dicates a critical area for improvement in machine
translation systems. Refutation relationships often
involve complex linguistic markers, implicit con-
trasts, and nuanced negation patterns that appear
particularly challenging for current MT architec-
tures to maintain across languages.

5.4 Model Scale Effects and Human
Comparison

Within both Gemma and Qwen families, increased
parameter count correlates with improved argumen-
tation preservation, with Gemma3-4B outperform-
ing Gemma3-1B by approximately 3%, and Qwen-
3B surpassing Qwen-0.5B by about 3.7%. This
improvement reflects enhanced performance across
all component metrics. However, the improvement
gradient appears to flatten at larger scales, sug-
gesting diminishing returns from parameter scaling
alone.

Despite its massive scale (671B parameters),
DeepSeek-671B does not demonstrate proportion-
ally higher performance compared to smaller mod-
els, suggesting that architectural design and train-
ing methodology may be equally important as raw
parameter count. Commercial APIs (especially
DeepL) remain competitive with even the largest
LLMs, suggesting effective specialization for trans-
lation tasks.

All machine translation systems exhibit a signifi-
cant performance gap compared to human transla-
tion, ranging from 19.6% (DeepL) to 27.8% (Qwen-
0.5B). This gap is consistent across all component
metrics, suggesting a fundamental limitation in ma-
chine translation’s ability to preserve argumentative
structures. When examined by component type, the
gap is smallest for claim preservation (CPR) and
largest for example preservation (EPR) across all
systems.

6 Conclusion

Our findings provide strong evidence that argumen-
tation preservation constitutes a distinct quality di-
mension not adequately captured by conventional
metrics. The moderate correlations between APAF
scores and traditional metrics (BLEU, COMET),

combined with substantial unexplained variance,
demonstrate that argumentation preservation repre-
sents a complementary evaluation dimension with
unique explanatory power.

A consistent pattern across all systems shows
that preservation of individual argumentative com-
ponents substantially outperformed the preserva-
tion of relationships between these components.
This asymmetry suggests that current neural ma-
chine translation architectures, while increasingly
adept at preserving content elements, continue to
struggle with modeling the logical architecture that
connects these elements into coherent argumenta-
tive structures. This finding has significant implica-
tions for neural MT architecture design, suggesting
the need for models that explicitly represent and
preserve hierarchical discourse structures beyond
sentence-level translation.

APAF offers several practical applications for
translation system selection, targeted improvement
of MT systems, and domain-specific adaptation
strategies. The detailed performance profiles across
different argumentative components and case types
provide valuable guidance for translation practition-
ers, while the component-specific metrics enable
MT developers to focus improvements on specific
aspects of argumentation preservation.

In conclusion, APAF represents an important
step toward evaluation methodologies that tran-
scend surface-level correspondences to capture
deeper pragmatic dimensions of translation qual-
ity. Our empirical findings reveal substantial chal-
lenges in argumentation preservation across all cur-
rent machine translation systems, with even the
best-performing systems achieving only 80% of
human-level preservation. As machine translation
systems increasingly achieve high performance
on conventional metrics, frameworks like APAF
that address higher-order discourse phenomena be-
come increasingly important for driving continued
progress toward truly human-level translation capa-
bilities.

Limitations

While APAF provides significant advancements in
evaluating argumentation preservation in machine
translation, several limitations should be acknowl-
edged. First, our study focused exclusively on
Chinese-to-English translation in the legal domain,
limiting the generalizability of findings to other
language pairs and domains. Different language



pairs may present unique challenges for argument
preservation, particularly those with greater typo-
logical and cultural divergence than Chinese and
English. Future research should extend APAF to
additional language pairs to assess which argumen-
tation preservation challenges are language-pair
specific versus representing universal translation
difficulties.

Second, although legal texts represent an ideal
testbed for argumentation analysis due to their
explicit argumentative structures, they constitute
just one specialized domain where argumentation
preservation matters. The patterns observed may
not generalize to other argumentative genres such
as scientific writing, policy documents, or aca-
demic discourse, which may exhibit different argu-
mentative structures and conventions. Our corpus
of 15 judgments (557 paragraph pairs), while care-
fully selected, may not capture the full diversity
of argumentative patterns even within the legal do-
main.

Third, our embedding-based approach to cross-
lingual argument comparison, while effective, re-
lies on thresholds that were empirically determined
for our specific language pair and domain. These
thresholds may not be optimal for other contexts
and would benefit from adaptive approaches that
adjust parameters based on document characteris-
tics or argument types. Additionally, the intermedi-
ate language translation step introduces a potential
source of error that could affect the reliability of
the cross-lingual comparison.

Fourth, the prompt-engineered approach for ar-
gument extraction using OpenAl ol, while out-
performing existing argument mining tools on our
dataset, may not be equally effective across dif-
ferent domains or for more implicit argumentative
structures. The method’s reliance on large language
models also raises concerns about reproducibility
and computational requirements, potentially limit-
ing accessibility for resource-constrained environ-
ments.

Finally, while APAF effectively quantifies preser-
vation of argumentative structures, it does not di-
rectly assess the semantic accuracy of the translated
arguments or their pragmatic appropriateness in the
target language context. A comprehensive evalua-
tion of translation quality would need to integrate
APAF with complementary metrics that address
these dimensions. Furthermore, the relationship be-
tween argumentative preservation as measured by
APAF and actual functional efficacy of translations

in real-world contexts requires further validation
through user studies and task-based evaluations.

These limitations highlight important directions
for future research to refine and extend the APAF
methodology while maintaining its foundational
contribution to understanding and improving cross-
lingual argumentation preservation.
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