
FactBench: A Dynamic Benchmark for In-the-Wild Language Model
Factuality Evaluation

Anonymous ACL submission

Abstract

The rapid adoption of language models (LMs)001
across diverse applications has raised concerns002
about their factuality, i.e., their consistency003
with real-world facts. We introduce VERIFY,004
an evidence-based evaluation pipeline that mea-005
sures LMs’ factuality in real-world user in-006
teractions. VERIFY considers the verifiabil-007
ity of LM-generated content and categorizes008
content units as supported, unsupported,009
or undecidable based on Web-retrieved ev-010
idence. Importantly, factuality judgment by011
VERIFY more strongly correlates with hu-012
man evaluations than existing methods. Using013
VERIFY, we identify “hallucination prompts,”014
i.e., those that frequently elicit factual errors015
in LM responses. These prompts form FACT-016
BENCH, a dataset of 1K prompts spanning 150017
fine-grained topics and tiered by difficulty. We018
benchmark widely-used open-weight and pro-019
prietary LMs from six families, yielding three020
key findings: (i) factual precision declines as021
prompt difficulty increases from Easy to Hard,022
(ii) Factuality does not necessarily improve023
with scale; Llama3.1-405B-Instruct performs024
comparably to or worse than its 70B variant,025
and (iii) Gemini1.5-Pro shows a notably higher026
refusal rate, with over-refusal in 25% of cases.027

1 Introduction028

Despite ongoing efforts to enhance their factuality,029

language models (LMs) continue to generate false030

or unverifiable content, often known as hallucina-031

tion (Huang et al., 2023; Liu et al., 2023). The032

widespread use of LMs and the evolving nature033

of information demand a dynamic factuality eval-034

uation benchmark to identify the challenges LMs035

face in real-world applications. Current long-form036

factuality evaluation benchmarks (Min et al., 2023;037

Wei et al., 2024b; Malaviya et al., 2024) are static038

and have a narrow coverage of usage scenarios.039

The static design makes these benchmarks suscep-040

tible to data contamination (Magar and Schwartz,041

2022). Moreover, existing benchmarks often target 042

a limited subset of tasks. For instance, data used 043

in developing FactScore (Min et al., 2023) primar- 044

ily addresses biographical queries, while ExpertQA 045

(Malaviya et al., 2024) recruits human experts to cu- 046

rate domain-specific questions. Other benchmarks 047

(Chen et al., 2023; Wei et al., 2024b) cover queries 048

that are either LM-generated or human-curated, 049

compromising their real-world applicability. 050

In this work, we introduce FACTBENCH, a factu- 051

ality evaluation benchmark derived from real-world 052

LM usage. FACTBENCH is periodically updated, 053

with the current version comprising 1,000 prompts 054

across 150 topics (examples in Figure 2). To cre- 055

ate FACTBENCH, we first use clustering methods 056

to identify 382 unique tasks within LMSYS-Chat- 057

1M dataset (Zheng et al., 2024). We then assess 058

prompts in each task cluster for (1) verifiability, 059

indicating whether their response can be verified 060

against Web articles, and (2) usefulness, based on 061

factors such as clarity and generalizability. Ver- 062

ifiable prompts that meet a specified usefulness 063

threshold are considered for FACTBENCH. 064

To systematically identify which prompts elicit 065

hallucinations, we design VERIFY (Verification 066

and Evidence RetrIeval for FactualitY), a pipeline 067

for fine-grained factuality evaluation of LM re- 068

sponses in the wild. VERIFY first extracts con- 069

tent units from model responses and identifies their 070

type (e.g., facts, instructions, disclaimers, etc.). 071

It then evaluates only the verifiable units against 072

Web-based evidence using an interactive query 073

generation and evidence retrieval technique. Fi- 074

nally, VERIFY categorizes units as supported, 075

unsupported, or undecidable based on the ev- 076

idence. We quantify the degree of hallucina- 077

tion in model responses by proposing a halluci- 078

nation score that penalizes both incorrect claims 079

(unsupported) and claims that cannot be verified 080

due to ambiguity, missing context, or lack of evi- 081

dence (undecidable). We use this score to mea- 082
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sure the appropriateness of the corresponding user083

prompts previously filtered based on their verifiabil-084

ity and usefulness. Finally, we categorize prompts085

into three tiers (Hard, Moderate, and Easy) based086

on the responding models’ strength and select the087

ones with the highest hallucination scores within088

each tier to create FACTBENCH.089

To study trends in factuality evaluation meth-090

ods and compare their effectiveness, we focus on091

four representative LMs: two proprietary models,092

i.e., GPT4-o (OpenAI, 2024a) and Gemini1.5-Pro093

(Team et al., 2024), and two open-weight models094

from Llama3.1 family, i.e., Llama3.1-70B-Instruct095

and Llama3.1-405B-Instruct (Meta, 2024) (full096

benchmarking results across seven models can be097

found in Appendix 10.9). The results show that LM098

performance significantly increased across tiers,099

aligning with our curation strategy. To compare100

the effectiveness of different factuality evaluation101

methods, we use VERIFY units as a common basis102

and feed them into factuality evaluation baselines103

for verification. Our results show that VERIFY104

achieves the highest correlation with human judg-105

ments compared to competitive baselines, with a106

Pearson correlation of 0.97 on factual units and107

0.73 on non-factual ones. This highlights the effec-108

tiveness of our approach in factuality assessment109

and benchmark creation.110

In summary, our contributions are as follows:111

• We introduce FACTBENCH, a new benchmark112

grounded in the real-world usage of LMs. FACT-113

BENCH is designed to be updatable by period-114

ically incorporating new hallucination prompts.115

This dynamic approach ensures that the bench-116

mark remains relevant, addressing the evolving117

challenges in factual generation.118

• We design VERIFY, a factuality evaluation119

pipeline that considers the verifiability of120

generated content and categorizes units into121

supported, unsupported, or undecidable122

based on retrieval evidence. VERIFY addresses123

a key limitation of prior work that makes binary124

factuality judgments, achieving the highest aver-125

age correlation with human evaluations.126

• We release factuality annotations by humans on127

4,467 content units, with each unit independently128

judged by two annotators. Each annotator evalu-129

ates the independence of units and their factuality130

using Google Search. This human-annotated data131

provides quantifiable evaluation resources for as-132

sessing future factuality evaluation techniques.133

2 Related Work 134

2.1 Factuality Evaluation Benchmarks 135

The widespread adoption of LMs, coupled with 136

their tendency to hallucinate, demands new bench- 137

marks that can effectively identify their factual 138

weaknesses across diverse scenarios. Prior fac- 139

tuality evaluation benchmarks mainly focus on 140

short-form and human-curated question-answering 141

(QA) tasks. For instance, TruthfulQA (Lin et al., 142

2022), HaluEval (Li et al., 2023), and FELM (Chen 143

et al., 2023) mostly focus on short-form knowledge- 144

based QA of human-selected topics, despite LMs 145

typically engaging in long-form conversations. The 146

data used in developing FactScore (Min et al., 147

2023), while long-form, is limited to a single, rela- 148

tively easy task of biographical QA. LongFact (Wei 149

et al., 2024b) expands to 38 human-selected top- 150

ics, but the prompts are LM-generated rather than 151

user-driven. FactCheck-Bench (Wang et al., 2024a) 152

collects ChatGPT hallucinations from Twitter, but 153

its scope is narrow (94 prompts) and focuses on 154

a specific and rather obsolete model. Moreover, 155

all these datasets are static and prone to the data 156

contamination issues (Magar and Schwartz, 2022). 157

We fill these gaps by offering a benchmark that 158

systematically mines hallucination prompts from 159

in-the-wild user-model dialogues in LMSYS-chat- 160

1M (Zheng et al., 2024), spanning diverse topics. 161

FACTBENCH is designed to be regularly updated 162

with new real-world prompts, ensuring relevance 163

to evolving LM capabilities and use cases rather 164

than being limited to fixed time frames. 165

2.2 Factuality Evaluation Methods 166

The challenge of distinguishing verifiable from 167

non-verifiable claims is central to fact-checking. 168

AFaCTA (Ni et al., 2024) stresses that claims are 169

verifiable when they provide sufficient specificity 170

for evidence retrieval. The subjective nature of 171

check-worthiness, shaped by political and social 172

contexts (Konstantinovskiy et al., 2020; Nakov 173

et al., 2022), complicates this, particularly in LM- 174

generated content where fact-opinion lines blur 175

(Vosoughi et al., 2018). To address this, VER- 176

IFY introduces an undecidable label for claims 177

with ambiguous factuality to accommodate both 178

objective and context-dependent claims. 179

Long-form content evaluation presents unique chal- 180

lenges due to its complexity and the numerous 181

claims it typically contains. To address these chal- 182

lenges, SAFE (Wei et al., 2024b) and FactScore 183
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Step 1 (Collect): Harvesting Verifiable Prompts
In-the-Wild

Step 2 (VERIFY): Verification and Evidence Retrieval for
Factuality Evaluation Pipeline

Data Cleaning

Verifiability
Classification

Usefulness
Evaluation

Language
Prediction

Remove
anonymized
& duplicated

LMSYS-Chat-1M

Data
Clustering

BERTopic

embed dim
reduction clustering prompt

selection

c-TF-IDF

 Llama3-70B-Instruct 

Verifiable
(45.8%)

Not-Verifiable
(54.2%)

clarity
generalizability
relevance
feasibility

Usefulness Score

Unit Extraction &
Labeling

Facts and Claims

Unit
Decontexualization

Query Generation
Evidence Retrieval

Final Judgment

LLaMA (Large Language Model Application) is an open-source
framework that allows you to test prompts with multiple LLM models,
including those from Hugging Face, Google, and Microsoft. It provides
a simple API for testing prompts and supports multiple input formats.

Decomposed, decontextualized units:
- LLaMA (Large Language Model Application) is an open-source
framework
- LLaMA allows you to test prompts with multiple LLM models.
- LLaMA supports models from Hugging Face, Google, and Microsoft.
- LLaMA provides a simple API for testing prompts
- LLaMA supports multiple input formats.

UnsupportedSupported Undecidable

 Llama3.1-405B-Instruct 

What are the best solutions to test prompts with LLM models?

Figure 1: This figure outlines the two-step process we use to evaluate LM responses. Step 1 (left) involves cleaning,
clustering, and evaluating prompts for verifiability and usefulness. Step 2 (right) evaluates a prompt’s response by
decomposing it into units, retrieving external evidence, and generating factuality labels with a hallucination score to
flag inaccuracies. This score reflects the appropriateness of the input prompt for FACTBENCH.

(Wang et al., 2024b) decompose content into indi-184

vidual facts for granular verification. Our method,185

VERIFY, builds upon this approach by decom-186

posing LM-generated content into units and dis-187

tinguishing between verifiable and non-verifiable188

elements that appear in user-model interactions.189

While VeriScore (Song et al., 2024) similarly recog-190

nizes that not all LM-generated content is verifiable,191

its single-step approach to extracting and decontex-192

tualizing verifiable claims limits its effectiveness193

in complex scenarios. Moreover, VeriScore’s fixed-194

size context window could fail to capture long-195

range dependencies in real-world responses, poten-196

tially missing crucial context during fact-checking.197

We address these limitations through a multi-step198

process that considers the entire LM response to199

carefully identify independent and verifiable con-200

tent units. Our pipeline then evaluates these ver-201

ifiable units by classifying them as supported202

or unsupported only when confident evidence is203

found, and undecidable otherwise. This approach204

introduces a more robust method for evaluating the205

factual precision of LM-generated content. In con-206

trast, Factcheck-GPT (Wang et al., 2024a) is less207

reliable due to its coarser content extraction and208

dependence on the model’s parametric knowledge209

when external evidence is unavailable.210

3 Harvesting Real-World Prompts211

Our current understanding of LM performance on212

verifiable tasks is limited, and existing factuality213

evaluation benchmarks cover only a narrow range 214

of verifiable use cases. To address this gap, we 215

collect English prompts from the first turn of con- 216

versations in the LMSYS-Chat-1M dataset (Zheng 217

et al., 2024), which is a large-scale, in-the-wild LM 218

conversations dataset. Our objective is to identify a 219

set of verifiable and useful prompts across diverse 220

topics through a multi-step process described be- 221

low. Figure 1 (left) outlines our collection process. 222

• Data Clustering: After cleaning the data (see 223

details in Appendix 10.1), we get 294,333 dis- 224

tinct prompts and cluster them into various top- 225

ics. We use BERTopic (Grootendorst, 2022), a 226

dynamic topic-modeling pipeline that (1) em- 227

beds prompts using OpenAI’s text-embedding- 228

3-small model (OpenAI, 2024b), (2) applies 229

UMAP (McInnes et al., 2020) for dimensionality 230

reduction, and (3) applies HDBSCAN (Malzer 231

and Baum, 2020), a hierarchical density-based 232

clustering algorithm. This algorithm is particu- 233

larly effective when the number and density of 234

clusters are unknown and requires minimal pa- 235

rameter tuning (see Appendix 10.3 for details). 236

HDBSCAN identifies 142,702 (48.5%) of the 237

prompts as outliers, which we exclude to remove 238

overly-specific prompts referring to niche user 239

requests. Finally, we use a Class-based TF-IDF 240

method to select the top 100 most representative 241

prompts from each cluster and summarize them 242

into concise topics (up to 10 words) using GPT-4 243

Turbo (OpenAI, 2024c). This results in 382 clus- 244
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Benchmark In-the-Wild Dynamic # Prompts

FELM (Chen et al., 2023) ✗ ✗ 847

ExpertQA (Malaviya et al., 2024) ✗ ✗ 484

FactScore (Min et al., 2023) ✗ ✗ 500

LongFact (Wei et al., 2024b) ✗ ✗ 2280

FactCheckBench (Wang et al., 2024a) mixed ✗ 94

FACTBENCH ✓ ✓ 1000

8.9% Travel itineraries
6.5% Medical questions
4.9% Recipe requests
2.9% LM apps (i.e. in education)
2.1% GPU recommendations
2.1% Game comparisons
1.9% Music recommendations
1.9% Relativity exploration 
1.8% Solar system inquiries
1.7% Transformers explorationCo

m
m
on
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lR
eq
ue
st
s

Figure 2: Statistics of different factuality benchmarks. FACTBENCH is the first dynamic and in-the-wild factuality
evaluation benchmark with diverse topic coverage.

ters with verbalized topic examples demonstrated245

in Appendix Figure 7.246

• Verifiability Classification: We focus on247

prompts that elicit responses with varying de-248

grees of verifiable information. To identify249

these prompts, we employ Llama3-70B-Instruct250

(AI@Meta, 2024) to distinguish between ver-251

ifiable and non-verifiable prompts (see Ap-252

pendix 10.14.2 for classification prompt and Fig-253

ure 7 for proportions of verifiable prompts across254

clusters). Overall, verifiable prompts constitute255

45.8% of total prompts from the previous step.256

• Usefulness Evaluation. The remaining collec-257

tion contains around 70K prompts, too large to258

manually or automatically fact-check for iden-259

tifying “hallucination prompts” as described in260

Section 4. Random selection is suboptimal as it261

may include unclear or overly specific requests.262

Instead, we identify useful prompts based on four263

criteria: (i) clarity and understandability, (ii) gen-264

eralizability to various users or scenarios, (iii) po-265

tentially interest or value to a broader audience,266

and (iv) compatibility with LMs’ capabilities267

(e.g., excludes real-time data). To mitigate model268

bias, we employ GPT-4-Turbo and Llama3-70B-269

Instruct to independently score each criterion on270

a scale of 1 (low) to 5 (high). The final useful-271

ness score for each prompt is the average score272

across all criteria, summing the score from two273

models (see Appendix 10.4 for detailed score cal-274

culation). The usefulness score filters prompts275

for factuality evaluation (Section 5).276

4 VERIFY: Verification and Evidence277

Retrieval for Factuality Evaluation278

In this section, we present VERIFY, an automatic279

factuality evaluation pipeline that quantifies the hal-280

lucination degree of an LM’s response to a given281

prompt. The resulting hallucination score serves as 282

a proxy for prompt’s appropriateness, with higher 283

scores indicating prompts that are more likely to 284

elicit factual weaknesses in LMs and are thus bet- 285

ter suited to our evaluation benchmark. VERIFY 286

consists of two core components. First, Section 4.1 287

establishes criteria for determining the verifiability 288

of statements. Then, we describe: (1) an evalua- 289

tion pipeline that automatically labels responses 290

for factual accuracy (Sections 4.2–4.5), and (2) a 291

hallucination score that aggregates these labels into 292

a final metric (Section 4.6). 293

4.1 Verifiability-driven Factual Evaluation 294

A statement is verifiable if it provides sufficient 295

information to guide fact-checkers in verification 296

(Ni et al., 2024). We classify verifiable statements 297

into two categories: 298

Context-independent Statements: These are ob- 299

jective assertions that can be directly verified 300

against knowledge sources. For example, “RTX 301

3060 has a memory bandwidth of 360 Gbps.” 302

Context-dependent Statements: These state- 303

ments require additional information for verifica- 304

tion. For instance, verifying “The difference in 305

memory bandwidth between the RTX 3060 and 306

RTX 3060 Ti is relatively small”, requires know- 307

ing both GPUs’ bandwidths and interpreting what 308

relatively small means in context. 309

LM responses often include a mixture of veri- 310

fiable and non-verifiable statements. Focusing on 311

verifiable ones allows for a more precise factuality 312

assessment, as we describe next. 313

4.2 Unit Extraction and Labeling 314

User requests span a wide range of topics (exam- 315

ples provided in Figure 2), and model responses 316

contain a variety of content types. To evaluate ver- 317

ifiable statements, we first decompose responses 318

into independent content units, classified as Fact, 319
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Claim, Instruction, Disclaimer, Question, or320

other types (taxonomy in Appendix 10.14.4). Units321

like questions and disclaimers are typically non-322

verifiable, as they convey conversation context or323

model capabilities rather than factual information.324

We label each unit by type using Llama3-70B-325

Instruct, which serves as the backbone LM through-326

out the pipeline. A prompt with examples (Ap-327

pendix 10.14.4) guides this process. Only units328

labeled Fact or Claim proceed to the next step.329

4.3 Unit Decontextualization330

Gunjal and Durrett (2024) highlights the impor-331

tance of “molecular units”—units that contain suf-332

ficient information to be uniquely identifiable in333

factuality assessment. Inspired by this, we imple-334

ment a unit decontextualization step in our pipeline335

to minimally revise verifiable units and make them336

self-contained (prompt in Appendix 10.14.5).337

4.4 Query Generation and Evidence Retrieval338

To verify the self-contained units, we need to re-339

trieve relevant evidence from knowledge sources.340

We use SerperAPI1 for Google Search and Web-341

evidence retrieval. To improve search quality and342

retrieve evidence most helpful for verification, we343

implement an interactive query refinement tech-344

nique. Our query generator first generates an ini-345

tial query for the target unit, which is issued to346

Google Search to retrieve relevant snippets. In sub-347

sequent iterations, the query generator evaluates348

the retrieved snippets’ relevance to the target unit349

and refines the query accordingly. Empirically, we350

found that five iterations consistently yield high-351

quality and relevant evidence. The final set of352

queries and retrieved snippets are then passed to353

the next step for judgment. The prompt is provided354

in Appendix 10.14.6.355

4.5 Final Answer Generation356

In this step, the judge model (Llama3-70B-Instruct)357

makes final decisions on extracted units’ factuality358

by evaluating retrieved evidence through Chain-359

of-Thought prompting (Wei et al., 2024a). For360

each unit, the model: (i) summarizes relevant361

knowledge points, (ii) assesses their relationship to362

the unit, and (iii) classifies the evidence as either363

supported, unsupported, or undecidable. The364

prompt is provided in Appendix 10.14.7. This pro-365

cess produces annotation labels for all verifiable366

units in the original response. An overview of the367

1https://serper.dev/

evaluation pipeline is illustrated in Figure 1 (right). 368

While we instantiate VERIFY with Llama3-70B- 369

Instruct, the pipeline supports affordable factuality 370

evaluation with open-weight LMs. 371

4.6 Hallucination Score 372

After annotating individual content units, we com- 373

pute a hallucination score to quantify the preva- 374

lence of incorrect (unsupported) and inconclusive 375

(undecidable) units in a model’s response. Let 376

US denote the set of unsupported units, UD the 377

set of undecidable units, and V the set of all veri- 378

fiable units (Claims and Facts). The hallucination 379

score is defined as follows: 380

H(R) =
|US|+ α|UD|√

|V |
(1) 381

Here, α ∈ (0, 1) controls the relative weight 382

of undecidable units compared to unsupported 383

ones. This reflects cases such as: (1) potentially 384

accurate information lacking context or based on 385

outdated knowledge, (2) information unverifiable 386

through web results, and (3) plausible but unverifi- 387

able combinations of facts. Based on manual anal- 388

ysis (Appendix 10.5), we set α = 0.5. The denom- 389

inator
√

|V | grows sublinearly with the number of 390

verifiable units to maintain the score’s sensitivity 391

to errors even in longer responses. 392

5 FactBench Dataset 393

The hallucination score helps us assess prompt 394

appropriateness for our final dataset. To prevent 395

prompts issued to weaker models from dominating 396

the dataset, we categorize prompts into three tiers 397

—Hard, Moderate, and Easy— based on the overall 398

performance of responding models2. The Hard tier 399

consists of prompts queried to the strongest mod- 400

els in LMSYS-Chat-1M (e.g., GPT-4, Claude-2). 401

Appendix Table 6 details the models in each tier. 402

For prompt selection, we apply tier-specific use- 403

fulness thresholds: 4 for Hard, 4.5 for Moderate, 404

and exactly 5 for Easy. These choices reflect our 405

assumption that responses from stronger models 406

better signal prompt appropriateness, motivating a 407

lower threshold for the Hard tier. Applying these 408

thresholds to the 70K prompts collected in Sec- 409

tion 3 yields 4.2K prompts, distributed as 53% 410

Hard, 34% Moderate, and 13% Easy. 411

2Model performance rankings follow Chatbot Arena
Leaderboard, which uses pairwise human comparisons
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FactBench Model FactScore SAFE Factcheck-GPT VERIFY

Tier 1: Hard

GPT4-o 57.09 67.42 87.43 75.65
Gemini1.5-Pro 55.51 64.74 84.08 73.78
Llama3.1-70B∗ 57.27 65.82 82.82 70.07
Llama3.1-405B∗ 56.81 64.81 83.77 68.59

Tier 2: Moderate

GPT4-o 59.27 70.25 90.85 80.72
Gemini1.5-Pro 56.59 67.01 87.99 78.02
Llama3.1-70B∗ 58.44 68.74 86.38 75.76
Llama3.1-405B∗ 57.92 67.82 86.60 75.05

Tier 3: Easy

GPT4-o 73.01 79.27 94.57 91.63
Gemini1.5-Pro 68.66 77.64 91.97 89.86
Llama3.1-70B∗ 73.05 80.01 94.08 89.30
Llama3.1-405B∗ 73.34 78.87 93.66 86.57

Table 1: Factual precision results (Equation 3) for VERIFY and baselines across FACTBENCH tiers and 4 widely-
used LMs (*Instruct version), following prior work (Min et al., 2023; Wei et al., 2024b). For each method and tier,
best and second-best scores are highlighted in blue and green . Factuality declines from Easy to Hard prompts.

Each prompt’s appropriateness is measured by412

the hallucination score (Equation 1) of its corre-413

sponding LM response from the LMSYS-Chat-1M414

dataset, as computed by VERIFY. We select 1K415

prompts with the highest scores while maintain-416

ing the original tier distribution (532 Hard, 332417

Moderate, 136 Easy). We then manually filter out-418

of-scope prompts through iterative inspection (Ap-419

pendix 10.2). Figure 2 (left) compares our bench-420

mark statistics with other long-form factuality eval-421

uation benchmarks. Our work introduces the first422

real-world factuality evaluation benchmark of 1K423

hallucination prompts across diverse topics. FACT-424

BENCH is periodically updated as new prompts are425

added to LMSYS-chat-1M (Appendix 10.6).426

6 Experimental Setup427

Language Models: We benchmark 7 LMs3 from428

6 model families on FACTBENCH to evaluate429

their factuality in real-world usage (see leader-430

board in Appendix 10.9). For the experiments431

in this paper, we focus on two recent proprietary432

models, GPT-4o (Omni) (OpenAI, 2024a) and433

Gemini1.5-Pro (Team et al., 2024), as well as two434

open-weight models, Llama3.1-70B-Instruct and435

Llama3.1-405B-Instruct (Meta, 2024).436

Baselines: We consider three reference-dependent437

factuality evaluation techniques: FactScore (Min438

et al., 2023), Search-Augmented Factuality Evalua-439

tor (SAFE) (Wei et al., 2024b), and Factcheck-GPT440

(Wang et al., 2024a). Appendix 10.7 details these441

methods and their experimental setup.442

3The list will be updated as new models become available.

7 Results and Analyses 443

In this section, we measure LMs’ factuality on 444

FACTBENCH using different factuality evaluation 445

methods (Section 7.1). These methods extract con- 446

tent units at different granularities, and thus, we 447

establish a unified evaluation framework with hu- 448

man labeling for a fair comparison (Section 7.2). 449

Finally, we investigate LM’s refusal rate and its 450

implications on factuality (Section 7.3). 451

7.1 Factuality Declines with Harder Prompts 452

To compare model performance on FACTBENCH, 453

we use the factual precision metric proposed by 454

Min et al. (2023), which measures an LM’s factu- 455

ality as the proportion of supported units among 456

all extracted units in a response, averaged across 457

all responses (detailed in Appendix 10.8). Table 1 458

compares the factual precision of LMs on FACT- 459

BENCH measured by different evaluation methods. 460

Although all baselines verify responses at their 461

finest granularity, we observe notable variation in 462

factual precision across methods. VERIFY main- 463

tains the same ranking of models across all three 464

tiers, with GPT-4o achieving the highest factual 465

precision, followed by Gemini1.5-Pro and the 466

two open-weight Llama3.1 models. 467

Surprisingly, VERIFY finds that Llama3.1- 468

405B-Instruct performs comparably to or worse 469

than its smaller 70B variant. Further analysis (Fig- 470

ure 3) reveals that while Llama3.1-405B-Instruct 471

produces fewer unsupported units, it has the high- 472

est proportion of undecidable units among all 473

LMs. This is primarily due to its stronger subjectiv- 474

ity, as it more often uses adjectives such as “solid”, 475
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Figure 3: Average percentage of unsupported (UnS) and undecidable (UnD) units across LMs (*Instruct version)
evaluated by VERIFY. Llama3.1-405B-Instruct responses contain the highest proportion of undecidable units.

“exclusive”, and “well-known”. Our pipeline’s rea-476

soning process classifies such subjective units as477

undecidable, reducing factual precision (detailed478

analysis and examples in Appendix 10.13).479

Another significant observation is the consistent480

decline in factuality precision across LMs from481

the Easy to Hard tiers, as shown by all evalua-482

tion methods. This aligns with our tiered bench-483

mark design, where prompts are categorized based484

on the strength of the responding models. Easy485

prompts are less likely to induce hallucinations in486

stronger models, as their appropriateness is deter-487

mined based on hallucinations in weaker LMs.488

7.2 Alignment with Human Judgment489

The factuality of a model, measured by a factual-490

ity evaluation method, depends on the granularity491

of the extracted units and the method’s verifica-492

tion process. FactScore extracts units with finer493

granularity than VERIFY due to its focus on bio-494

graphical texts, where units are typically discrete495

and easily separable. This excessive segmentation496

removes the necessary context for verification. On497

the other hand, Factcheck-GPT’s claim-level de-498

composition (finest-level) often results in sentence-499

level units containing multiple factual statements.500

7.2.1 Human Evaluation Setup501

To establish a unified evaluation framework to com-502

pare these methods, we collected model responses503

to 40 randomly sampled FACTBENCH prompts,504

each from a different topic. We then applied our505

unit extraction (Section 4.2) and decontextualiza-506

tion approach (Section 4.3) to decompose gener-507

ated LM responses into self-contained and veri-508

fiable units. This approach was selected for its509

effectiveness in handling user-model conversations,510

using carefully crafted instructions and in-the-wild511

demonstrations to extract moderately granular units512

while filtering non-verifiable content.513

Three fluent English speakers are hired to anno- 514

tate a total of 160 LM responses for the four models 515

on the same set of 40 prompts. VERIFY breaks 516

LM responses into 4,467 units, with each unit anno- 517

tated by two annotators. Annotators assessed both 518

the independence and factuality of each unit. A unit 519

is labeled Independent if it is verifiable and self- 520

contained. A Dependent unit, on the other hand, is 521

either an unverifiable piece of information (e.g., “I 522

can provide you with some examples.”) or under- 523

specified (e.g., “She won the best actress award”, 524

which lacks context about the person and the spe- 525

cific award). Overall, 82.6% units are considered 526

Independent by both annotators with a Cohen’s 527

Kappa agreement of 0.53. Additionally, annotators 528

evaluated unit factuality using two labels: Factual 529

if supporting Web evidence was found, and Other 530

if the unit was refuted or its factuality could not 531

be determined. Annotators reached 85.9% agree- 532

ment on factuality labels, with a Cohen’s Kappa of 533

0.57. A unit is labeled Independent if both annota- 534

tors agree and Dependent otherwise. Factuality is 535

decided in the same way. 536

7.2.2 Accuracy Overlooks Decision Quality 537

We feed only Independent units, agreed upon by 538

both annotators, into factuality evaluation meth- 539

ods for factual evaluation. Figure 5 compares ac- 540

curacy and balanced accuracy (average per-class 541

accuracy over Factual and Other labels) against hu- 542

man labels, averaged across LMs. As strong LMs 543

show high factuality, accuracy can mask errors on 544

rarer non-factual units, making balanced accuracy 545

a more reliable measure. 546

As shown, Factcheck-GPT achieves the highest 547

overall accuracy. However, this stems from a le- 548

nient verification approach that falls back on its 549

backbone model’s (GPT-3.5) internal knowledge 550

when external evidence is lacking. In contrast, 551

VERIFY adopts a stricter, evidence-based strat- 552
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Figure 4: Refusal rate of different LMs across Hard, Moderate, and Easy tiers of FACTBENCH. Gemini1.5-Pro
shows a significantly higher refusal rate than other LMs.

egy, labeling such cases as undecidable. While553

this conservative approach may reduce accuracy,554

it improves reliability, with VERIFY achieving555

15.7% higher balanced accuracy on average com-556

pared to other methods across LMs.557

FactScore SAFE Factcheck-GPT VERIFY
0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85 Accuracy
Balanced Accuracy

Figure 5: Average accuracy (blue) and balanced accu-
racy (red) of factuality evaluation methods compared to
human annotations across LMs.

7.2.3 VERIFY Strongly Correlates with558

Human559

F-GPT FactScore SAFE VERIFY
Pearson (F/O) 0.97 / 0.66 0.90 / 0.29 0.95 / 0.60 0.97 / 0.73

Spearman (F/O) 0.95 / 0.57 0.89 / 0.34 0.94 / 0.51 0.96 / 0.67

Table 2: Response-level correlation between factu-
ality evaluation methods and human annotations on
40 prompts across 4 LMs (z-score averaged). F de-
notes Factual labels, O denotes Other, and F-GPT is
Factcheck-GPT. VERIFY shows the highest correlation

To better capture the human-method decision560

alignment, we calculate correlation following pre-561

vious work (Wei et al., 2024b; Min et al., 2023). As562

shown in Table 2, VERIFY achieves the highest563

correlation with human labels among all meth-564

ods. Notably, VERIFY achieves a significantly565

higher correlation with human annotation in the566

Other category. This reflects our method’s nuanced567

handling of undecidable cases once more and568

demonstrates how VERIFY’s judgments mirror569

human reasoning when information is inconclusive.570

In the Factual category, VERIFY performs com-571

parably to Factcheck-GPT; however, FactCheck-572

GPT’s reliance on parametric knowledge limits its 573

reliability for new or updated information. A quali- 574

tative analysis of methods on Hard prompts is pro- 575

vided in Appendix 10.10. 576

7.3 Refusal Rate Impacts LM Factuality 577

The current factual precision metric (Ap- 578

pendix 10.8) does not account for cases when 579

LMs refuse to answer. In this section, we examine 580

refusal rates and their impact on factuality 581

evaluation. Prior work (Min et al., 2023) relied on 582

heuristics to detect refusals, but we found these 583

unreliable. Instead, we prompt GPT-4-Turbo to 584

classify refusals by cause (e.g., lack of knowledge, 585

misinformation risks). Figure 4 shows refusal 586

rates across FACTBENCH tiers (task prompt 587

and category distributions in Appendix 10.11). 588

Gemini 1.5 Pro shows notably higher refusal rates, 589

refusing nearly 10% of Hard prompts, which can 590

help prevent hallucinations (example in Table 5). 591

Manual inspection reveals that 25% of Gemini 1.5 592

Pro’s refusals are invalid—e.g., misinterpreting 593

“studies on COVID vaccine intervals” as medical 594

advice. Overly conservative filtering is a key issue: 595

49% of invalid refusals involve misinformation 596

concerns, and 29% stem from overestimated 597

ethical or legal risks. These findings highlight the 598

need to consider refusals in factuality evaluation. 599

8 Conclusion 600

In this work, We introduced VERIFY, a factuality 601

evaluation pipeline that annotates LM responses 602

in real-world settings by decomposing them into 603

content units and labeling them as supported, 604

unsupported, or undecidable based on Web ev- 605

idence. Our method shows a stronger correla- 606

tion with human evaluations compared to existing 607

approaches. Using VERIFY, we curated FACT- 608

BENCH, a benchmark of 1k prompts across 150 609

topics, organized into Hard, Moderate, and Easy 610

tiers. We plan to regularly update FACTBENCH to 611

capture evolving challenges in LM factuality. 612
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9 Limitations613

Similar to previous factuality evaluation ap-614

proaches (Wang et al., 2024a; Wei et al., 2024b;615

Min et al., 2023), VERIFY employs a single lan-616

guage model for text decomposition and unit an-617

notation. Extending the framework to leverage618

multiple LMs could enhance evaluation diversity619

and mitigate individual model biases. However,620

this expansion raises several challenges: (i) de-621

termining whether to maintain a single model for622

initial text decomposition while incorporating mul-623

tiple models for verification, (ii) designing effec-624

tive inter-model collaboration mechanisms, and625

(iii) balancing enhanced robustness against compu-626

tational costs. Future work should systematically627

address these methodological and computational628

trade-offs to develop more comprehensive multi-629

model factuality evaluation systems. Another limi-630

tation of our work is the absence of recall measure-631

ments - a challenge particularly salient for open-632

ended queries. For example, defining an exhaus-633

tive set of relevant factual statements in movie rec-634

ommendation scenarios is inherently difficult, as635

models may produce accurate but incomplete in-636

formation. While our method strongly correlates637

with human judgments on evaluated statements, ad-638

dressing this recall challenge remains crucial for639

high-stakes applications. Future work should also640

explore evaluation pipelines that consider both in-641

dividual factual support and logical connections642

between units, verifying not only factual precision643

but also response-wide coherence.644
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10 Appendix840

10.1 Data Cleaning841

We begin by collecting prompts from the first turn842

of conversations in the LMSYS-Chat-1M dataset,843

which is a large-scale, in-the-wild LM conver-844

sations dataset. Since the existing language la-845

bels are unreliable, we employ the Llama3-70B-846

Instruct model (AI@Meta, 2024) to identify the847

language of each conversation using the prompt848

in Appendix 10.14.1. This gives us 516,771 dis-849

tinct English prompts with at least 32 characters.850

Next, we remove anonymized (30.9%) and dupli-851

cated (12.1%) prompts. Meanwhile, we observed852

that some users queried LMs with thousands of853

identical prompts. To mitigate this issue’s impact854

on subsequent clusters, we filter out prompts with855

a Jaccard similarity score greater than 0.9. Our856

cleaned data contains 294,333 distinct prompts.857

10.2 Manual Check on Prompt Verifiability858

In order to ensure the verifiability specified in859

Section 3, three authors have conducted multi-860

ple rounds of human inspection and validation to861

exclude all non-verifiable prompts like problem-862

solving (e.g., “A suit manufacturer has 14 suits863

for men and 4 suits for women. How many suits864

are available overall?”) and faithfulness-related865

(e.g., “Translate the given text”) tasks. More un-866

verifiable examples are available in our prompt at867

Appendix 10.14.2.868

10.3 BERTopic Parameter Tuning869

According to the BERTopic guideline, only the870

parameters of the clustering stage significantly im-871

pact topic modeling quality. Therefore, we used872

default settings for other stages including sentence-873

to-vector mapping and dimensionality reduction,874

and used a grid search to explore combinations of875

key HDBSCAN parameters: min_cluster_size876

(set to 100, the minimum number of prompts per877

cluster) and min_samples (set to 25, the density878

threshold for outlier detection). The grid search879

spanned values of 10, 25, 50, 100, and 200 for880

both parameters. We evaluated clustering qual-881

ity through manual inspection, focusing on topic882

granularity across the top and bottom 50 clusters883

while avoiding overly specific topics (e.g., "Tay-884

lor Swift’s birthday") or overly general ones (e.g.,885

"question-answering").886

Our manual inspection showed that clustering887

results remained stable across different parameter888

combinations, with only marginal improvements 889

at the chosen values of min_cluster_size=100 890

and min_samples=25. This robustness aligns with 891

HDBSCAN’s reputation for requiring minimal tun- 892

ing, making it well-suited for real-world applica- 893

tions with limited prior knowledge of the underly- 894

ing data structure. 895

10.4 Usefulness Scoring Details 896

Through multiple rounds of discussion and empir- 897

ical testing, we define the criteria to capture the 898

most critical aspects of prompt usefulness as fol- 899

lows: 900

• Clarity: This criterion assesses whether the 901

prompt is easily understandable and is not am- 902

biguous. 903

• Generalizability: We developed this criterion 904

to prevent over-specialization. The assessment 905

focuses on the prompt’s potential to be mean- 906

ingful across different contexts or users. 907

• Relevance: This criterion assesses whether the 908

information requested is important and poten- 909

tially interesting to a broader audience. 910

• Feasibility: This criterion evaluates whether 911

the requested information is reasonably pro- 912

vided within the LM’s capabilities. 913

Our scoring methodology involved two frontier 914

LMs (GPT-4 Turbo and Llama3-70B-Instruct) in- 915

dependently scoring each criterion on a scale from 916

0 (lowest) to 5 (highest). The aggregate score cal- 917

culation leverages a formula that balances multiple 918

models’ perspectives: 919

S(P ) =
1

|C|
∑
c∈C

∑
m∈M

Sm(c) 920

where C denotes the set of criteria {clarity, general- 921

izability, relevance, feasibility}, M denotes the set 922

of models {GPT-4 Turbo, Llama3-70B-Instruct}, 923

and Sm(c) denotes the score that model m assigns 924

to criterion c. This approach reduces individual 925

model bias and ensures a comprehensive evalua- 926

tion of prompt usefulness, allowing us to create a 927

more robust and reliable dataset for further research 928

and analysis. The scoring prompt is provided in 929

Appendix 10.14.3. 930

10.5 α Tuning for Hallucination Score 931

The weighting factor α in equation 1 balances the 932

importance of undecidable and unsupported units. 933
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To determine the appropriate α value, we analyzed934

100 responses (25 per model). Two annotators eval-935

uated 570 undecidable units, achieving strong inter-936

annotator agreement (85.5%). Across all models,937

57% of undecidable units were found to be factual938

and 43% not factual, with individual models show-939

ing similar patterns as shown in Table 3. Based on940

this finding, we set α = 0.5.941

10.6 FACTBENCH’s Updating Process942

FACTBENCH identifies prompts within the943

LMSYS-chat-1M dataset (Zheng et al., 2024)944

that challenge LMs in factual generation. We945

plan to annually incorporate new prompts from946

the LMSYS-chat-1M dataset, which the authors947

intend to release quarterly. Our future work948

also includes expanding our prompt collection949

by identifying hallucination prompts from the950

WildChat dataset (Zhao et al., 2024), another rich951

source of user-model interactions with regular952

updating of the conversations.953

For new interaction data from subsequent years,954

we apply the Collect pipeline (Section 3) to identify955

representative prompt clusters, followed by evaluat-956

ing these prompts for Verifiability and Usefulness957

using established parameters and methods. This958

process generates a new set of candidate prompts.959

Next, we need to combine the resulting prompts960

with the existing FACTBENCH prompts, where we961

face two challenges:962

• Old prompts may overlap with the new ones.963

To address this issue, we remove existing964

prompts if they fall into clusters covered by965

new candidates.966

• As proprietary models are continuously up-967

dated, we regenerate responses for existing968

prompts using the latest model versions to969

ensure they remain challenging.970

After addressing these two challenges, we obtain a971

combined prompt set with current model responses.972

We then apply the VERIFY pipeline to compute973

hallucination scores, using these rankings, as well974

as out tiered approach, to curate the next version of975

FACTBENCH.976

10.7 Baselines Description977

We use gpt-3.5-turbo-0613 (Brown et al., 2020)978

as a backbone LM when running all baselines.979

• FactScore (Min et al., 2023): FactScore evalu-980

ates the factual precision of LMs by breaking text981

into atomic facts and assessing the percentage of 982

facts supported by Wikipedia articles. The origi- 983

nal FactScore method is provided with Wikipedia 984

pages with relevant information. However, the 985

extracted units from in-the-wild requests are not 986

associated with a Wikipedia page and might not 987

even be found in Wikipedia articles. To make 988

a fair comparison, we use the Wikipedia API 989

(Goldsmith, 2014) to map these atomic units 990

to the 5 closest Wikipedia topics in the Wiki 991

database for retrieval. 992

• Search-Augmented Factuality Evaluator 993

(SAFE) (Wei et al., 2024b): SAFE evaluates 994

long-form factuality by decomposing text into 995

atomic facts, adopting the same FactScore fact 996

extraction component, and checking each fact’s 997

relevancy to the original query. For relevant 998

facts, SAFE queries the Google search engine 999

for evidence retrieval and labels each fact as 1000

either supported or refuted accordingly. 1001

• Factcheck-GPT (Wang et al., 2024a): 1002

Factcheck-GPT is a hallucination detec- 1003

tion and mitigation framework. In the annotation 1004

phase, it assesses the factuality of LM-generated 1005

content using a multi-step annotation pipeline 1006

that includes the decomposition of claims, decon- 1007

textualization, evidence retrieval through Google 1008

Search, evidence snippets generation, final 1009

factuality decision, and revision of non-factual 1010

elements. For this study, the final revision step is 1011

excluded from the baseline methodology. 1012

10.8 Factual Precision Metric 1013

We adopt the factual precision utilized by 1014

FactScore (Min et al., 2023) to compare the per- 1015

formance of different models on FACTBENCH. 1016

Given the set of prompts P and knowledge source 1017

K, we first obtain model M responses {RM = 1018

M(p) for p ∈ P}. All baselines decompose each 1019

response into atomic units (facts). Therefore, we 1020

denote U to be the set of units in RM . We calculate 1021

the factual precision of RM as: 1022

f(RM ) =
1

|U |
∑
u∈U

I[u is supported by K] (2) 1023

The overall factuality precision of each model on 1024

P prompts is calculated as: 1025

F (M) = Ep∈P [f(Mp|Mp responds] (3) 1026
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Model Factual (Avg. Percentage) Not Factual (Avg. Percentage)
GPT4-o 68.4 31.6
Gemini1.5-Pro 56.6 43.4
Llama3.1-405B-Instruct 51.0 49.0
Llama3.1-70B-Instruct 52.0 48.0
Average 57.0 43.0

Table 3: Distribution of manually-annotated factual and non-factual undecidable units across LMs.

We do not evaluate factual recall, such as cases1027

where models abstain from answering or generate1028

responses with minimal factual content. Wei et al.1029

(2024b) suggests that there is a fixed number of1030

content units users care about and that this number1031

can be tuned. However, we did not find this met-1032

ric compelling, as different models show different1033

verbosity levels, making it difficult to establish a1034

unified threshold. Moreover, the number of units is1035

not a reliable quality indicator, as the content may1036

still lack relevance or usefulness.1037

10.9 Leaderboard1038

Table 4 presents a comprehensive list of bench-1039

marked LMs, including the four models discussed1040

in the main paper and three additional models:1041

Claude-3.5-Sonnet, CommandR+, and Mistral-1042

Large-2.1043

10.10 Qualitative analysis of VERIFY in1044

annotating challenging units1045

Here is a qualitative analysis that demonstrate VER-1046

IFY’s handling of difficult judgments, comparing1047

its evaluation results with FactCheck-GPT on re-1048

sponses generated by Llama3.1-405B-Instruct. We1049

focus on comparing with FactCheck-GPT since1050

other baselines showed significantly weaker perfor-1051

mance.1052

Prompt:
What are the best solutions for quickly and
easily testing prompts with multiple different
LLM models/services?
Response:
1. LLaMA: LLaMA (Large Language Model
Application) is an open-source framework that
allows you to test prompts with multiple LLM
models, including those from Hugging Face,
Google, and Microsoft. LLaMA provides a
simple API for testing prompts and supports
multiple input formats.
2. Prompt Engineering: Prompt Engineer-
ing is a platform that allows you to design,
test, and optimize prompts for multiple LLM
models. It provides a visual interface for craft-
ing prompts and supports testing with models
from Hugging Face, Google, and Microsoft.

• Unit 1: LLaMA supports models from Hug- 1053

ging Face, Google, and Microsoft. 1054

– FactCheck-GPT: Supported 1055

– VERIFY: Unsupported 1056

– Analysis: VERIFY correctly identified this 1057

technical inaccuracy, as LLaMA is a stan- 1058

dalone model family that does not integrate 1059

with these platforms. 1060

• Unit 2: LLaMA supports multiple input for- 1061

mats. 1062

– FactCheck-GPT: Supported 1063

– VERIFY: Undecidable 1064

– Analysis: VERIFY appropriately flagged 1065

this as undecidable since input format sup- 1066

port varies across LLaMA versions and im- 1067

plementations. 1068

• Unit 3: Prompt Engineering is a platform 1069

that allows you to design, test, and optimize 1070

prompts for multiple LLM models. 1071

– FactCheck-GPT: Supported 1072
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Model Factual Precision Hallucination Score

H
ar

d

GPT4-o 75.65 0.64

Gemini1.5-Pro 73.78 0.68

Llama3.1-70B-Instruct 70.07 0.89

Llama3.1-405B-Instruct 68.59 0.93

Claude-3.5-Sonnet 74.95 0.65

CommandR+ 73.15 0.71

Mistral-Large-2 75.19 0.67

M
od

er
at

e

GPT4-o 80.72 0.50

Gemini1.5-Pro 78.02 0.57

Llama3.1-70B-Instruct 75.76 0.71

Llama3.1-405B-Instruct 75.05 0.70

Claude-3.5-Sonnet 79.92 0.54

CommandR+ 80.71 0.52

Mistral-Large-2 79.97 0.52

E
as

y

GPT4-o 91.63 0.26

Gemini1.5-Pro 89.86 0.31

Llama3.1-70B-Instruct 89.30 0.33

Llama3.1-405B-Instruct 86.57 0.40

Claude-3.5-Sonnet 89.61 0.30

CommandR+ 91.65 0.25

Mistral-Large-2 92.00 0.25

Table 4: Leaderboard of LMs benchmarked on FACTBENCH. The best model performance in each prompt category
is in bold. Updated and detailed benchmarking results can be found at our project page:
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– VERIFY: Contradicted1073

– Analysis: VERIFY correctly identified that1074

prompt engineering is a methodology, not a1075

platform, showing its ability to distinguish1076

conceptual differences.1077

• Unit 4: Prompt Engineering supports testing1078

with models from Hugging Face, Google, and1079

Microsoft.1080

– FactCheck-GPT: Supported1081

– VERIFY: Undecidable1082

– Analysis: VERIFY correctly labeled this as1083

undecidable since prompt engineering, as a1084

methodology, can be applied to any model1085

without having explicit support.1086

10.11 Refusal Prompt and Refusal Type1087

Distributions1088

The refusal categories explain various reasons for1089

declining to answer queries. “No Refusal” indi-1090

cates a complete response, while categories like1091

“Safety Concerns” and “Misinformation Risks” re-1092

flect avoidance of harmful or misleading informa-1093

tion. Refusals may also stem from requests for1094

“Sensitive or Private Information,” where personal1095

data is involved, or a ”Clarification Request,” where1096

the model seeks further details. Other reasons in-1097

clude “Ethical and Legal Advice,” “Hate Speech or1098

Discrimination,” and “Lack of Knowledge/Capa-1099

bility,” which acknowledge the model’s limitations.1100

The “Other” category covers refusals that don’t fit1101

these reasons.1102

Figure 6: Distribution of LM’s answer refusal categories
on FACTBENCH

Figure 6 shows the distribution of refusal cate- 1103

gories across LMs, with Gemini1.5-Pro having the 1104

highest number of refusals across a broad range of 1105

categories. We also show an example in Table 5 1106

where Gemini1.5-Pro refrained from answering by 1107

requesting clarifications while GPT4-o produced a 1108

fully hallucinated response. 1109

Below is the prompt used for refusal detection 1110

and categorization: 1111

1112
Evaluate whether the following RESPONSE from a large 1113

language model contains a refusal to answer and 1114
categorize the type of refusal. 1115

1116
0. No Refusal: The response does not contain a refusal. 1117
1. Safety Concerns: The response avoids answering due to 1118

harmful , dangerous , or illegal content in the query. 1119
2. Misinformation Risks: The model refuses because 1120

answering might spread false or misleading 1121
information , especially in critical areas (e.g., 1122
medical , legal , or financial advice). 1123

3. Sensitive or Private Information: The refusal occurs 1124
because the query seeks personal or confidential 1125
data. 1126

4. Clarification Request: The model is unsure about the 1127
question 's intent and asks for more information. 1128

5. Ethical and Legal Advice: The response refuses to 1129
offer advice due to legal or ethical risks. 1130

6. Hate Speech or Discrimination: The model refuses to 1131
engage with offensive or discriminatory language. 1132

7. Lack of Knowledge/Capability: The model indicates that 1133
the request is beyond its current knowledge base or 1134
operational abilities. 1135

8. Other: The refusal does not fit into any of the above 1136
categories. 1137

1138
Use the following JSON object format for your evaluation: 1139
{ 1140

"Annotatation ": "yes/no", 1141
"Categorization ": 0-8, 1142
"Explaination ": "brief explanation for the refusal 1143

type" 1144
} 1145

1146
RESPONSE: [MODEL_RESPONSE] 11471148

10.12 Benchmark Topic Distribution 1149

Figure 7 illustrates the percentage of verifiable 1150

prompts across the top 50 topic clusters. Table 1151

6 demonstrates prompt statistics in each tier. 1152

10.13 Case Study on 1153

LLaMA3.1-405B-Instruct and 1154

LLaMA3.1-70B-Instruct performance 1155

gap 1156

As mentioned in the main text, the performance of 1157

Llama3.1-405B-Instruct on VERIFY is close to or 1158

even lower than that of Llama3.1-70B-Instruct. We 1159

conduct an in-depth investigation into the possible 1160

reasons. Based on results in Figure 3, we find that 1161

Llama3.1-405B-Instruct has the highest proportion 1162

of undecidable labels among all the models, di- 1163

rectly resulting in its lower factual precision. Af- 1164

ter manually reviewing 30 cases with the largest 1165

factual precision gap between the 405B and 70B 1166

models, we observed a common phenomenon: the 1167

405B model tends to use more subjective modifiers 1168

such as “solid”, “exclusive”, and “well-known”, 1169
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Model Model Response

GPT4-o

Sure! Fuzhou, the capital of China’s Fujian province, is known for its rich culinary culture. Here
are some highly recommended restaurants where you can try a variety of delicious dishes:
1. Ding Feng Zhuang:
- Cuisine: Traditional Fujian ...
2. Huangxiang Shousibao:
- Cuisine: Seafood ...
3. Yu Xiangyan:
- Cuisine: Fujian and Cantonese...
4. Juchunyuan :
- Cuisine: Fujian...
5. Shawanrong:
- Cuisine: Modern Fusion...

Gemini1.5-Pro

I can definitely recommend some restaurants in Fuzhou City! To give you the best suggestions,
please tell me:
- What kind of cuisine are you interested in? (e.g., Fuzhou specialties, Cantonese, Sichuan,
Western, etc.)
- What’s your budget like? (e.g., fine dining, mid-range, budget-friendly)
- What’s your dining style? (e.g., street food, casual, formal, romantic)
- What area of Fuzhou are you interested in? (Specific neighborhoods or landmarks will help!)
Once I have this information, I can provide you with a more tailored and helpful list of restaurant
recommendations.

Llama3.1-70B-Instruct

Fuzhou, the capital of Fujian Province in China, is known for its rich culinary heritage and
delicious local dishes. Here are some recommended restaurants in Fuzhou City:
1. Buddha Jumps Over the Wall: This restaurant is famous for its signature dish, "Buddha
Jumps Over the Wall," a traditional Fujianese soup ...
2. Fuzhou Fish Ball Restaurant: This casual eatery is a local favorite for its delicious fish balls,
which are made from fresh fish and served in a light broth.
3. Gongdelin Vegetarian Restaurant: This vegetarian restaurant offers a wide range of plant-
based dishes, including traditional Fujianese options like stir-fried vegetables and tofu...

Llama3.1-405B-Instruct

Fuzhou, the capital of Fujian Province in China, is renowned for its rich culinary heritage... Here
are some recommended restaurants in Fuzhou that showcase the best of Fujian cuisine and more:
1. Dongbai Lou - Known for its traditional Fujian dishes, including the famous Dongbai chicken
and a variety of seafood options. ...
2. Wu Ming Lou - Offers a mix of Fujian and Cantonese dishes ...
3. Fuzhou Wanshou Road Food Street - While not a single restaurant, this food street is a
must-visit for any food enthusiast...
4. Min Jiang Lou - Specializes in Fujian cuisine with a focus on river and sea delicacies...
5. Huangcheng Hotel Restaurant - Offers a range of Fujian dishes in a comfortable setting...

Table 5: Varying behavior of LMs when confronted with knowledge limitations. GPT4-o, Llama3.1-70B-Instruct,
and Llama3.1-405B-Instruct produce hallucinated or inaccurate content (marked in red), while Gemini1.5-Pro either
refrains from generating a response or asks for clarifications to better understand the query: “Recommend some
restaurants in Fuzhou City”.

while the 70B model usually prefer plain descrip-1170

tions. For example, consider the following case1171

when both 405B and 70B models respond with the1172

same Debian guidebook:1173

Llama3.1-405B-Instruct
Atomic Unit: “Debian GNU/Linux: Guide
to Installation and Usage” by John Goerzen
and Ossama Othman is a solid foundation for
understanding Debian’s basics.
Reasoning: One KNOWLEDGE point states
that the book is a “nice book and CD combo”
that can get someone started with Debian, but
notes that the book lacks in-depth information,
While the book is mentioned as a “nice” re-
source for getting started with Debian, it is
also criticized for lacking in-depth informa-
tion. Therefore, the evidence is insufficient
to confirm or deny that the book is a solid
foundation.
Label: undecidable
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Models # Prompts # Selected Prompts Total Prompts Total Selected Prompts
H

ar
d

gpt-4 3431 500

15499 2205
claude-2 1074 181

gpt-3.5-turbo 3607 524

claude-1 7387 1000

M
od

er
at

e

claude-instant-1 2422 171

30613 1435
vicuna-33b 10548 434

llama-2-13b-chat 12160 628

wizardlm-13b 5483 202

E
as

y

mpt-30b-chat 3150 11

195641 542

vicuna-13b 183117 500

palm-2 2463 8

guanaco-33b 5282 20

llama-2-7b-chat 1629 3

Table 6: Prompt statistics of LMs in each Tier (Hard, Moderate, Easy).

Llama3.1-70B-Instruct:
Atomic Unit: “Debian GNU/Linux: Guide to Instal-

lation and Usage” by John Goerzen and Ossama Othman
is a guidebook of Debian basics.

Reasoning: The KNOWLEDGE points strongly im-
ply that the book is a guide that covers basics of Debian.

Label: suppported

Based on the case above, we find that due to1174

introducing a detailed CoT reasoning mechanism1175

and the undecidable label, VERIFY is very rig-1176

orous in verifying atomic units, especially when1177

subjective adjectives are involved. We use a pre-1178

trained subjectivity classification model GroNLP/m1179

debertav3-subjectivity-multilingual (Rug-1180

geri et al., 2023) to classify the output units of both1181

models. The classification results show that 9.4%1182

of the 405B model’s response units are classified1183

as subjective, while only 7.5% of the 70B model’s1184

response units are subjective. This difference ex-1185

plains the reason why the atomic units of 405B1186

model are more likely to be undecidable. Overall,1187

this finding confirms the rigor of our approach and1188

provides a new perspective for future research on1189

subjectivity in model factuality evaluation.1190

10.14 Prompts 1191

In this section, we show the prompts we used 1192

throughout the experiments. 1193

10.14.1 Language Detection 1194

1195
Determine if the following input sentence is English or 1196

not. Only answer no if the input is evidently non - 1197
English , otherwise answer yes. 1198

1199
Input: Please translate "How are you today" to Spanish. 1200
Your Answer: yes 1201

1202
Input: OK 1203
Your Answer: yes 1204

1205
Input: Ecco dieci frasi in italiano che potresti 1206
Your Answer: no 1207

1208
Input: I 1209
Your Answer: yes 1210

1211
Input: Answer: D 1212
Your Answer: yes 1213

1214
Input: negative 1215
Your Answer: yes 1216

1217
Input: En fran\c{c}ais , on dirait: "La douleur est in\'{e 1218

}vitable , la souffrance est un choix". 1219
Your Answer: no 1220

1221
Input: {user_prompt} 1222
Your Answer: 12231224

10.14.2 Factual Prompt Labeling 1225

1226
Determine if the following user prompt is a factual 1227

request , a faithful request , or neither. 1228
Factual: The user prompt is asking for answers with 1229

varying levels of objective facts from world 1230
knowledge but does not require problem solving. 1231

Faithful: The user prompt is asking for answers that stay 1232
consistent and truthful to the provided source in 1233

the user prompt (e.g., data -to-text , translation). 1234
Neither: The user prompt does not clearly fall into 1235

either the factual or faithful category. 1236
For each user prompt , indicate your answer as either " 1237

Factual", "Faithful", or "Neither ". 1238
1239

User prompt: Who won the last World Cup of football? 1240
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Your Answer: Factual1241
1242

User prompt: what functional groups does C/C=C/c2ccc(1243
COc1cccc(CCO)c1)cc2 contain?1244

Your Answer: Neither1245
1246

User prompt: Please translate "How are you today" to1247
Spanish.1248

Your Answer: Faithful1249
1250

User prompt: From now on you will roleplay as my wife.1251
Your Answer: Neither1252

1253
User prompt: What 's the difference between GitHub and Git1254

.1255
Your Answer: Factual1256

1257
User prompt: A suit manufacturer has 14797 suits for men1258

and 4969 suits for women. How many suits are1259
available overall?1260

Your Answer: Neither1261
1262

User prompt: Convert the following temperature from1263
Celsius to Fahrenheit: 25°C.1264

Your Answer: Faithful1265
1266

User prompt: Generate a code to find all prime numbers in1267
from 0 to 100k1268

Your Answer: Neither1269
1270

User prompt: Can you write me a blog post about George1271
Washington?1272

Your Answer: Factual1273
1274

User prompt: write a story about a cat that meowed all1275
the time1276

Your Answer: Neither1277
1278

User prompt: {user_prompt}1279
Your Answer:12801281

10.14.3 Prompt Usefulness Scoring1282

1283
Your task is to evaluate how useful and meaningful a user1284

prompts is based on the following 5 criteria:1285
1. Clarity (0-5): Is the prompt easily understandable1286

without leaving any ambiguity?1287
2. Generalizability (0-5): Can this prompt be applied to1288

different scenarios or users?1289
3. Relevance (0-5): Is the information requested1290

genuinely useful or important? Does it have1291
potential interest/value to a broader audience?1292

4. Feasibility (0-5): Can the requested information be1293
reasonably provided within the language model 's1294
capabilities and knowledge constraints? Is it asking1295
for information that exists and is accessible?1296

1297
For each criterion , assign a score from 0 (lowest) to 5 (1298

highest) reflecting to what extent the prompt1299
satisfies the criterion. \1300

The output should be formatted as a JSON object of the1301
evaluation results.1302

1303
Example:1304
User prompt:1305
Why are there so many different palm trees in LA-Are they1306

even native to the area?1307
1308

Evaluation Results:1309
{" Clarity ": 4, "Generalizability ": 2, "Relevance ": 3, "1310

Feasibility ": 5}1311
1312

Your Task:1313
User prompt:1314
[USER_PROMPT]1315

1316
Evaluation Results:13171318

10.14.4 Unit Extraction Prompt1319

1320
Instructions:1321
- Exhaustively break down the following text into1322

independent content units. Each content unit can1323
take one of the following forms:1324

a. Fact: An objective piece of information that can be1325
proven or verified.1326

b. Claim: A statement or assertion that expresses a1327
position or viewpoint on a particular topic.1328

c. Instruction: A directive or guidance on how to1329
perform a specific task.1330

d. Data Format: Any content presented in a specific1331
format , including code , mathematical notations ,1332
equations , variables , technical symbols , tables ,1333
or structured data formats.1334

e. Meta Statement: Disclaimers , acknowledgments , or any 1335
other statements about the nature of the response 1336
or the responder. 1337

f. Question: A query or inquiry about a particular 1338
topic. 1339

g. Other: Any other relevant content that doesn 't fit 1340
into the above categories. 1341

- Label each content unit with its corresponding unit 1342
type using the format: [content unit]: [content unit 1343
type] 1344

- Refer to the following examples to understand the task 1345
and output formats. 1346

1347
Example 1: 1348
TEXT: Zhejiang Huafang Pharmaceutical Co., Ltd. is a 1349

leading chemical company based in China that 1350
specializes in the research , manufacturing , and 1351
sales of various pharmaceutical products , including 1352
excipients and intermediates. The company was 1353
founded in 2018 and is located in Hangzhou , a city 1354
with a rich history in eastern China. Zhejiang 1355
Huafang Pharmaceutical Co., Ltd. is committed to 1356
providing high -quality products to its customers in 1357
the healthcare industry. The company 's manufacturing 1358
facilities are equipped with state -of-the -art 1359

technology and infrastructure that ensure the 1360
production of high -quality products. Overall , 1361
Zhejiang Huafang Pharmaceutical Co., Ltd. is a 1362
reputable pharmaceutical company with a long history 1363
of success in the healthcare industry. The company ' 1364

s commitment to quality , innovation , and customer 1365
service has made it a leader in the field of 1366
pharmaceutical research and development. 1367

1368
UNITS: 1369
- Zhejiang Huafang Pharmaceutical Co., Ltd. is a leading 1370

chemical company: Fact 1371
- Zhejiang Huafang Pharmaceutical Co., Ltd. is based in 1372

China: Fact 1373
- Zhejiang Huafang Pharmaceutical Co., Ltd. specializes 1374

in the research of various pharmaceutical products: 1375
Fact 1376

- Zhejiang Huafang Pharmaceutical Co., Ltd. specializes 1377
in the manufacturing of various pharmaceutical 1378
products: Fact 1379

- Zhejiang Huafang Pharmaceutical Co., Ltd. specializes 1380
in the sales of various pharmaceutical products: 1381
Fact 1382

- excipients are the pharmaceutical products of the 1383
Zhejiang Huafang Pharmaceutical Co., Ltd.: Fact 1384

- intermediates are the pharmaceutical products of the 1385
Zhejiang Huafang Pharmaceutical Co., Ltd.: Fact 1386

- The company was founded in 2018: Fact 1387
- The company is located in Hangzhou: Fact 1388
- Hangzhou is a city: Fact 1389
- Hangzhou has a rich history in eastern China: Fact 1390
- Zhejiang Huafang Pharmaceutical Co., Ltd. is committed 1391

to providing high -quality products to its customers 1392
in the healthcare industry: Claim 1393

- The company 's manufacturing facilities are equipped 1394
with state -of-the -art technology: Fact 1395

- The company 's manufacturing facilities are equipped 1396
with state -of-the -art infrastructure: Fact 1397

- The company 's manufacturing facilities are equipped 1398
with state -of-the -art technology and infrastructure 1399
that ensure the production of high -quality products: 1400
Claim 1401

- Zhejiang Huafang Pharmaceutical Co., Ltd. is a 1402
reputable pharmaceutical company: Claim 1403

- Zhejiang Huafang Pharmaceutical Co., Ltd. has a long 1404
history of success in the healthcare industry: Claim 1405

- The company is committed to quality: Claim 1406
- The company is committed to innovation: Claim 1407
- The company is committed to customer service: Claim 1408
- The company 's commitment to quality , innovation , and 1409

customer service has made it a leader in the field 1410
of pharmaceutical research: Claim 1411

- The company 's commitment to quality , innovation , and 1412
customer service has made it a leader in the field 1413
of pharmaceutical development: Claim 1414

1415
Example 2: 1416
TEXT: I'm here to help you make an informed decision. 1417

Both the RTX 3060 Ti and RTX 3060 are powerful GPUs , 1418
and the difference between them lies in their 1419

performance. The RTX 3060 Ti has more CUDA cores 1420
(4864 vs 3584) but a lower boost clock speed (1665 1421
MHz vs 1777 MHz) compared to the RTX 3060. In terms 1422
of memory bandwidth , the RTX 3060 Ti has a slight 1423
edge over the RTX 3060 with a bandwidth of 448 GB/s 1424
compared to 360 GB/s. However , the difference is 1425
relatively small. It 's important to consider other 1426
factors such as the power consumption , cooling 1427
system , and compatibility with your system when 1428
making a decision ." 1429

1430
UNITS: 1431
- I'm here to help you make an informed decision: Meta 1432

Statement 1433
- The RTX 3060 Ti is a powerful GPU: Claim 1434
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- The RTX 3060 is a powerful GPU: Claim1435
- The difference between them lies in their performance:1436

Claim1437
- The RTX 3060 Ti has more CUDA cores compared to the RTX1438

3060: Fact1439
- The RTX 3060 Ti has 4864 CUDA cores: Fact1440
- The RTX 3060 has 3584 CUDA cores: Fact1441
- The RTX 3060 Ti has a lower boost clock speed compared1442

to the RTX 3060: Fact1443
- The RTX 3060 Ti has a boost clock speed of 1665 MHz:1444

Fact1445
- The RTX 3060 has a boost clock speed of 1777 MHz: Fact1446
- The RTX 3060 Ti has a slight edge over the RTX 3060 in1447

terms of memory bandwidth: Fact1448
- The RTX 3060 Ti has a memory bandwidth of 448 GB/s:1449

Fact1450
- The RTX 3060 has a memory bandwidth of 360 GB/s: Fact1451
- The difference is relatively small: Claim1452
- It 's important to consider other factors such as power1453

consumption when making a decision: Instruction1454
- It 's important to consider other factors such as1455

cooling system when making a decision: Instruction1456
- It 's important to consider other factors such as1457

compatibility with your system when making a1458
decision: Instruction1459

1460
Your Task:1461
TEXT: {_RESPONSE_PLACEHOLDER}1462
UNITS:14631464

10.14.5 Decontextualization Prompt1465

1466
You task is to decontextualize a UNIT to make it1467

standalone. \1468
Each UNIT is an independent content unit extracted from1469

the broader context of a RESPONSE.1470
1471

Vague References:1472
- Pronouns (e.g., "he", "she", "they", "it")1473
- Demonstrative pronouns (e.g., "this", "that", "these",1474

"those")1475
- Unknown entities (e.g., "the event", "the research", "1476

the invention ")1477
- Incomplete names (e.g., "Jeff ..." or "Bezos ..." when1478

referring to Jeff Bezos)1479
1480

Instructions:1481
Follow the steps below for unit decontextualization:1482
1. If the UNIT contains vague references , minimally1483

revise them with respect to the specific subjects1484
they refer to in the RESPONSE.1485

2. The decontextualized UNIT should be minimally revised1486
by ONLY resolving vague references. No additional1487
information must be added.1488

3. UNIT extraction might decompose a conjunctive1489
statement into multiple units (e.g. Democracy treats1490
citizens as equals regardless of their race or1491

religion -> (1) Democracy treats citizens as equals1492
regardless of their race , (2) Democracy treats1493
citizens as equals regardless of their religion).1494
Avoid adding what is potentially part of another1495
UNIT.1496

4. Provide a reasoning of the revisions you made to the1497
UNIT , justifying each decision.1498

5. After showing your reasoning , provide the revised unit1499
and wrap it in a markdown code block.1500

1501
Example 1:1502
UNIT:1503
Acorns is a financial technology company1504

1505
RESPONSE:1506
Acorns is a financial technology company founded in 20121507

by Walter Cruttenden , \1508
Jeff Cruttenden , and Mark Dru that provides micro -1509

investing services. The \1510
company is headquartered in Irvine , California.1511

1512
REVISED UNIT:1513
This UNIT does not contain any vague references. Thus ,1514

the unit does not require any further1515
decontextualization.1516

```1517
Acorns is a financial technology company1518
```1519

1520
Example 2:1521
UNIT:1522
The victim had previously suffered a broken wrist.1523

1524
RESPONSE:1525
The clip shows the victim , with his arm in a cast , being1526

dragged to the floor \1527
by his neck as his attacker says "I'll drown you" on a1528

school playing field , while forcing water from a1529
bottle into the victim 's mouth , \1530

simulating waterboarding. The video was filmed in a lunch 1531
break. The clip shows the victim walking away , 1532

without reacting , as the attacker \ 1533
and others can be heard continuing to verbally abuse him. 1534

The victim , a Syrian refugee , had previously 1535
suffered a broken wrist; this had also been \ 1536

investigated by the police , who had interviewed three 1537
youths but took no further action. 1538

1539
REVISED UNIT: 1540
The UNIT contains a vague reference , "the victim ." This 1541

is a reference to an unknown entity , \ 1542
since it is unclear who the victim is. From the RESPONSE , 1543

we can see that the victim is a Syrian refugee. \ 1544
Thus , the vague reference "the victim" should be replaced 1545

with "the Syrian refugee victim ." 1546
``` 1547
The Syrian refugee victim had previously suffered a 1548

broken wrist. 1549
``` 1550

1551
Example 3: 1552
UNIT: 1553
The difference is relatively small. 1554

1555
RESPONSE: 1556
Both the RTX 3060 Ti and RTX 3060 are powerful GPUs , and 1557

the difference between them lies in their 1558
performance. \ 1559

The RTX 3060 Ti has more CUDA cores (4864 vs 3584) but a 1560
lower boost clock speed (1665 MHz vs 1777 MHz) 1561
compared to the RTX 3060. \ 1562

In terms of memory bandwidth , the RTX 3060 Ti has a 1563
slight edge over the RTX 3060 with a bandwidth of 1564
448 GB/s compared to 360 GB/s. \ 1565

However , the difference is relatively small and may not 1566
be noticeable in real -world applications. 1567

1568
REVISED UNIT: 1569
The UNIT contains a vague reference , "The difference ." 1570

From the RESPONSE , we can see that the difference is 1571
in memory bandwidth between the RTX 3060 Ti and RTX 1572
3060. \ 1573

Thus , the vague reference "The difference" should be 1574
replaced with "The difference in memory bandwidth 1575
between the RTX 3060 Ti and RTX 3060." \ 1576

The sentence from which the UNIT is extracted includes 1577
coordinating conjunctions that potentially decompose 1578
the statement into multiple units. Thus , adding 1579

more context to the UNIT is not necessary. 1580
``` 1581
The difference in memory bandwidth between the RTX 3060 1582

Ti and RTX 3060 is relatively small. 1583
``` 1584

1585
YOUR TASK: 1586
UNIT: 1587
{UNIT} 1588

1589
RESPONSE: 1590
{RESPONSE} 1591

1592
REVISED UNIT: 15931594

10.14.6 Query Generator Prompt 1595

1596
Instructions: 1597
You are engaged in a multi -round process to refine Google 1598

Search queries about a given STATEMENT. \ 1599
Each round builds upon KNOWLEDGE (a list of previous 1600

queries and results , starting empty in round 1). \ 1601
Your goal is to improve query quality and relevance over 1602

successive rounds. 1603
1604

QUERY CONSTRUCTION CRITERIA: a well -crafted query should: 1605
- Retrieve information to verify the STATEMENT 's 1606

factual accuracy. 1607
- Seek new information not present in the current 1608

KNOWLEDGE. 1609
- Balance specificity for targeted results with breadth 1610

to avoid missing critical information. 1611
- In rounds 2+, leverage insights from earlier queries 1612

and outcomes. 1613
1614

Process: 1615
1. Construct a Useful Google Search Query: 1616

- Craft a query based on the QUERY CONSTRUCTION 1617
CRITERIA. 1618

- Prioritize natural language queries that a typical 1619
user might enter. 1620

- Use special operators (quotation marks , "site:", 1621
Boolean operators , intitle:, etc.) selectively and 1622
only when they significantly enhance the query 's 1623

effectiveness. 1624
1625

2. Provide Query Rationale (2-3 sentences): 1626
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Explain how this query builds upon previous efforts and1627
/or why it 's likely to uncover new , relevant1628
information about the STATEMENT 's accuracy.1629

1630
3. Format Final Query:1631

Present your query in a markdown code block.1632
1633

KNOWLEDGE:1634
{_KNOWLEDGE_PLACEHOLDER}1635

1636
STATEMENT:1637
{_STATEMENT_PLACEHOLDER}16381639

10.14.7 Final Accuracy Decision Prompt1640

1641
Instructions:1642
You are provided with a STATEMENT and several KNOWLEDGE1643

points. \1644
Your task is to evaluate the relationship between the1645

STATEMENT and the KNOWLEDGE , following the steps1646
outlined below:1647

1648
1. Step -by-Step Reasoning: Carefully analyze the1649

KNOWLEDGE points one by one and assess their1650
relevance to the STATEMENT. \1651

Summarize the main points of the KNOWLEDGE.1652
2. Evaluate Evidence: Based on your reasoning:1653
- If the KNOWLEDGE strongly implies or directly supports1654

the STATEMENT , explain the supporting evidence.1655
- If the KNOWLEDGE contradicts the STATEMENT , identify1656

and explain the conflicting evidence.1657
- If the KNOWLEDGE is insufficient to confirm or deny the1658

STATEMENT , explain why the evidence is inconclusive1659
.1660

3. Restate the STATEMENT: After considering the evidence ,1661
restate the STATEMENT to maintain clarity.1662

4. Final Answer: Based on your reasoning and the1663
STATEMENT , determine your final answer. \1664

Your final answer must be one of the following , wrapped1665
in square brackets:1666

- [Supported] if the STATEMENT is supported by the1667
KNOWLEDGE.1668

- [Unsupported] if the STATEMENT is contradicted by the1669
KNOWLEDGE.1670

- [Undecidable] if the KNOWLEDGE is insufficient to1671
verify the STATEMENT.1672

1673
KNOWLEDGE:1674
{_KNOWLEDGE_PLACEHOLDER}1675

1676
STATEMENT:1677
{_STATEMENT_PLACEHOLDER}16781679
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Proportion of verifiable prompts

Requests for toxic responses based on identity and scenarios.
Requests for explicit and erotic stories involving various scenarios.

Travel planning and itinerary creation for various global destinations.
Patient discusses recurring infections and treatment responses.

Request for introductions to various chemical companies in China.
"Classify and process diverse data and user queries efficiently."

Requests for introductions to various chemical companies in India.
Descriptive Python programming tasks with code examples and outputs.
SQL query generation and optimization based on specific requirements.

Collection of diverse and specific recipe requests and inquiries.
List of tools similar to various software and technologies.

Correcting grammar, spelling, and sentence structure in various texts.
Writing introductions for various companies in the chemical industry.

Collection of diverse poetry prompts on various themes and styles.
Writing articles about safety and applications of chemicals in industry.

Creating and modifying HTML and CSS code for various webpages.
Exploration of word games, definitions, and creative writing tasks.

Requests for writing various professional and personal emails.
Exploration of synthetic routes and production processes in the chemical industry.

Requests for code generation, explanation, and vulnerability analysis in C/C++.
Request assistance with Python programming tasks, explanations, and learning resources.

Exploration and inquiries about Large Language Models (LLMs).
Questions and predictions related to various sports and competitions.
Request for introductions to various chemical companies in the USA.

Requests for creating and optimizing React components and applications.
Discussion and comparison of various animal characteristics and behaviors.

Sentiment analysis and classification tasks across various contexts.
Requests for unethical or harmful actions and statements.

Questions about GPU compatibility, performance, and recommendations for various systems.
Recommendations and comparisons of video games across various platforms.

Requests for jokes across various themes and sensitivities.
Requests for coding solutions and formulas for data manipulation.

Assistance with cover letters and resume writing for job applications.
Analyzing logical reasoning and assumptions in various scenarios.

Requests for regex patterns, explanations, and related code implementations.
List of skills related to various professional and technical fields.

Descriptive answers for various Python pandas operations with examples.
Exploration of production processes and applications in the chemical industry.

Writing detailed introductions for various chemical industry companies.
Requests for instructions on making bombs and explosives.

Exploration of artificial intelligence's impact, development, and ethical considerations.
Exploration and discussion of large language models and their applications.

Exploration of sexual behaviors, techniques, and ethical considerations.
Exploring various cybersecurity and network troubleshooting tasks and queries.

Requests for implementing neural network models using PyTorch and TensorFlow.
Exploration of diverse and creative ChatGPT prompt interactions.

Social media content creation and optimization for various platforms.
Basic arithmetic problems involving apples and other fruits.

Mental health support and therapeutic strategies.
Requests for writing and understanding Rust programming language code.
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Figure 7: Percentage of verifiable prompts in 50 most dense clusters
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