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Abstract

The inference of Large Language Models
(LLMs) requires massive amounts of compu-
tation. Sparsity-aware inference pipelines can
alleviate this cost by reducing the number of
parameters used in each forward pass. We in-
troduce “granular sparsity”, a novel method for
reducing compute requirements. By decompos-
ing matrix columns, the standard unit of spar-
sity, into smaller stripes, we create a flexible
method of conditional computation that is more
expressive than existing sparsity strategies.

Furthermore, we introduce a novel method for
learning and controlling sparsity, which is in-
spired by sparse autoencoders. Notably, our
method allows the model to designate differ-
ent levels of sparsity to different input and lay-
ers. We validate our methods by distilling 2-6x
more compute-efficient sparse language mod-
els from Llama 3.2 1B. Interestingly, we show
evidence that our model allocates more com-
putation to answering questions that humans
deem more difficult.

1 Introduction

Large Language Models (LLMs) have revolution-
ized the field of machine learning, and have been
scaled to unprecedented size and training costs. As
a result, large compute budgets are now allocated
for inference, in addition to training. To minimize
these impacts, a great deal of recent research has
been devoted to improving LLLM inference effi-
ciency. Approaches include Mixture of Experts
(MoE) models, model distillation, quantization,
and sparsification.

Most if not all of these techniques allocate a
uniform number of active parameters or FLOPs
(floating-point operations) towards ingesting and
generating tokens. In contrast, we believe that cer-
tain tasks and sequences are fundamentally more
or less “challenging” and should therefore receive
compute budget allocations to match.

In this paper, we introduce the granular sparsity
operation as a more expressive alternative to the
commonly used column sparsity pattern (Lee et al.,
2024). Furthermore, we demonstrate a method
to train models that dynamically allocate different
amounts of compute for different tokens and dif-
ferent layers. To do this, we directly learn sparsity
thresholds and include a sparsity penalty in the loss
function.

We convert and distill a Llama 3.2 1B Instruct
model (Grattafiori et al., 2024) into “granular” mod-
els that consume 2x-6x fewer FLOPs per token.
Examining the FLOPs assigned by the “granular”
models to benchmark tasks reveals that these mod-
els naturally allocate less compute to “easier’ to-
kens (such as role tokens, filler words, system
prompt) and sequences (such as questions from
ARC-Easy vs ARC-Challenge (Clark et al., 2018)).

2 Related Work

2.1 Activation Sparsity

Relufication (Mirzadeh et al., 2024) involves replac-
ing pretrained LLM activation functions with Re-
LUs and inserting ReLUs elsewhere in the model.
After finetuning to recover performance, Relufica-
tion can reduce FLOP counts by up to 50% with
almost no degradation. Deja Vu (Liu et al., 2023)
predicts sparsity on the fly by training small auxil-
iary MLPs. Q-Sparse (Wang et al., 2024) discards
all but the top-K largest channels of input vectors
when computing linear layers. They demonstrate
better performance compared to a dense model with
the same amount of compute, and also show that
sparsity degrades performance less on larger mod-
els. Most similar to our work is CATS (Lee et al.,
2024), which uses fixed thresholds to determine
sparsity.



2.1.1 Mixture of Experts

The Mixture of Experts (MoE) conditional com-
puting paradigm activates certain sections of the
neural network ("experts") to reduce the active pa-
rameter count. Unlike activation sparsity methods,
MOoE architectures typically use a learned routing
mechanism to choose which experts to activate.
Sparsely-Gated Mixture-of-Experts (Shazeer et al.,
2017) proposed a gating network that incentivizes
sparse, yet balanced, expert selection for language
modeling and machine translation. DeepSeekMoE
(Dai et al., 2024) demonstrated that combinatorial
expert selection with a larger number of experts
leads to better performance. Expert Choice Rout-
ing (Zhou et al., 2022) demonstrates that higher
performance can be achieved if different tokens
can receive different amounts of compute. Com-
peteSMoE (Pham et al., 2024) demonstrates that
choosing the experts with the largest output magni-
tude is an effective routing strategy.

2.2 Sparse Autoencoders

Sparse Autoencoders (SAEs) can faithfully recon-
struct the hidden state of a neural network while
activating a very small percentage of their features.
Variants include top-k SAEs (Gao et al., 2024) that
explicitly keep only the k largest activations, and
JumpReLU (Rajamanoharan et al., 2024) SAEs
that pass activations features through a ReLLU ac-
tivation and keep only the activations that exceed
a learned threshold. Notably, JumpReLU makes
sparsity learnable, and allows different numbers of
features to activate for different examples. Other
work (Ayonrinde, 2024) has also shown that re-
construction fidelity is improved when different
numbers of features can be activated for different
tokens.

3 Methods

3.1 Granular Sparsity

Existing sparsity methods (Mirzadeh et al., 2024;
Wang et al., 2024; Lee et al., 2024) exploit column
sparsity (sometimes transposed and described as
row sparsity) in matrix multiplications: when an
input vector has an element that is exactly zero, the
computation for the corresponding matrix column
can be skipped. Here, a column is either entirely
used or entirely unused. Drawing from the insight
of DeepSeekMoE (Dai et al., 2024) that more con-
ditional computation combinations leads to better
performance, we create a more expressive spar-
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Figure 1: Given a 4x4 matrix, using column sparsity
results in 16 configurations. Combining contiguous
sets of two rows into stripes where each stripe can be
independently controlled results in significantly more
configurations.
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Figure 2: For each input X we multiply by a masked
version of the weights. The mask is created by checking
if a channel of x is between the thresholds and thus
a zeroed region. These thresholds are parameterized
along each input channel and repeated in groups (stripes)
along each output channel.

Repetition along output channels is important because
it allows us to avoid multiple multiply adds for only one
mask check for the whole region.

sity mechanism by breaking each column into a
set of stripes - with each stripe being activated in-
dividually. This greatly increases the number of
achievable sparsity configurations (see Figure 1).

Formally, consider the multiplication of a matrix
W € R™*™ with the vector x € R", resulting in
the vector y € R™.

y =Wz
This operation can be broken into the sum of the

column vectors of W (with v; denoting the i-th
column of W), weighted by the elements x; of x:

n
y= wai
i=1



Standard column-wise sparse matrix multiplication,
which we denote as SMM(z, W, M), uses a mask
M € {0,1}" to zero out some elements of x, so
that only the remaining elements are required for
the matrix multiplication. We use the set Syq =
{1 <i<n| M,;=1}todenote the set of indices
where the elements of x are not zero.

Ysparse = SMM .%' W M Z M,; i LiU;

= Z Z;U;

i€SMm
In our method, we partition the vector vy
into k equally sized stripes, such that y =
[y(l),y@),...,y(k)]. We similarly partition the
column vectors of v; of W such that v; =
[vgl),v?), . Z( ). With some abuse of notation,
we use = as a concatenation analogue of the sum-
mation operator » _, such that y = Eff:ly(’"). This
means that the original matrix multiplication can
be written as:

::4,,,15 fL'Z

Our granular sparsity operation, which we denote
as GMM(z, W, G), uses a mask G € {0,1}F>»
that zeroes out some of the stripes in W, as shown
in Figure 2. We define Sg = {(r,4) : 1 < r <
k, 1 <i<n| G.; =1} to be the set of stripe
indices that are not zeroed out.

Ygranular = GMM(-%' W, g

Hr 1Zg'rzxz (r)

Note that when £ = 1, granular matrix multiplica-
tion is the same as standard column sparsity.

3.2 Sparsity Thresholds

We use a different mask G for each input vector x
(a strategy known as contextual sparsity) (Liu et al.,
2023). To determine the G, we use the magnitudes
of each element in x. Specifically, we learn a grid
of thesholds § € R%*™ such that G,; is 1 if and
only if x; has have a magnitude of at least 0, ;.
We define this relation using the Heaviside step
function H (z).

1 2>0
H(Z):_{o zzo

Gri = H(|xi| —6,4)

We denote granular matrix multiplication parame-
terized by thresholds with GMM(z, W, 6):

Ygranular = GMM(CU W; 9)
= “‘r 1 Z H |‘TZ|

We initialize 6 to zero at the start of training. Fur-
thermore, to prevent # from becoming negative, we
set # = max(0, ) after every parameter update. Fi-
nally, we found that 6 benefited from a significantly
higher learning rate than other parameters. We set
the learning rate of # equal to the base learning rate
multiplied by 79+/n, where 7y is a hyperparameter.

3.3 Learning Thresholds

Previous works that use thresholds to determine
contextual sparsity masks have often relied on
heuristics to determine the threshold values (Lee
et al., 2024). Instead, we seek better optimization
be directly learning the thresholds. Unfortunately,
H (z) is not differentiable. We therefore build on
the ideas introduced in JumpReLU (Rajamanoha-
ran et al., 2024) to construct a straight-through-
estimator (Bengio et al., 2013) with a pseudo-
derivative that approximates the true derivative.
This pseudo-derivative is defined as follows, with
K representing a kernel function and e representing
a tunable bandwidth:

%H(z) = 1K(f)

For our kernel function K, we use the rectangle
function seen in JumpReLU:
1 1
K(2)=H(z—5) — H(+3)

When calculating either 8 e Gy, or 89 -G,.; we set
the corresponding ¢; equal to the batch-wise stan-
dard deviation of x; (which does not receive gradi-
ents), scaled by a constant uniform hyperparameter
Qe

€; = astd(x;)

For a more detailed analysis of this gradient esti-
mator, we refer readers to the JumpReLU paper
(Rajamanoharan et al., 2024).

3.4 Normalization

When initializing from a pre-trained network, we
found that the batch-wise scales and offsets of x;



values can vary throughout the network, making it
difficult to tune hyperparameters. To remedy this,
we whiten x before it enters the matrix multiplica-
tion operation. Concretely, for a batch of = vectors,
we calculate the batch-wise mean £ € R" and stan-
dard deviation o(z) € R™. Then, we then perform
the following:

Ygranular = GMM(Q? —z,W:00 0-(1-)) + Wz

Note that when 0 is composed of zeroes, this
whitening procedure does not effect the value of
Ysparse- 1O increase training stability, we track T
and o(z) on a rolling basis. For this, the hyper-
parameter [4ig is used to compute an exponential
moving average. At inference time the running =
and o(z) values from the last step of training are
used.

3.5 Straight-Through Estimation

Previous work (Wang et al., 2024) shows that
sparse models can benefit from using straight-
through estimators during training. In our case,
that means taking the gradients of x as if there
was no sparsity. Specifically, we use the following
definition for the gradients of x:
Vi Ygranular ‘= WT

Although this modification obviously leads to
biased gradients, we theorize that this estimator
improves performance by removing the variance
imparted on the grads when the values of G are
changing frequently. The STE could also fix the
vanishing gradients associated with high sparsity,
as postulated by Q-Sparse (Wang et al., 2024).

The gradients of # and W are left unchanged.

3.6 Controlling Sparsity

A key advantage of the learned threshold scheme
is that we can control the sparsity of the model
using a loss function. For this, we first calculate
the number of floating point operations (FLOPs) to
compute GMM(z, W; #), which is given by:

FLOPs(z, W, G) := %Hglh

We then define FLOPs(B) to represent the num-
ber of operations required to operate on a batch
B, FLOPspyse (B) to represent the number of oper-
ations required if we did not have sparsity, and
FLOPsyget(B) to represent the desired FLOP
count. Finally, we define the Flop Reduction Ratio

(FRR) to be the ratio between the base FLOP count
and the sparse FLOP count:

FLOPspasc (B)
FRR(B) := —————+—
(B) FLOPs(B)
FLOPspse (B )
FRRuget(B) 1= o5 ———
target( ) FLOPStarget(B )

Our loss is then the following:
2
Lriops = [min <FRR(B) — FRRgrger(B), 0)}

This loss was chosen because it gives us precise
control over the desired compute costs, and gives
us stable performance during training. Importantly,
we found it important to include a warmup phase
at the start of training where FLOPSge(3) is in-
crementally lowered. For this, we linearly increase
FRRarget (B) from a starting value, usually 1.5, to
our final target value.

We also found it necessary to regulate the FLOP
costs of the language modeling head. If left
unchecked, the sparsity of stripes corresponding to
infrequent tokens would approach zero. Therefore,
we detach the gradients leading to the FLOP calcu-
lation of the head once its FRR reaches a set value,
usually 10.

3.7 Feed-Forward Network Modifications

Previous works have found that the intermediate
activations of the feed-forward blocks exhibit nat-
ural sparsity (Mirzadeh et al., 2024). To leverage
this, we slightly modify our granular sparsity sys-
tem for use in the feed-forward blocks. The Llama
3 suite of models uses gated linear units (GLU)
(Shazeer, 2020) as their feedforward design. These
are parameterized by a gate matrix Wy € R4,
an up matrix Wy, € R™*? and a down matrix
Wdown € Rdxn:

a = silu(Waae)
YGLu = Wdown (Wup © CL)

In our method, we compute Wyex with the stan-
dard granular sparsity method. Then, we use our
learned threshold method to compute M € {0, 1}¢
based on the magnitudes of silu(Waex). We use
this mask as follows:

a = M © silu(GMM(z, Wye, G))

YGLU, granular = Waown (Wup O] CL)



When the operations rendered unnecessary by the
mask are filtered out, the FLOP cost of this opera-
tion is then:

d
FLOPs(G, M) = E”ng + 2n||M| |

3.8 Model Distillation

To efficiently train our sparse models, we use
knowledge distillation (Hinton et al., 2015) with a
teacher network (usually the same model that was
used to initialize the sparse model’s parameters).
For our distillation loss, we use a combination of
the forward KL divergence (FKL) and the reverse
KL divergence (RKL), which has been shown to
work better than either divergence individually (Wu
et al., 2024). For a sequence of length 7', this gives
us:

T
FKL := Z KL(pteacher(yt\yq), pstudent(yt|y<t))
t=1
T
RKL := Z KL(pstudent(yt’y<t), pteacher(yt|y<t))
t=1
1
Listin = B (FKL + RKL)

Our total loss is a weighted combination of our
distillation loss and our FLOP loss described in
subsection 3.6:

L = Laisinn + AFLops LFLOPs

4 Experiments

4.1 Setup

We tested our methods with the Llama-3.2-1B-
Instruct ' model. This model (henceforth referred
to as the “base” model) was used for both the
teacher and the initialization of the student. We
used the AdamW optimizer. Training was con-
ducted over approximately 800M tokens, taking 48
hours on a cluster of 8 H100 GPUs (for a total of
384 GPU hours). Details of our training data can be
found in Appendix A and detailed hyperparameters
can be found in Appendix B.

4.2 Ablation Studies

To determine the impact of design decisions made
in this work, we perform four ablation experiments.
First, we set the number of stripes to 1 (alterna-
tively, this ablation can be thought of as standard

"unsloth/Llama-3.2-1B-Instruct
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Figure 3: As the FRR target of the training run is in-
creased, the FKL between the thresholded model’s logits
and the teacher logits increase.

column sparsity). Second, we remove the gradual
warmup to our target FLOPs ratio (this means the
model is trained to obtain an 6x FLOP reduction
on the very first training step). Third, we remove
the normalization described above. In the fourth
ablation, we remove the limit on FRR for the lan-
guage modeling head. The performance of ablated
models is discussed in subsection 4.3.

4.3 Results

The performance of thresholded models with in-
creasing Flop Reduction Ratios (FRRs) on MMLU
(Hendrycks et al., 2021), ARC (Clark et al., 2018),
HellaSwag (Zellers et al., 2019), WinoGrande (Sak-
aguchi et al., 2019), BoolQ (Clark et al., 2019) and
SciQ (Welbl et al., 2017) is shown in Table 1. Ta-
ble 2 compares the performance of thresholded
models with state-of-the-art (fully activated) trans-
former models of similar size. All results are re-
ported from a single training and evaluation run.

Collectively, we observe a steady decrease in
performance across most benchmarks as the FRR
is increased. This is explained by the increasing
KL divergence between high FRR models and the
original model (Figure 3). Note that the stability of
performance on WinoGrande and BoolQ is because
the base model’s performance is close to random
choice.

The 2x and 6x FRR models perform similarly
to small transformer models in their compute
classes that have been trained from scratch (namely
SmolLM-360M? and SmolLM-360M?). We note
that the FRR models outperform SmolLM models

*HuggingFace TB/SmolLM-135M
SHuggingFace TB/SmolLM-360M
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Figure 4: Activation frequencies of W, at 2x and 6x
FRR. The Weyes across layers are stacked vertically.
The rows of the matrices correspond to weight stripes.
The intensity of each column represents the frequency
that a input position passes the threshold for the column
(a darker column indicates lower frequency).

The "Compared" chart overlays the "Step 800" and
"Step 6000" charts to demonstrate how important fea-
tures (brighter columns) emerge early in training and
are magnified in relative importance over the training
run.

on MMLU, match on WinoGrande and underper-
form on ARC/HellaSwag. We believe these differ-
ences arise from differences in training data.

Table 3 presents the performance of ablated mod-
els (described in subsection 4.2) on MMLU and
ARC. Removing the FRR warm-up and restrictions
on the FRR of the language modeling head re-
sults in immediate model collapse and performance
equivalent to random choice.

5 Discussion

5.1 Sparsity Patterns

Analyzing the activation frequencies across matri-
ces and layers of the model reveals several inter-
esting patterns about the structure of circuits and
sparsity within our models.

First, we observe particularly important channels
in the residual stream. These are channels that
activate for almost every input across many layers.
They emerge very early (in as few as 100 training
steps), and stay almost unchanged for the entirety
of training. Figure 4 demonstrates this for the Wy
matrix. We believe that these channels may capture

common knowledge, and serve a similar purpose
to the shared experts used by DeepSeekMoE (Dai
et al., 2024).

Next, we notice that among the Q, K, and V
attention matrices, activation of the V matrix is the
most dense, followed by K and O (Figure 5). Note
the dip in activation frequencies across matrices
from layers 8-14 followed by a slight rise in layers
15 and 16.

We find striking patterns in the activation fre-
quencies of the O attention matrix (Figure 6). Of-
ten, individual attention heads will have consis-
tently high or low activations across channels. We
hypothesize that the network could be learning to
implicitly "prune" unhelpful attention heads, sim-
ilar to previous work that reduces compute cost
by explicitly removing attention heads (Mugnaini
et al., 2025).
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Figure 5: Activation frequency of different matrix types
across layers for a 6x FRR model. Note that FFN rep-
resents the Wy, and Wy, matrices, while FFN GATE
represents the W, matrix.

Figure 6: The sparsity levels within O heads tend to be
similar across channels. Sometimes entire heads will be
always on or always off.

Note that unlike the QKV, UP, GATE, there are no pat-
terns across layers as the input to O is not the residual
stream.

As referenced earlier, we found an important pat-
tern in the sparsity of the language modeling head:



FRR | Average | MMLU | ARC-C | ARC-E | Hellaswag | WinoGrande | BoolQ | SciQ
Ix 57.1 48.3 54.8 72.4 41.1 52.5 533 | 77.6
2x 54.5 43.6 47.5 66.8 38.8 51.9 60.1 | 72.6
3x 51.5 40.3 44.1 59.9 34.1 49.5 60.1 | 72.3
4x 48.4 37.9 38.6 57.5 334 50.3 55.3 | 655
5x 46.4 35.7 37.3 55.6 30.7 50.3 54.8 | 60.7
6x 44.0 33.8 32.1 49.8 29.4 53.0 53.6 | 564

Table 1: Model performance across benchmarks at different Flop Reduction Ratios. Note that the 1x FRR model is
simply the original model’s (unsloth/Llama-3.2-1B-Instruct) performance.

Model Type MMLU ARC Hellaswag WinoGrande
3x FRR (330M params) 40.3 44.1 34.1 49.5
SmolLM-360M 34.17 51.1 53.8 53.7
6x FRR (160M params)  33.76  32.08 29.39 53.02
SmolLM-135M 3023  43.99 42.3 52.7

Table 2: Comparison of 3x and 6x FRR models and compute-equivalent small models. SmolLM performance is

self-reported.

stripes corresponding to earlier vocabulary tokens
have higher activation frequencies. This is because
the vocabulary of the Llama model family is im-
plicitly sorted from high to low token frequency, so
frequent tokens have more compute designated to
them than infrequent tokens. This effect is so pro-
nounced that without regularization, the network
will eventually put nearly zero compute towards in-
frequent tokens, leading to representation collapse.

5.2 Variable Compute Budgets

Our use of sparsity thresholds means that different
tokens and different sequences can use different
amounts of compute.

Consider the FLOPs spent by the 6x FRR model
on processing questions from the ARC-Easy vs
ARC-Challenge dataset in Figure 7. The average
FLOPs dedicated by the 6x FRR model to process-
ing tokens of questions in the ARC-Easy and ARC-
Challenge benchmarks follow similar distributions
but with the Arc-Easy offset to the left indicating
that a significant number of the ARC-Easy ques-
tions were allocated less compute than for ARC-
Challenge questions. As evidenced by the scores of
the 6x FRR model on these benchmarks (Table 1),
the ARC-Easy questions are indeed easier for the
6x FRR model!

We can also visualize the compute spent on indi-
vidual tokens of a question-answer sequence. Fig-
ure 8 demonstrates three common trends in com-
pute allocation that we observe in general:

* Punctuation and filler words such as “How-

Distribution Comparison of Compute Used for ARC-E vs ARC Questions

m—ARCE

35 - ARC

18 19 20

17 21
Mean FLOPs Across Question Tokens

Figure 7: We calculate the FLOPs allocated to each
token in all of the questions of ARC-Easy and ARC-
Challenge. We ignore the system prompt and only con-
sider the tokens in the question and four options. These
values are averaged across tokens in a question and each
question is represented as a sample in the histogram
above. The model dedicates more compute to questions
from the ARC Challenge dataset compares to the ARC
Easy dataset.

<|begin_of_text|><|start_header_id|>system<|end_header_id|>

Cutting Knowledge Date: December 202
Today Date: 10 May 2025

<[eot_id|><|start_header_id|>user<|end_header_id|>
What is 6 * 72 And the color of the sky?<|eot_id|><|start_header_id|>assistant<|end_header_id|>
To calculate 6 * 7, | multiply the numbers together: 6 * 7 = 42,

As for the color of the sky, the color of the sky can vary depending on the time of day and the
atmospheric conditions. However, during the daytime, the sky is typically ablue color due to

Figure 8: Active parameter count allocation across dif-
ferent token positions in a prompt and generation pair.
The thickness of the font indicates the number of active
parameters (and thus the compute budgets) allocated to
different tokens (thicker text indicates more compute).
The text following the assistant role token was gener-
ated by a 6x FRR model.



ARC Scores (%)

FRR | Baseline | No Warmup | No LMHead Limit | No Normalization | No Stripes
2x 47.5 22.4 29.8 41.3 31.2
3x 44.1 22.4 26.0 42.4 25.7
4x 38.5 224 25.7 373 24.7
5x 37.2 22.4 25.7 33.6 23.5
6x 32.1 224 25.7 29.1 21.2

MMLU Scores (%)

FRR | Baseline | No Warmup | No LMHead Limit | No Normalization | No Stripes
2x 48.3 22.7 29.5 32.5 30.1
3x 43.6 22.6 249 29.8 24.9
4x 40.3 22.6 24.1 29.1 24.7
5x 35.7 21.0 24.1 26.2 25.6
6x 33.8 21.0 24.1 28.2 22.5

Table 3: ARC and MMLU Performance under different ablation settings across various FRR levels.

ever” are low budget.

* Behavior on system prompt and sys-
tem/user/assistant role tokens gets distilled
into very few active parameters and thus
receives a very low compute allocation.

* Semantically quoting sections of user prompt
such as “6 * 7 and “the color of the sky” uses
fewer active parameters.

5.3 Effects of Hyperparameters

We found that performance was stable with respect
to the bandwidth scale o, within a range of about
0.05 to 0.25. However, values outside of this range
caused significant training instability.

Furthermore, the choice momentum parameter
of running batch statistics [4i¢ had very little im-
pact on performance, with values tested in the range
of 0.9 to 0.99.

When calculating pseudo-derivatives, we found
that other kernel functions besides the rectangle
kernel described in subsection 3.3 gave similar per-
formance.

6 Future Work

Achieving a theoretical FLOPs reduction is not di-
rectly linked with practical CPU/GPU clock time
reductions. For large stripe sizes which are mul-
tiples of the SIMD size, acceleration of inference
of CPU is straightforward (one can first compute
the mask, then use it to skip multiply adds), but for
GPU it remains less tractable.

Our striping method groups output channels
based on their order. However, outside of attention
heads, there is no guarantee that adjacent channels

are functionally similar. Therefore, when initializ-
ing a sparse model from a pretrained one, it may
be beneficial to reorder channels in order to form
semantic groupings. This idea has already seen suc-
cess in the realm of mixture-of-expert conversions
(Elazar and Taylor, 2022).

From Figure 3 we note that the KL divergence
between the base model and FRR models remains
stable between 2x and 4.5x FRR. It then rises above
4.5x FRR. We believe performance improvements
could be realized by modifying the FRR warmup
schedule to something other than the linear one
used here.

7 Ethical Consideration & Potential Risks

Since the patterns learned by granular sparsity are
dependent on training data distributions, during in-
ference the model could under-allocate compute
to tokens that are important but were underrepre-
sented during training). This may lead to lower
robustness or bias amplification for marginalized
dialects or identity groups. In addition, any effi-
ciency gains resulting from this technique could
larger-scale deployment of LLM inference for ma-
licious applications.

Limitations

The primary limitation of our work concerns the
scale of our experiments. We did not train models
larger than 1B parameters, and we did not train for
longer than 1B tokens. We believe that significantly
better benchmark performance could be achieved
with more training. Previous work (Wang et al.,
2024) has also indicated that sparsity leads to less



performance degradation at larger scales, so our
method be be more suitable for larger models than
those tested here.

Furthermore, we only tested our method on trans-
former architectures and language modeling. The
application to other models, such as such as vision
transformers (Dosovitskiy et al., 2021) has not been
explored.
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Setting Value
Base model Llama-3.2-1B-Instruct
Max sequence length 1024
FRR target 6
FLOPs warmup length 6000 steps
Learning rate schedule 7000 steps
Optimizer Adam
Betal 0.9
Beta2 0.95
Weight Decay 0.01
Baist 0.99
Qe 0.1
Mo 10.0
AFLOPs 1.0

Table 4: Hyperparameter settings for the default model

A Hyperparameters

The hyperparameters for our training run are pre-
sented in Table 4. Note that the default training
mode had a FLOP warmup, had normalization en-
abled and placed a limit on the FLOPs improve-
ment allowed for the LM Head. These settings
were turned off, one at a time, to conduct ablation
settings (see subsection 4.2).

B Training Data

The training data used in our distillation process is
listed below:
 OpenHermes-2.5 Training Data* (Teknium,
2023)
NaturalReasoning Dataset® (Yuan et al., 2025)
SmolTalk Dataset® (Allal et al., 2025)
Orca AgentInstruct-1M-v17 (Arindam Mitra,
2024)
LMSYS-Chat-1M Dataset® (Zheng et al.,
2023)
MMLU training split
(Hendrycks et al., 2021)
* ARC training split (repeated 5x) (Clark et al.,
2018)
* WinoGrande training split (repeated 5x) (Sak-
aguchi et al., 2019)
All data sequences were converted to the stan-
dard chat format used by Llama-3.2-1B-Instruct,
then filtered for a maximum total sequence length

(repeated  5x)

*teknium/OpenHermes-2.5
>facebook/natural_reasoning
®HuggingFaceTB/smoltalk
"microsoft/orca-agentinstruct-1M-v1
8Imsys/Imsys-chat-1m
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of 1024. We also packed shorter sequences together
to increase training efficiency, and used attention
masking to prevent interactions between packed
sequences.
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