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Abstract

AI research agents have the potential to revolutionize scientific discovery, software devel-
opment, and business innovation by automating complex research tasks and enhancing
decision-making. By streamlining repetitive and time-consuming processes, these agents
can significantly reduce the effort required for data collection, analysis, and synthesis, al-
lowing researchers and professionals to focus on higher-level problem-solving. Moreover,
automation not only saves time and resources but also improves accuracy by minimizing
human errors in tasks such as literature reviews, code generation, and data interpreta-
tion. Further, AI research agents can even come up with new and novel ideas to enhance
researchers’ approach to problem-solving in their domain, leading to novel and unconven-
tional but possibly successful methods. In rapidly evolving fields, where staying ahead of
new advancements is crucial, AI-driven solutions provide scalable and adaptive approaches
to continuously process and integrate the latest knowledge. This enables organizations and
individuals to remain at the forefront of innovation, leveraging AI to accelerate progress
and uncover new insights more efficiently than ever before. In this paper, we will survey
multiple newly invented AI agents.

1 Problem

Scientific discovery and research are the process of generating new hypotheses, designing experiments, val-
idating results, developing new theories, and interpreting data. Scientific discovery has been an important
part of human history and has a rich history from the development of Calculus to the creation of the
computer. There are numerous fundamental challenges that limit research progression.

One example is the theory-laden observation, in that scientists tend to interpret data in a biased manner,
based on existing theories. This limits the way in which scientists find relationships and patterns within
data and also restricts their ability to generate new and novel hypotheses. Hypothesis generation is generally
a subjective and biased process, fully influenced and limited by human cognitive capacity. There remain
many practical challenges as well, from the lack of computing power and the inability to replicate results
effectively. Many fields, such as genomics, high-energy physics, and others, simply have a lot of data that
cannot be easily understood by humans and require a lot of computational efforts to bridge the gap.
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2 Architectural Innovation

2.1 PaperQA2

PaperQA2 is a retrieval-augmented generation (RAG) agent that can help with answering scientific questions.
Inspired by PaperQA (Lála et al., 2023), it did not follow the previous model’s architecture, which directly
processes the question and gives the answer. It separated the retrieval and response generation as a multi-
step process (Skarlinski et al., 2024). Specifically, PaperQA2 used multiple “tools” to help with the answer
generation (Skarlinski et al., 2024). As shown in the figure 1, firstly, it had the tool of “Paper Search”, where
the system would transform the user index into different keywords and search keys to find all the papers that
are in the user’s proposed scope. Then, the system would change these found articles to machine-readable
text and cut the articles into chunks. Secondly, the tool of “Gather Evidence” would come into the process.
This tool would first help find the top-k chunks using a dense vector retrieval process (Skarlinski et al., 2024).
With the top-k chunks, the tool would perform the reranking and contextual summarization (RCS) step to
prevent irrelevant chunks from moving into the next tool (Skarlinski et al., 2024). Also, the RCS could
help retrieve the metadata of the chunk, such as the citations and the journey the chunk is from (Skarlinski
et al., 2024). After getting all the information, the agent could generate the answer. The agent would
use “Generate Answer” and “Citation Traversal” tools to help with the answer generation. The “Generate
Answer” tool would feed all the chunks and metadata collected to an LLM to give out the final answer to
the question, while the “Citation Traversal” tool could help add more sources to the final answer by using
the citation graph (Skarlinski et al., 2024).

Figure 1: Work Flow of PaperQA2
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Figure 2: Multi-agents SLR Workflow

2.2 Multi-agents SLR

AI agent can significantly help with the literature review process. The system was designed to help the
researcher perform the review process automatically (Sami et al., 2024). As shown in the figure 2, the
system consisted of four agents during the whole process. The first one was the Planner Agent, which helped
generate the search strings based on the user input (Sami et al., 2024). Specifically, the user would first
give an interested topic and research questions, and the Planner Agent would generate a search string that
includes the concepts and terminologies of the research topic. Then, the search string would be handed to
the Literature Identification Agent. The Literature Identification Agent would first utilize the search string
and titles of the literature in the dataset to find the most relevant papers (Sami et al., 2024). With the
paper extracted, the Data Extraction Agent could further help filter the paper based on the topic given and
answer the research questions from the user (Sami et al., 2024). It would first determine the relevance of the
paper based on the abstract of the paper, and then it will further filter based on the full content of the paper.
Then, it would try to answer the questions based on the filtered papers. Finally, the Data Compliance Agent
will help combine the answers from the Data Extraction Agent and summarize the findings (Sami et al.,
2024). Specifically, it will point out the weaknesses and the major findings of the current research regarding
the topics given by the user.

2.3 ADAS

Automated Design of Agentic Systems (ADAS) is a new system that can automatically create new LLM-
based AI agents by iteratively writing comprehensive code for the agent (Hu et al., 2025). Previous works
have done similar work (Yang et al., 2024; Fernando et al., 2023), but they only focused on developing
prompts. Here, the method introduced by the author is that it can define the entire agentic system in code,
and the system would automatically explore new agents (Hu et al., 2025).
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ADAS used an agent, Meta Agent, to help with the entire process. First, the Meta Agent would be given
a task and it would generate a new code for the agent that might be able to solve the task. Secondly, the
generated agent would started to solve the problems and the performance would be recorded. Based on the
performance of the new agent, the Meta Agent would start the reflection process. In other words, the Meta
Agent would try to modify the code to solve the errors of the new agent. The reflection process would repeat
for 5 times. After the reflection, if the performance of the new agent is high, the agent’s code would be saved
to an archive. In this way, the later agents could borrow the design of the code in the archive to “upgrade”
itself. As a result, the new agents generated by the Meta Agent would be continuously better.

2.4 SurveyAgent

SurveyAgent (Wang et al., 2024) is a new paper that introduces a different approach to helping researchers
with conducting literature reviews and surveys more effectively. The key architectural component behind
SurveyAgent is the commonly seen ReAct ((Yao et al., 2023))framework to implement a conversational style
interface with the researcher. The system is broken down into three distinct modules: a knowledge manage-
ment module, recommendations module, and a query answering module. The Knowledge module functions
as a knowledge base and exposes a bunch of tools/actions to get information about papers and related
papers in the same “collection.” Further, the recommendations module is implemented as a search engine
using keyword search, offering a non-semantic way to find and recommend papers based on query keywords.
Lastly, the agent module functions as a personal research assistant, aimed at semantically understanding
papers by chunking the papers long size into smaller chunks, feeding into the LLM to determine the relevant
chunks, finally filtering and searching through relevant chunks to answer the question.

2.5 AI Scientist

The AI Scientist (Lu et al., 2024) employs a modular pipeline architecture to streamline its research process.
The Idea Generation Module uses LLMs to produce diverse research ideas based on given templates and
directions. The idea generation module’s architecture uses both chain of thought ((Wei et al., 2022)) and self
reflection (Shinn et al., 2023) to generate new ideas. The authors mention that using these techniques allow
the agent to improve its ideas iteratively and in context better than doing it single shot. The Code Synthesis
Module then translates these ideas into executable code, either by modifying existing codebases or creating
new implementations. The code synthesis module uses the state of the art open source github repository
Aider [15], that can take natural language and turn it into code. The Experimentation Module runs the
code, collects results, and generates visualizations, while the Manuscript Generation Module compiles the
research into a structured scientific paper using LaTeX templates. For this module, they use a popular and
commonly used guideline for writing ML Papers ((Oana, 2025)), along with descriptions of what needs to
go in each section. Finally, the Automated Review Module simulates peer review by providing feedback on
the manuscripts. This reviewer uses NeurIPS guidelines and analyzes the paper across many metrics such
as soundness, presentation, contribution, overall, and confidence. Along with this, a list of strengths and
weaknesses are also provided and a final recommendation to either accept or reject the paper.

2.6 SciAgent

SciAgent’s (Ghafarollahi & Buehler, 2024) novel architecture mainly consists of the use of a knowledge graph
to organize different ideas and concepts. Relevant paths are sampled using a modified Djikstra’s algorithm
(Dijkstra, 1959) From here, a list of hypotheses are generated and then evaluated in a multi-agent framework
built upon Autogen (Wu et al., 2023). This is something that we see very frequently across many other deep
research papers, where the use of a critic is extremely important in ensuring that papers stay at a very high
quality.

2.7 PaperBench

PaperBench is a new addition to the evaluation methods for agents to see if they can reproduce the work
derived from a paper from scratch. This approach is novel because it does not utilize the existing codebases
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Figure 3: PaperBench Workflow

which has already been done in private work. Rather, it uses a rubric style of grading and introduces judges
in order to facilitate the evaluation and grading of different tasks. This is to test to see if these autonomous
AI agents can faithfully replicate machine learning research by reading papers and then reproducing the
results. In Figure3, we can see the benchmark flow with a given task, this is then passed on to the agent
which writes code based on the outline provided in the paper. This is then submitted to a created GitHub
Repository which should contain all the files and code to run to replicate the results from the study. This is
then reproduced by running these files and another judgement model is used to evaluate the results based
on a given rubric (Starace et al., 2025).

In terms of the first step which is task design for the agent to accomplish, the agent must read the paper and
a corresponding addendum for clarification. From this information the whole codebase must be written from
scratch and runnable from a reproduce.sh bash script. Each of these papers includes a rubric tree with leaf
nodes measuring three different aspects: code development, execution, runtime success, and result matching.
This rubric based grading system represents the majority of the architectural structure behind PaperBench’s
contributions. Each of these nodes has different weighting based on the depth in the tree, which functions
as a sort of hierarchy. And when the tree is fully populated to the leaf nodes, we can propagate back up the
tree in order to facilitate the grading process. As we see in 4 we mark a given parent’s score based on the
sum of its children (Starace et al., 2025). When the agent has finished reproducing the results, the agent
runs in an Ubuntu 24.04 environment which contains an NVIDIA A10 GPU instance in order to facilitate
running the code that has been generated. Then the output can be used in the grading process. One of
the core parts of the PaperBench architecture and ecosystem is the manner in which it judges the agents.
An LLM-based judge is used which works on human annotated and labeled benchmark examples in order
to facilitate the grading process. This includes two different components, the first of which is SimpleJudge.
This is done through o3-mini from OpenAI which takes the rubric in JSON format and the leaf nodes in
order to give each node a pass/fail rating. The second component of this is JudgeEval which evaluates the
accuracy in comparison to that of a human expert as a baseline. This makes this process repeatable and
efficient (Starace et al., 2025).

The other variant of this is the PaperBench Code-Dev which only evaluates the part of the rubric nodes
which are related to the coding tasks rather than the whole tree based on execution and correct evaluation.
This allows for more flexible grading in various different types of applications than strictly ML based research
(Starace et al., 2025).
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Figure 4: PaperBench Tree

2.8 Agentic Reasoning Framework

The Agentic Reasoning framework allows the ability of large language models to have enhanced reasoning
through the use of other tool-use agents. This creates a reasoning system which incorporates external agents
to perform a number of web tasks. This type of application can be immensely helpful in improving the
performance of agents especially in applications like PaperBench listed above. (Wu et al., 2025).

The types of external tools included in this paper which can be utilized include things like Web-Search Agents,
Coding Agents, and a Mind Map agent. This is a sort of structured memory created through a knowledge
graph in order to map connections. This type of application is very applicable to scientific research since it
can allow us to create codebases, as well as gather external information and create experiments in order to
have novel discoveries. (Wu et al., 2025).

The mathematical formulation for the agentic reasoning task is done through a joint probability function.
Here the various parameters in the function are defined as follows: “task instruction o, defining the over-
arching task objective, query q, a complex question requiring multi-step reasoning, external tool outputs
e, dynamically retrieved content from tools such as web search or coding, reasoning memory k, containing
structured knowledge graph” (Wu et al., 2025).

In addition to this, agentic tokens are introduced which are employed in the reasoning chains to signal when
external tools or APIs should be called. The model can identify when they are needed and embed it into the
reasoning token sequence. As an example, some of these token types might include things like web-search,
coding as well as mind-map tokens to call. This creates a sort of reasoning pipeline combined with retrieval
in order to have the best results. (Wu et al., 2025).

2.9 Agentic AI for Scientific Discovery

This paper is based on Agentic AI for Scientific Discovery. The paper looks to compare single agent vs
multi-agent systems. These differ in that single agent systems look to perform all tasks on their own
without employing other tools or interacting with other agents. In a multi-agent sort of environment, these
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interactions between agents must be handled properly in order to achieve the desired result (Gridach et al.,
2025).

There are a number of different research based agents included in this paper. These mostly include a system
based on an LLM by utilizing GPT-4 or other LLMs as their main method for reasoning. This output is
sometimes supplemented through the use of external tools like with Coscientist. In addition, multi-agent
collaborative systems like LLM-RDF are used which help with delegating different parts of the research
pipeline to various agents. RAG is also utilized in order to help with domain specific data and preventing
hallucinations (Gridach et al., 2025).

2.10 Towards an AI Scientist

In the paper “Towards an AI scientist”, the idea of a supervisor agent with multiple agents acting as
specialized delegates built through Gemini 2.0 is explored. This system allows for the development of
hypothesis testing with test-time scaling in an elo based tournament style system to get feedback and
improve (Gottweis et al., 2025).

2.11 OpenAI Deep Research

One of the most popular deep research systems is OpenAI Deep Research System [11]. This is powered by
the OpenAI o3 model which is a reasoning model in order to help facilitate the process of gathering sources
and making conclusions about them (OpenAI, 2025b).

3 Ability

3.1 PaperBench

PaperBench’s ability is a bit different since it functions as an evaluation benchmark rather than a standalone
model or full architecture. Its dataset includes 20 different papers based on various machine learning prin-
ciples, primarily Deep Learning. The benchmark does allow users to see what the strengths and weaknesses
are of these autonomous agents when it comes to replicating scientific research. The agents should be able
to extract architectural details illustrated in the 20 papers outlined. It should set various hyperparameters,
and be able to recreate code based on a given objective (Starace et al., 2025).

The next ability of PaperBench that is heavily highlighted is testing autonomous agent’s ability to write a
full implementation of the necessary code from the paper from scratch. These are then evaluated using the
code development portions from the rubric nodes. The next part of PaperBench is the execution correctness
which asserts if the code is properly run in a GPU environment, or in the case of PaperBench Code-Dev, in a
more open ended problem application space. The reproduce.sh bash script must correctly run and generate
outputs. If this is hardcoded that will also result in failure so there is no cheating involved. There can be
partial credit as well. The agent also must be able to reproduce statistical data gathered from the study like
accuracy scores and tables etc. PaperBench does not seem to really evaluate novel concepts nor does it test
the reasoning behind why certain results are important etc (Starace et al., 2025).

3.2 Agentic Reasoning Framework

In terms of the research tasks and the coverage of these topics with the agentic reasoning framework, the main
contribution of the paper is to enable the LLM to sort of emulate the human workflows through breaking down
reasoning tasks into easier subcomponents. This is done through search spaces, graph memory traversal,
and computations. [2]

There are a number of different types of research tasks supported by the framework. This includes expert-
level questions and answering through the GPQA which is PhD level science. It also included open-ended
research questions in fields like law and medicine as well as finance. Strategic deduction is also an important
aspect of this process (Wu et al., 2025).
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There are three different types of agents involved in this process. These include the MindMap Agent, Web-
Search Agent, and Coding Agent. The MindMap agent uses the reasoning chain generated by the LLM in
order to construct a knowledge graph. This allows for clustering of ideas and principles gathered through
research as well as Retrieval Augmentation where things can be queried and the knowledge graph can be
searched in order to obtain information. This is important because it ensures that the output of the agents
maintains its legitimacy when performing muli-hop reasoning. In addition, in circumstances in which the
model does not have absolute confidence, it can search the mindmap in order to retrieve past logic to support
future conclusions (Wu et al., 2025).

The Web-Search agent is invoked similarly as the others through the embedding of its token in a reasoning
sequence. This allows the agent to retrieve relevant pages related to the task at hand and summarize these
results based on the given context. In addition, the agent is able to extract concise information from the
gathered context. For example, if the question was asking for a solution to an arithmetic problem, only the
numerical answer would be returned. This is important in terms of preventing incorrect output from the
agent which could harm the knowledge graph and past reasoning logic as well (Wu et al., 2025).

Lastly, there is the Coding Agent. Again, it is similarly invoked through its corresponding token in the
reasoning sequence. The LLM used for coding then generates and runs python code. The natural language
version of this output can then be returned. This is helpful since it allows for computations to be performed
and does not add more tokens to the overall reasoning pipeline (Wu et al., 2025).

3.3 Agentic AI for Scientific Discovery

In terms of abilities outlined in the Agentic AI for Scientific Discovery paper, some agents can perform the
entire research pipeline with idea development, hypothesis generation, and literature review. These include
examples like Coscientist and LLM-RDF. These can even aid in helping design experiments (Gridach et al.,
2025).

Many agents are also able to perform tasks that help provide connections between experts of different skills.
This can help in non-coding or programming based approaches like in Biology etc. where natural language
may be necessary for communication. Agents can also operate with a human involved in order to have
someone in the loop guiding the process. This allows for oversight and guidance which can help improve the
performance of the agent as well as the efficiency of the researcher. These ideas can help speed up research
especially in terms of task automation in domains that require heavy computation or iterative work based
on small changes or repetition (Gridach et al., 2025).

3.4 Can LLMs Generate Novel Research Ideas?

In a paper rating the ability for LLMs ability to generate novel ideas, it was found that these types of agents
can significantly generate more novel ideas than their human counterparts. This was done using Claude-3.5
Sonnet with AI receiving a 5.65 mean novelty score in comparison to the human score of 4.84 (Si et al.,
2024).

3.5 LLMs as Research Tools: A Large Scale Survey of Researchers’ Usage and Perception

In a large-scale study of 816 researchers,it was found that over 81 percent of them used LLMs in helping
to generate novel ideas and to find information. However, older researchers with more experience had some
concerns with the ethical issues surrounding this practice (Liao et al., 2024).

3.6 Other Tools:

Domain specific agents are also very important ideas to be implemented, one example of this is ChemCrow,
which integrates 18 different tools into the process to help with autonomously performing chemistry tasks
and help with drug discovery etc (Bran et al., 2023). All types of scientific research require large end-to-end
experimentation and ideation. Frameworks like “Agent Laboratory” provide multiple agents that perform
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this entire process including literature review, experimentation, and scientific writing. These can also use a
human-in-the-loop to facilitate this process (Schmidgall et al., 2025).

3.7 PaperQA2

First of all, PaperQA2 has the ability to answer scientific questions correctly. Also, it can handle questions
that might be too hard for it to answer. Specifically, the system will answer “Insufficient context” (Skarlinski
et al., 2024). Secondly, the system can summarize the questions given by the human in a more professional
way than human-written Wikipedia, which the author called “WikiCrow”. More importantly, the system
can help with contradiction detection (ContraCrow), which is a task that a human would find quite hard
to do. Specifically, the model could first find all the claims for all the papers. Then, it would find sources
that might support the claims. Lastly, the system would give a contradiction score (Skarlinski et al., 2024).
Based on the score, we could find out whether the claims were correct or not.

3.8 Multi-agents SLR

The system can automatically find all the related papers based on the users’ inputs and give a comprehensive
literature review. Specifically, it can comprehensively filter out all the irrelevant papers and extract useful
information from all the filtered papers to answer the research questions. Also, it can intelligently combine
all the answers and identify the gaps in the current research.

3.9 ADAS

The system can generate better new agent throughout the iterations. It can self-refine the agents based on
the previous generated code in the archive. Also, the system can find a lot of new agents for different tasks
because it is continuously trying different code for the agents.

3.10 SurveyAgent

SurveyAgent is designed to address the challenges researchers face in navigating the vast and rapidly growing
body of scientific literature. Its capabilities include personalized literature management by organizing papers
into user-defined collections, efficient paper discovery through its recommendation module, and interactive
content engagement via the query answering module.

3.11 AI Scientist

The AI Scientist is designed to autonomously conduct the entire scientific research process. Its capabili-
ties include idea generation, where it brainstorms novel research ideas within specified domains, and code
implementation, where it writes and modifies code to bring those ideas to life. Additionally, it performs ex-
perimentation by executing tests based on the implemented code, analyzes and visualizes the resulting data,
and composes full scientific manuscripts, including all standard sections. To ensure quality, it also simulates
peer review by generating evaluations of its own work. These abilities allow the AI Scientist to function as
a fully autonomous research agent, capable of generating and validating scientific knowledge without human
intervention.

3.12 SciAgent

SciAgent is another framework used to automate scientific discovery by integrating large-scale knowledge
graphs, large language models (LLMs), and multi-agent systems. It autonomously generates and refines
research hypotheses, uncovers complex patterns, and identifies previously unseen connections within vast
scientific data. Applied to domains like biologically inspired materials, SciAgents demonstrates the ability
to reveal hidden interdisciplinary relationships and accelerate the development of advanced materials by
unlocking nature’s design principles.
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Figure 5: PaperBench Eval

Figure 6: IterativeAgent Performance

4 Evaluation Metrics

4.1 PaperBench

PaperBench has a variety of methods to perform evaluations on papers and the ability to reproduce results
but the primary mode of this is through the replication score. This score is described as the weighted average
of all the leaf nodes which were classified as having passed in the binary grading. These have weighted scores
based on their hierarchy as mentioned previously. The rubric is structured as a tree with scoring based on
100 percent to 0 percent. This is based on the number of leaf nodes which have passed, eg. if all pass then
the score will be 100 percent. These are based on the three requirements of PaperBench, Code development,
execution, and results. (Starace et al., 2025).

In order to perform the tree node analysis, human evaluation would be too expensive, as such, PaperBench
employs an LLM-as-judge strategy in order to make decisions using o3-mini-high from OpenAI. The judge
has access to each leaf nodes requirements as well as the rubric, and log files and relevant files from the
codebase and can then return a pass or fail result. The cost to do this per paper is $66. (Starace et al.,
2025). As we can see from figure 5 Claude-3.5 Sonnet had the best replication score performance using
BasicAgent which is the format in which the agent is left to complete the task. When given the iterative
Agent which forces full completion of the task the performance of o1-High appears to be the best. This
process gives tasks through prompts in a sequential broken down fashion which encourages a step by step
process. This helps the o-series of models of OpenAI but seems to hurt Claude’s performance. 6. (Starace
et al., 2025).

4.2 Agentic Reasoning Framework

In terms of evaluation results from the Agentic Reasoning framework, there are a number of different bench-
marks and metrics involved. The first of which is GPQA which are expert-level questions in various scientific
disciplines. The Agentic reasoning framework has the highest performance overall among most major mod-
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Figure 7: Agentic Reasoning Performance vs others on Scientific Tasks

Figure 8: Tool Calling Agentic Reasoning

els. It is competitive across all domains and has the best performance in Biology. When context is more
integral like Biology it seems to perform better than something like Chemistry 7 (Wu et al., 2025).

In the deep research tasks which directly relate to what we are looking for, experts created 15 - 30 questions
related to finance, medicine, and law that require at least 20 minutes of deep research in order to fully answer
correctly. The pass rate of these answers was able to surpass Gemini Deep Research by 20%. In terms of
clinical studies, it seems like memory is very helpful. In addition to these results, it was interesting to see
how tool use was able to correlate with the level of answer correctness as in figure 8. When tools were called
more than 3 times the rate of success was up to 15% higher. If questions were more vague and tools were
called too much however, that led to a lower answer correctness rate consequently (Wu et al., 2025).

4.3 Agentic AI For Scientific Discovery

There are a number of benchmarks specifically related to certain tasks which depend on the domain involved
with scientific research and AI agents. Some of these benchmarks might include ideas like the rate in which a
designed experiment executes successfully. This is the case in agents like Coscientist. Other types of metrics
used may be the completion of a certain outlined workflow like in CellAgent (Gridach et al., 2025).

There are a number of quantitative metrics involved with scientific discovery and evaluation of its success
rates. CellAgent Achieved 92% task completion which indicates that tasks are not left abandoned. However,
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Figure 9: PaperQA2 Performance Comparison

we then may not know how successful it was at completion. Another agent, Organa, achieved more than
20% greater speed than a human chemist might. Other modes of evaluation might include comparisons to
human outlooks on best practices. They might compare the output of an AI agent to a human expert or
scientist. And measure subjective qualities like clarity and rationality. It is difficult to classify all agents
used for scientific discovery under a single benchmark, especially given the diverse nature of the tasks and
discoveries involved (Gridach et al., 2025).

4.4 PaperQA2

PaperQA2 used a metric that was introduced by the developers, which is the LitQA2 Benchmark. The
LitQA2 Benchmark was an evaluation that used customized scientific questions to determine whether the
model (PaperQA2) could retrieve and analyze the full text of the literature correctly. It consisted of 248
multiple-choice questions that were manually developed by human experts (Skarlinski et al., 2024). The
questions were developed from recent research papers, and the human experts made sure that they could
not be easily answered by just reading the abstract of the literature. Also, the answers to these questions
could only be answered from one paper. In other words, the answer to each question can only be found in
the paper’s body (not the abstract). Moreover, some questions are intentionally made to be unanswerable..
By developing questions like these, the model’s ability to summarize the whole paper, find all relevant
information, and handle unanswerable questions would be tested.

Using this benchmark, we could compare the performance of the model and a human. The results showed
that, for Question answering, the precision of the PaperQA2 is about 85.2%, while humans can only achieve
73.8% precision 9.

When evaluating the summarization ability (WikiCrow), the authors first selected 240 gene articles, and
each gene article had a WikiCrow-generated version and a Wikipedia version (Skarlinski et al., 2024). Then,
375 factual statements were extracted evenly from the WikiCrow-generated summaries and the Wikipedia
summaries (Skarlinski et al., 2024). With these statements, the human experts could go over all of the
statements and categorize them into three categories: Cited and Supported, Cited and Unsupported, and
Uncited, without knowing which version the statement came from. The precision (it is the Cited and
Supported / All statements) of the WikiCrow is 86.1%, while Human (Wikipedia) only achieved 71.2%. In
other words, the summary generated by PaperQA2 was better than human-made summaries 9.

ContraCrow is one of the abilities of the model that can tell whether a statement is contradictory. To
evaluate this ability, the authors generated the ContraDetect dataset, which is just a further development
of the LitQA2. The author intentionally flipped some of the answers to be wrong to check whether the
ContraCrow can detect. The mean contradictions per paper found by ContraCrow is 2.34, while the human-
validated actual contradictions are just 1.64 9. This means the ContraCrow is blindly confident when looking
for contradictions.
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Figure 10: Multi-agents SLR Performance

4.5 Multi-agents SLR

The author used feedback from 10 experienced researchers (with different expertise) from academia and
industry to evaluate the model’s performance. The participants proposed a research topic that was within
their expertise and rated the system’s performance. Specifically, they need to score the performance on
a Likert scale for several criteria: Accuracy, UI, Speed, Relevance of the extracted information, and the
usefulness of the results (Sami et al., 2024). Most of the participants gave a very positive response regarding
the system 10.

4.6 ADAS

The Meta Agent Search which used in the ADAS was compared with other state of the art Hand-designed
Agents. The results showed that the Meta Agent Search could generate agents that has a better Reading
Comprehension, Math, Multi-task, and Science reasoning abilities (Hu et al., 2025).

The Reading Comprehension ability is tested using DROP (Discreet Reasoning Over Paragraph). DROP
(Dua et al., 2019) is a method that was developed to test whether the model can really understand the text.
It is not a simple question set which can be found easily through the text. The agent needs to understand
the text and perform reasoning to answer the questions. Using DROP, the results showed that the F1 Score
for Meta Agent Search is higher than other state-of-the-art Hand-designed Agents and Automated Design
of Agentic Systems (Hu et al., 2025) 11.

Math ability was tested using MGSM Bechmark (Shi et al., 2022). This a set of 250 multi-step arithmetic
word problems and each problem was translated into different languages by human. Given these problems,
the agents must solve the problems and give a numerical answer. Then, the agents are evaluated using
accuracy score. Given this test, the agents from the Meta Agent Search could achieve a much higher
accuracy than all the other agents11.

The multi-task ability is tested using MMLU Benchmark (Hendrycks et al., 2021) and the Science ability is
evaluated using GPQA Benchmark Rein et al. (2023). Both of these are multiple choice questions that were
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Figure 11: ADAS Performance Comparison

designed by experts from different expertise to test the AI abilities. Using these question sets, the accuracy
of the agents from Meta Agent Search is higher than all the other state-of-the-art agents designed before11.

4.7 SurveyAgent

For the multiple action planning task, they constructed a dataset comprising 150 multi-action trajectories
generated using GPT-4. After manual verification for plausibility, 50 queries were retained for testing. The
evaluation metrics for this task included single-action accuracy, full-trajectory accuracy, and edit distance
compared to the ground truth. SurveyAgent achieved a single-action accuracy of 85.83%, a full-trajectory
accuracy of 52.00%, and an average edit distance of 0.42. Recognizing the inherent variability in multi-action
planning, the authors also conducted human evaluations, which indicated a higher full-trajectory accuracy of
82%, suggesting that the system’s plans were often reasonable even when they deviated from the predefined
ground truth.

4.8 AI Scientist

The AI Scientist’s performance was rigorously assessed through multiple methods. An LLM-based auto-
mated reviewer evaluated the quality of its generated papers, calibrated to approximate human peer-review
standards. Some papers met or exceeded the acceptance thresholds of top machine learning conferences, as
judged by this reviewer. Additionally, each full research cycle—from idea generation to manuscript com-
pletion—cost less than $15, demonstrating high cost efficiency. However, something that tended to happen
was the paper would most of the time if not always push a positive spin around the results. It would also
commonly hallucinate details about empirical results such as building guessing the python version and the
type of GPUs used in its experiments.

4.9 SciAgent

However, SciAgent faces limitations such as potential variability in performance across different scientific
domains and reliance on the quality of existing ontological knowledge graphs, which may contain inaccuracies
or gaps. Additionally, the complexity of multi-agent interactions can make the system’s decision-making
processes less transparent, posing challenges for interpretability. Scalability is another concern, as increasing
the number of agents and the size of knowledge graphs can lead to higher computational demands, potentially
affecting real-time performance.
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5 Discussion and Conclusion

The scientific research process includes more than just the experimentation hypothesis and iterations involved
with scientific discovery. Frameworks like DeepReview [7] assists researchers in performing comprehensive
reviews of these types of papers and studies. It even wins 88.21% and 80.20% of the time against GPT-o1
((OpenAI, 2025a)) and DeepSeek-R1 (Zhu et al., 2025).

Utilizing AI Agents for automating the scientific process involves automating many key steps of the scientific
research process. At a high level these components include: ideation and hypothesis generation, design and
experimentation, analyzing the results, and lastly paper writing. To achieve this, a common approach we see
throughout the papers is their use of different modules for each of these processes. Each module is essentially
a stand alone agent that is able to think through various techniques such as chain-of-thought, self-reflection
etc. By doing each of these tasks independently, multi agent systems are able to be more efficient and
provide reasonable output with higher success rate. To add one step on top of this, AI Scientist ((Lu et al.,
2024)) even used an independent reviewer agent that can grade papers based on real journal and conference
guidelines.

However, there are many areas that still need improvement. For example, models tended to hallucinate facts
that it did not know and assume library versions or the GPUs that were used. Also, they tended to overly
interpret results in a positive manner, even sometimes completely ignoring negative results and spinning it
off in a positive way.

In conclusion, AI Agents provide a revolutionary way to go about the scientific research process. However,
lot of safeguards need to be put up and papers written by AI Agents should be thoroughly scrutinized to
every last detail. After all, interpretability of results is necessary and essential to future scientific discovery.
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