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Abstract

Recent advances in Large Language Models001
(LLMs) have sparked wide interest in val-002
idating and comprehending the human-like003
cognitive-behavioral traits LLMs may have.004
These cognitive-behavioral traits include typi-005
cally Attitudes, Opinions, Values (AOV). How-006
ever, measuring AOV embedded within LLMs007
remains opaque, and different evaluation meth-008
ods may yield different results. This has led to009
a lack of clarity on how different studies are010
related to each other and how they can be in-011
terpreted. This paper aims to bridge this gap012
by providing an overview of recent works on013
the evaluation of AOV in LLMs. Moreover, we014
survey related approaches in different stages015
of the evaluation pipeline in these works. By016
doing so, we address the potential and chal-017
lenges with respect to understanding the model,018
human-AI alignment, and downstream applica-019
tion in social sciences. Finally, we provide prac-020
tical insights into evaluation methods, model021
enhancement, and interdisciplinary collabora-022
tion, thereby contributing to the evolving land-023
scape of evaluating AOV in LLMs.024

1 Introduction025

Recent years have witnessed a remarkable improve-026

ment in the development and deployment of Large027

Language Models (LLMs), holding the promise of028

boosting various domains, from computer sciences029

to social sciences and beyond. Amid the excite-030

ment surrounding their capabilities lies an impor-031

tant question: How well do these LLMs capture032

and convey human cognitive-behavioral traits?033

By drawing upon theories from social sciences034

(such as Katz, 1960; Rokeach, 1968; Ajzen, 1988;035

Bergman, 1998), we consider human cognitive-036

behavioral traits, in our case primarily Attitudes,037

Opinions, Values (AOV), the fundamental compo-038

nent of human cognition, shaping our perceptions,039

decisions, and interactions. By studying whether040

and how the LLM outputs reflect AOV and how041

these AOV compare to human AOV, we can bet- 042

ter understand their potential to act as autonomous 043

agents that could mirror human AOV. The AOV 044

in LLMs also impact users in downstream appli- 045

cations, such as writing assistants (Jakesch et al., 046

2023), and affect decision-making processes and 047

perceptions (Eigner and Händler, 2024). 048

In recent studies, survey questionnaires that were 049

originally used to estimate public opinions in the 050

social sciences are now being popularly utilized to 051

evaluate the opinions of LLMs and subsequently 052

to study the alignment with human opinions (San- 053

turkar et al., 2023; Hwang et al., 2023; Kim and 054

Lee, 2024). At the same time, the wide range of 055

evaluation methods used to assess LLM responses 056

has led to inconsistent outcomes, complicating 057

reliable assessment of the models (Dominguez- 058

Olmedo et al., 2023; Wang et al., 2024a,b, inter 059

alia). However, this variability in evaluation meth- 060

ods has largely been overlooked—posing risks of 061

missing subtleties in LLM performance, yielding 062

incomplete or biased assessments. This oversight 063

raises significant questions about the model’s true 064

capabilities and its alignment with human opinions. 065

Motivated by the rising interest in studying the 066

human-like traits of LLMs, in this paper, we present 067

the first survey on the evaluation of AOV in LLMs. 068

Before moving into the details, we first position 069

our survey in the context of other relevant surveys 070

and then show the framework of our survey. 071

Related Survey Papers. While there are no survey 072

papers specifically on AOV in LLMs, some exist- 073

ing works have covered related questions. Sim- 074

mons and Hare (2023) review works and provide 075

a framework for using LLMs as comparative mod- 076

els for subpopulations to measure public opinions. 077

Jansen et al. (2023) offer insights on employing 078

LLMs in public opinion survey research, conclud- 079

ing that LLMs can enhance survey research. Vida 080

et al. (2023) address the research gap in the ethical 081

aspects of NLP surveying the literature on moral 082
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NLP, calling for a more rigorous discussion on083

the moral concept for NLP research. Hershcovich084

et al. (2022) provide a survey on NLP in cross-085

cultural contexts from a linguistic diversity angle,086

suggesting the need to preserve cultural values in087

models. There are also recent surveys on under-088

standing “culture” in NLP (Liu et al., 2024) and089

measuring “cultures” in LLMs (Adilazuarda et al.,090

2024), both highlighting the future of culturally091

aware and adapted NLP techniques. These works092

mainly explored topics like studying the cultural093

and moral aspects in NLP or improving public opin-094

ion research with LLMs. However, there has been095

a lack of dedicated studies focusing on AOV and096

especially on evaluating the AOV within LLMs.097

Our Survey Paper. Since LLMs are pretrained on098

vast amounts of human data, it is reasonable to hy-099

pothesize that LLMs can reflect the AOV embedded100

in the data. But, for that to scale, we will need defi-101

nitions of the terms AOV (WHAT is it? §2), then102

to summarize what has been explored on the AOV103

in LLMs so far (WHAT so far? §3), and know the104

pipeline used so far in research on how LLMs are105

queried for the AOV embedded within (HOW? §4).106

We then discuss the research directions (WHERE?107

§5) by highlighting the potential and challenges108

identified from existing works and the evaluation109

pipeline. In the end, we provide a call for action on110

what to do to make these approaches possible and111

reliable in the future (WHAT to do? §6).112

2 Definitions113

Next, we provide definitions for the three main114

concepts used in this paper: attitude, opinion, and115

value (WHAT is it?). According to Katz (1960),116

an attitude is a durable orientation toward some117

object, while an opinion is more of a visible expres-118

sion of an attitude. For this paper, we examine the119

two concepts simultaneously following Bergman120

(1998), who considers the attitude and opinion as121

synonymous:122

Citation 1. “Attitudes (and opinions) are always atti-
tudes about something. This implies three necessary ele-
ments: first, there is the object of thought, which is both
constructed and evaluated. Second, there are acts of con-
struction and evaluation. Third, there is the agent, who is
doing the constructing and evaluating. We can therefore
suggest that, at its most general, an attitude is the cognitive
construction and affective evaluation of an attitude object
by an agent.” (Bergman, 1998)

123

We apply the above definition to the study of124

LLM attitudes and opinions. These three elements125

are formed as follows: first, there is the topic un- 126

der consideration as the object of thought; second, 127

there is the internal mechanisms and processes 128

within the LLM that perform the construction and 129

evaluation of this topic; and third, there is the LLM 130

itself as the agent. 131

On value, Bergman (1998)’s definition reads: 132

Citation 2. “A value may be understood as the cognitive
and affective evaluation of an array of objects by a group
of agents.” (Bergman, 1998)

133

This definition suggests that values extend beyond 134

individual attitudes and opinions, denoting grouped 135

thoughts and evaluations of an array of objects. 136

LLMs were trained on a great amount of tex- 137

tual data from billions of humans. This means that 138

when prompted, LLMs might sometimes generate 139

responses that incorporate these varied perspec- 140

tives rather than a single viewpoint (Jiang et al., 141

2023; Cheng et al., 2023a; Jiang et al., 2024; Shu 142

et al., 2024; Choi and Li, 2024). LLMs could 143

be understood “as a superposition of perspectives” 144

(Kovač et al., 2023) and have both dimensions. 145

Thus, in our paper, we suggest to consider the 146

terms attitudes, opinions, and values together and 147

to study them as a cohesive set. We propose a 148

two-dimensional view for it: attitudes and opinions 149

encompass the attitudes and opinions prevalent in 150

societal contexts, often captured through timely 151

surveys and polls; values look deeper into the eth- 152

ical and cultural beliefs that guide individual and 153

collective behavior, usually more stable over time. 154

3 An Overview of Related Works for 155

AOV in LLMs 156

In this section, we present related recent works on 157

the evaluation of AOV in LLMs (WHAT so far?). 158

We categorize the works into two main groups: 159

attitudes/opinions and values, reflecting the two 160

dimensions of AOV we proposed. In addition, we 161

include works with various topics that could also 162

shine light on AOV in LLMs. A summary of the 163

surveyed papers, along with details on the paper se- 164

lection process and an analysis of the model distri- 165

bution can be found in the Appendix (§A.1, §A.2). 166

3.1 Attitudes/Opinions 167

US-Centric Public Opinion Polls. The majority 168

of recent work on evaluating opinions in LLMs is 169

based on US-centric public opinion surveys. Ar- 170

gyle et al. (2023), Bisbee et al. (2023) and Sun 171
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et al. (2024) query the model with a prompt that172

encompasses the socio-demographics of real hu-173

man participants using the American National Elec-174

tion Studies (ANES) surveys. Santurkar et al.175

(2023) use the American Trends Panel (ATP) sur-176

vey from the Pew Research Center and create the177

dataset OpinionQA. The OpinionQA data set has178

also been used by Hwang et al. (2023) and Wang179

et al. (2024b). Similarly, Tjuatja et al. (2024)180

also use ATP data to study whether LLMs exhibit181

human-like response biases. There are various ad-182

ditional US-based surveys used to study LLMs’183

AOV (Dominguez-Olmedo et al., 2023; Kim and184

Lee, 2024; Sanders et al., 2023; Lee et al., 2024a).185

Most of the papers found misalignment between186

LLM and human opinions and several observed187

left-leaning political bias in their comparisons.188

Non-US-Centric Public Opinion Polls. Although189

most work relies on the US context, a few stud-190

ies focus on non-US countries or cross-national191

comparisons. von der Heyde et al. (2023) use data192

from German Longitudinal Election Study (GLES,193

2019) and notice strong bias also in their use case194

(German election prediction). Kalinin (2023) uses195

the Survey of Russian Elites from 1993–2020 (Zim-196

merman et al., 2023) and leverages LLMs to gen-197

erate opinions like Russian elite individuals. Dur-198

mus et al. (2023) introduce the dataset GlobalOpin-199

ionQA based on questions and answers from cross-200

national surveys on diverse opinions on global is-201

sues across different countries and discover cultural202

and social biases of LLMs’ outputs.203

Non-Public-Opinion Polls. Apart from public204

opinion surveys, other contents are also used for205

studying the LLMs’ sensitivity to public opinions.206

Jiang et al. (2022a) present a CommunityLM by207

fine-tuning GPT2 models (Radford et al., 2019)208

on partisan Twitter data finding that the fine-tuned209

models align well with ANES survey data. Wu210

et al. (2023) and Rosenbusch et al. (2023) focus on211

LLMs’ attitudes towards US politicians. Chalkidis212

and Brandl (2024) fine-tune the Llama Chat model213

(Touvron et al., 2023) on debates in the European214

Parliament and discover that the adapted party-215

specific models can align towards respective po-216

sitions. There is a web tool, OpinionGPT (Haller217

et al., 2023), which shows that biases of the in-218

put data influence the answers a model produces.219

Rozado (2023), Rozado (2024), Feng et al. (2023)220

and Röttger et al. (2024) use political orientation221

tests or political compass tests to evaluate opinions222

in LLMs. The varied political worldview in LLMs223

was further found in recent works (Ceron et al., 224

2024; Bang et al., 2024). 225

3.2 Values 226

Value Orientation of LLMs. For research on val- 227

ues, social science studies use surveys such as the 228

World Values Survey (WVS) (Haerpfer et al., 2022) 229

and the Hofstede Cultural Survey (Hofstede, 2005). 230

These surveys have also been applied in recent 231

studies to evaluate the values in LLMs. Benkler 232

et al. (2023) find that LLMs struggle to accurately 233

capture the moral perspectives of non-Western de- 234

mographics when responding to WVS questions. 235

Arora et al. (2023) employ the WVS and the Hofst- 236

ede Cultural Survey into cloze-style questions and 237

study the cultural expression of multilingual LMs 238

by inducing perspectives of speakers of different 239

languages. Cao et al. (2023) probe ChatGPT with 240

the Hofstede Cultural Survey and Johnson et al. 241

(2022) experiment on WVS, both showing that the 242

model aligns mostly with American culture. In 243

addition, Tanmay et al. (2023) measure the moral 244

reasoning ability of LLMs using the Defining Is- 245

sues Test (Rest, 1979). 246

Moral Foundations Theory1 (Graham et al., 247

2018) has been applied in a few studies to assess 248

the models’ moral values. Simmons (2023) investi- 249

gates moral biases in LLMs using Moral Founda- 250

tions Theory and demonstrates that these models 251

exhibit moral biases when prompted with a certain 252

political identity. Haemmerl et al. (2023) probe 253

multilingual LLMs based on their moral founda- 254

tions. There are inconsistent findings regarding the 255

evaluation of values in LLMs based on moral foun- 256

dations. While Talat et al. (2022) claim that the 257

models exhibit fluctuating ethical values, Fraser 258

et al. (2022) find that the models’ ethical values 259

align consistently with their training data. 260

Curated Datasets and Frameworks. There are 261

a few curated evaluation datasets for values in 262

LLMs, such as ETHICS (Hendrycks et al., 2023), 263

MoralChoice (Scherrer et al., 2024), MoralExcep- 264

tQA (Jin et al., 2022), ValuePrism (Sorensen et al., 265

2024). A few frameworks have been established 266

to assess the ethical reasoning capability of LLMs, 267

such as SocialChemistry101 (Forbes et al., 2020), 268

Delphi (Jiang et al., 2022a), the Framework for ‘in- 269

1The Moral Foundations Theory (Graham et al., 2011)
identifies five foundations (Care, Fairness, Loyalty, Authority,
Purity) to explain shared moral themes across populations
(Abdulhai et al., 2023). The Moral Foundations Questionnaire
(Graham et al., 2011) scores these five foundations.
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context’ Ethical Policies (Rao et al., 2023), Moral270

Graph Elicitation (Klingefjord et al., 2024), as well271

as moral dilemmas and value statements (Rao et al.,272

2023; Agarwal et al., 2024). Ren et al. (2024) pro-273

vide an evaluation pipeline ValueBench to probe274

value orientations encompassing 453 value dimen-275

sions. These resources and frameworks collectively276

enhance our ability to evaluate and understand the277

values embedded in LLMs.278

3.3 Other Related Topics279

In addition to the two main categories, several stud-280

ies investigate related topics that indirectly also281

reveal the AOV reflected in LLMs. These include:282

i) trustfulness, which is closely related to AOV283

as it reflects the model’s alignment to human val-284

ues on truth and honesty (Lin et al., 2022; Joshi285

et al., 2024), ii) theory-of-mind, which explores the286

ability of LLMs to understand and predict human287

thoughts and emotions (Sap et al., 2022; Li et al.,288

2023b; Kosinski, 2024), iii) persona and personal-289

ity, of which findings highlight the models’ ability290

to reflect human-like attitudes and values through291

their generated personas (Miotto et al., 2022; Ko-292

vač et al., 2023; Caron and Srivastava, 2023; Cheng293

et al., 2023a,b; Jiang et al., 2024; Shu et al., 2024),294

iv) sentiment (Deshpande et al., 2023; Beck et al.,295

2024b; Hu and Collier, 2024), and v) mixed topics296

spanning politics, philosophy and personality (e.g.297

Perez et al., 2023).298

4 How LLMs Are Queried for AOV299

After defining the core concepts and discussing300

related works, we now provide details of the301

pipeline on how LLMs were queried for AOV so302

far (HOW?) to motivate our later discussion on303

gaps. Based on the surveyed works, we catego-304

rize the evaluation process in a taxonomy into four305

main stages: i) input, ii) model, iii) output, and iv)306

evaluation, as illustrated in Figure 1.307

4.1 Input308

In this section, we show methods for formatting309

input data before feeding them into the model. Sev-310

eral examples of the task design for the input can311

be found in the Appendix §A.3.312

Persona-Based Input. In this approach, personas,313

i.e. the demographic profiles of a human sample,314

are included into the input prompt to simulate the315

opinions of specific sub-populations, allowing for316

the comparisons of LLM outputs with human re-317

sponses. This method has been widely explored,318

for example in Santurkar et al. (2023); Hwang et al. 319

(2023); Durmus et al. (2023); Kim and Lee (2024). 320

Input Perturbations. To test the robustness and 321

consistency of the model’s outputs, perturbations 322

have been applied to the input to test the human- 323

like response biases of the model. The most com- 324

mon way is to perturbate the order of the choices in 325

close-ended questions (Lu et al., 2022; Kovač et al., 326

2023; Dominguez-Olmedo et al., 2023; Tjuatja 327

et al., 2024; Wang et al., 2024b; Shu et al., 2024). 328

Tjuatja et al. (2024) propose response bias modi- 329

fications (e.g. order swapping) and non-bias per- 330

turbations (e.g. letter swapping and typos), which 331

are also employed in Wang et al. (2024a). In ad- 332

dition, modifying prompt wording is another per- 333

turbation approach. Cao et al. (2023) change ques- 334

tions from the second to the third person, while 335

Kovač et al. (2023) and Ceron et al. (2024) prepend 336

a system message in the second person to the ques- 337

tion. Hwang et al. (2023) add a Chain-of-Thought 338

(CoT, Wei et al., 2023) style prompt wording to the 339

original questions. 340

4.2 Model 341

In this section, we explore various inference meth- 342

ods used with the models after preparing the input. 343

Zero-Shot Inference. The zero-shot inference is 344

the most common way to probe the LLMs by ask- 345

ing the model with input prompts without examples 346

and is employed in most of the works, for exam- 347

ple in Argyle et al. (2023); Santurkar et al. (2023); 348

Hwang et al. (2023); Durmus et al. (2023); Sanders 349

et al. (2023); von der Heyde et al. (2023). 350

Few-Shot Inference. The few-shot inference in- 351

cludes one or a few examples in the prompt to famil- 352

iarize the model with the expected response format. 353

For example, Santurkar et al. (2023) experimented 354

with one-shot examples in the prompt for multiple 355

choice survey response generation. Hendrycks et al. 356

(2023), Sap et al. (2022), Perez et al. (2023) and 357

Joshi et al. (2024) include a few examples in the 358

prompt as additional ablation experimentations. 359

Fine-Tuning and Inference. Some studies utilize 360

the fine-tuning approach to align LLMs with spe- 361

cific viewpoints by training them on data contain- 362

ing those opinions (e.g. partisan Twitter data, par- 363

liamentary debates), and during the inference pe- 364

riod then evaluate these fine-tuned models on test 365

sets (e.g. questionnaires for human public opin- 366

ion polls) (Jiang et al., 2022b,a; Joshi et al., 2024; 367

Chalkidis and Brandl, 2024; Kim and Lee, 2024). 368

These works showed that the fine-tuned models can 369
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Evaluation ¡

Performance Metrics: Hendrycks et al. (2023); Jin et al. (2022); Jiang et al. (2022a); Fraser et al. (2022); Kalinin (2023);
Simmons (2023); Rosenbusch et al. (2023); Deshpande et al. (2023); Chalkidis and Brandl (2024); Lee et al. (2024a);
Agarwal et al. (2024); Rao et al. (2023)

Alignment Metrics: Argyle et al. (2023); Santurkar et al. (2023); Hwang et al. (2023); Dominguez-Olmedo et al. (2023);
Durmus et al. (2023); Sanders et al. (2023); Sun et al. (2024); Wang et al. (2023b); Jiang et al. (2024); Fraser et al.
(2022); Bisbee et al. (2023); Cao et al. (2023); Arora et al. (2023); Benkler et al. (2023)

Scoring: Lin et al. (2022); Kovač et al. (2023); Caron and Srivastava (2023); Jiang et al. (2023); Sanders et al. (2023);
Cao et al. (2023); Abdulhai et al. (2023); Tanmay et al. (2023); Cheng et al. (2023a); Perez et al. (2023); Sorensen et al.
(2024); Perez et al. (2023); Miotto et al. (2022); Jiang et al. (2024); Aharoni et al. (2024); Wester et al. (2024); Ren et al.
(2024); Joshi et al. (2024)

Output ×

Text-Based Output: Argyle et al. (2023); Sun et al. (2024); Lee et al. (2024a); Jiang et al. (2022a); Fraser et al. (2022);
Cao et al. (2023); Cheng et al. (2023a); Wu et al. (2023); Joshi et al. (2024); Wang et al. (2024a,b); Jiang et al. (2024);
Fraser et al. (2022); Rozado (2023, 2024); Perez et al. (2023); Rosenbusch et al. (2023); Röttger et al. (2024); Ceron et al.
(2024); Bang et al. (2024); Scherrer et al. (2024)

Logits-Based Output: Hendrycks et al. (2021b); Santurkar et al. (2023); Dominguez-Olmedo et al. (2023); Chalkidis and
Brandl (2024); Kalinin (2023); Beck et al. (2024b); Lin et al. (2022)

Model Æ

Multi-Turn Inference: Jin et al. (2022); Perez et al. (2023); Yang et al. (2023); Li et al. (2023b); Jiang et al. (2023); Zhang
et al. (2024); Baltaji et al. (2024); Park et al. (2023)

Fine-Tuning and Inference: Hendrycks et al. (2023); Jiang et al. (2022a,b); Rosenbusch et al. (2023); Haller et al.
(2023); Joshi et al. (2024); Chalkidis and Brandl (2024); Li et al. (2024); Rozado (2024)

Few-Shot Inference: Hendrycks et al. (2023); Sap et al. (2022); Santurkar et al. (2023); Perez et al. (2023); Joshi et al.
(2024)

Zero-Shot Inference: The most common case. As seen e.g. in Argyle et al. (2023); Santurkar et al. (2023); Hwang et al.
(2023); Durmus et al. (2023); Sanders et al. (2023)

Input í

Input Perturbations: Lu et al. (2022); Kovač et al. (2023); Dominguez-Olmedo et al. (2023); Tjuatja et al. (2024); Wang
et al. (2024a,b); Shu et al. (2024); Cao et al. (2023); Kovač et al. (2023); Ceron et al. (2024); Hwang et al. (2023)

Persona-Based Input: Santurkar et al. (2023); Hwang et al. (2023); Dominguez-Olmedo et al. (2023); Durmus et al.
(2023); Kim and Lee (2024); Lee et al. (2024a); Simmons (2023); Benkler et al. (2023); Deshpande et al. (2023); Argyle
et al. (2023); Sanders et al. (2023); Cheng et al. (2023a,b); Lee et al. (2024a); Sun et al. (2024); Hu and Collier (2024);
Shu et al. (2024); von der Heyde et al. (2023); Kalinin (2023)

Figure 1: A taxonomy of evaluation pipeline across input í → model Æ → output × → evaluation ¡ .

represent represent the opinions behind the training370

data.371

Multi-Turn Inference. In multi-turn inference, the372

process is usually chain-wise or conducted by mul-373

tiple agents. Perez et al. (2023) instruct LLMs374

to write yes/no questions with multiple stages of375

LM-based generation and filtering. Several works376

(Jin et al., 2022; Jiang et al., 2023; Yang et al.,377

2023) incorporate CoT processes to complete ques-378

tionnaires in a multi-turn dialogue manner, while379

Baltaji et al. (2024) use multi-agent LLM systems380

for inter-cultural collaboration and debate, analyz-381

ing opinion diversity before and after discussions,382

based on previous research on social behaviors in383

LLM agents (Li et al., 2023b; Zhang et al., 2024).384

4.3 Output385

After defining the inputs and models and feeding386

the input into the model, we can now address the387

output side. There are two main ways for output388

extraction: logits-based output and text-based out-389

put.390

Logits-Based Output. The first token logits391

of LLM outputs have been commonly used in392

multiple-choice question settings to transform the393

open-ended nature of LLM outputs into expected394

options, as in Hendrycks et al. (2021b); Santurkar395

et al. (2023); Dominguez-Olmedo et al. (2023); 396

Chalkidis and Brandl (2024); Kalinin (2023); Beck 397

et al. (2024b); Lin et al. (2022). This method in- 398

volves calculating the log probabilities for answer 399

options (e.g. ‘A’, ‘B’, ‘C’). The option with the 400

highest log probability is then selected as answer. 401

Text-Based Output. The text-based way spans 402

different approaches that look at the textual out- 403

put from the model. Argyle et al. (2023) extract 404

texts from models’ output using string matching 405

RegEx. Lee et al. (2024a) employ string matching 406

with manual modifications on incorrect matching 407

instances. Jiang et al. (2022a) only examine the 408

first line in the response and remove the remaining 409

tokens. Joshi et al. (2024) train a linear probing 410

classifier to predict the truthfulness of an answer. 411

Wang et al. (2024a,b) annotate a subset of the out- 412

puts and fine-tune a model on the annotated subset 413

to train a classifier for output classification. Rozado 414

(2024), Bang et al. (2024) and Röttger et al. (2024) 415

directly take the LLM outputs and use other LLMs 416

to classify the stance of the target LLM outputs. 417

4.4 Evaluation 418

After extracting the LLM output, different evalua- 419

tion metric approaches are applied to validate the 420

model behavior. 421
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Scoring. There are various approaches to scoring422

model-generated responses for evaluation. Some423

methods rely on direct rating from humans on424

the model-generated responses (Lin et al., 2022;425

Caron and Srivastava, 2023; Perez et al., 2023;426

Jiang et al., 2024; Sorensen et al., 2024; Aharoni427

et al., 2024; Wester et al., 2024; Joshi et al., 2024),428

while some also use model-based scoring (Kovač429

et al., 2023; Jiang et al., 2023; Caron and Srivastava,430

2023; Sanders et al., 2023; Jiang et al., 2024; Joshi431

et al., 2024), or predefined scoring frameworks432

(Cao et al., 2023; Abdulhai et al., 2023; Tanmay433

et al., 2023; Cheng et al., 2023a). Usually, a rating434

scale is given to score the acceptability of the re-435

sponse. In addition, some outputs can be directly436

evaluated because they come in score form (e.g.437

when prompted with questions and options with438

scaled scores), such as in Miotto et al. (2022).439

Alignment Metrics. By drawing upon well-known440

measures of inter-annotator agreement and simi-441

larity measures, alignment metrics have been em-442

ployed to measure the alignment of human and443

LLM responses. These measures include Cohen’s444

Kappa (Argyle et al., 2023; Hwang et al., 2023),445

1-Wasserstein distance (WD) (Santurkar et al.,446

2023; Hwang et al., 2023; Sanders et al., 2023),447

Kullback–Leibler (KL) divergence (Dominguez-448

Olmedo et al., 2023; Sun et al., 2024), the Eu-449

clidean distance between the model’s responses450

and the standard scores of humans (Wang et al.,451

2023b), Jensen-Shannon Distance for model and452

country alignment (Durmus et al., 2023), as well as453

correlation and statistical analysis (Kalinin, 2023;454

Sun et al., 2024; Jiang et al., 2024). Moreover, met-455

rics have been applied to measure the alignment456

between variables, such as regression models for457

measuring the correlations between single features458

of different personas (Bisbee et al., 2023) and be-459

tween different nations (Benkler et al., 2023).460

Performance Metrics. Performance metrics (e.g.461

Acc., F1., Loss) have been applied to measure462

the quality of LLM outputs against target datasets,463

as in Hendrycks et al. (2023); Jin et al. (2022);464

Kalinin (2023); Chalkidis and Brandl (2024); Lee465

et al. (2024a); Agarwal et al. (2024). In Simmons466

(2023), performance is assessed by comparing re-467

sponse content with “moral foundations dictionar-468

ies”. Meanwhile, Rosenbusch et al. (2023) estab-469

lish a baseline accuracy by having human experts470

match politicians with their ideologies, against471

which LLM predictions are evaluated.472

5 Opportunities and Challenges in 473

Evaluating AOV in LLMs 474

Drawing from findings summarized in §3 and §4 475

from recent advances, we now focus on the method- 476

ological and practical perspectives regarding oppor- 477

tunities and challenges of evaluating AOV in LLMs 478

(WHERE?). The next section addresses several 479

key issues starting with the need to understand the 480

models themselves, followed by the necessity for 481

human-AI alignment, and finally, the implications 482

for downstream applications in social sciences. 483

5.1 Understanding the Model 484

The essential discussion on the impact of evaluat- 485

ing AOV in LLMs should start with the models 486

themselves – the agents creating output. Our un- 487

derstanding of these models is limited (much like 488

our understanding of ourselves as humans) (Hassija 489

et al., 2024). As studying how people respond to 490

questions and express opinions helps us understand 491

human behavior, examining how models do the 492

same can enhance our knowledge of these models. 493

Evaluating AOV Helps Understand Model Be- 494

havior. By effectively evaluating AOV in LLMs, 495

we could potentially better explain their behavior 496

in those subjective contexts, which could reveal 497

why models produce certain opinions and values, 498

helping us to better interpret their outputs. Apart 499

from the textual output, tracking model internal 500

behavior is also of interest, for example, to exam- 501

ine whether there exist skill neurons (Wang et al., 502

2022; Voita et al., 2023). Investigating the inter- 503

nal working mechanisms of models enhances their 504

interpretability, helping to make their operations 505

more transparent and understandable. Currently, 506

there is a lack of work linking AOV evaluations to 507

model interpretability. Addressing this gap would 508

significantly contribute to the understanding and 509

reliability of LLM outputs, especially in subjective 510

contexts. 511

Evaluating AOV Helps Understand Model Bi- 512

ases. Since LLMs are trained on large datasets that 513

contain human-generated content, they inevitably 514

learn and reproduce the biases present in this data 515

(Anwar et al., 2024). For example, models often 516

reflect Western cultural perspectives because much 517

of the training data comes from Western sources 518

(Johnson et al., 2022; Cao et al., 2023; Adilazuarda 519

et al., 2024). This can lead to skewed outputs not 520

representing diverse global perspectives. Also, in 521

most LLMs English-centric biases exist, i.e., mod- 522
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els show significant value bias when we move to523

languages other than English (Agarwal et al., 2024).524

To address these issues, techniques were proposed,525

such as bias detection (Cheng et al., 2024), adver-526

sarial training (Casper et al., 2024), and diversifica-527

tion of training data (Chalkidis and Brandl, 2024).528

Evaluation Methods Are Not Robust. One chal-529

lenge in evaluating the output of LLMs is that the530

methods used can themselves be brittle. For ex-531

ample, in multiple-choice survey question settings,532

several studies rely on the first token logits (prob-533

abilities) of model output to map the options with534

the highest logits (such as Santurkar et al., 2023;535

Dominguez-Olmedo et al., 2023). However, Wang536

et al. (2024a,b) observe that the first token log-537

its do not always match the textual outputs and538

sometimes the mismatch rate can be over 50% in539

Llama2-7B (Touvron et al., 2023) and Gemma-540

7B (Team et al., 2024). A few works have also541

highlighted models being sensitive to option or-542

dering (Binz and Schulz, 2023; Pezeshkpour and543

Hruschka, 2023; Zheng et al., 2024; Shu et al.,544

2024; Wei et al., 2024), making evaluation unsta-545

ble. Therefore, any evaluation for AOV in LLMs546

should be accompanied by extensive robustness547

tests (Röttger et al., 2024). Wang et al. (2024a,b)548

propose to look at the text by training classifiers549

on the annotated LLM outputs, which typically550

requires a lot of human efforts and may not be551

generalizable. Developing context-aware evalua-552

tion metrics to capture human-like nuances in LLM553

outputs is an ongoing research focus for model in-554

terpretability.555

5.2 Human-AI Alignment556

After understanding the model, aligning LLMs557

with human AOV and ensuring that they perform558

safely and effectively is the next crucial phase.559

Improvement in the Diversity of Alignment.560

Alignment methods, such as Reinforcement Learn-561

ing from Human Feedback (RLHF, Ouyang et al.,562

2022), focus on the problem of aligning LLMs to563

human values, which requires transferring the hu-564

man values into alignment target for training and565

evaluating the models (Klingefjord et al., 2024).566

However, current evaluations have often been567

coarse, highlighting the need for more fine-grained568

benchmarks to assess alignment effectively (Lee569

et al., 2024b). One fundamental challenge RLHF570

faces is the problem of misspecification (Casper571

et al., 2023). The diversity of human values cannot572

be easily represented by a single reward function.573

Current alignment evaluation benchmarks and re- 574

ward model training rely on individual preference 575

but lack consideration of the nature of diversity in 576

human opinion. A more fine-grained evaluation 577

of AOV with respect to social choice (Conitzer 578

et al., 2024) or social awareness (Yang et al., 2024) 579

will help us better understand the alignment pro- 580

cess and design a better socially-aware alignment 581

algorithms (Conitzer et al., 2024). 582

Personalization Raises Risks of Anthropomor- 583

phism. Anthropomorphizing AI models — attribut- 584

ing human characteristics to them — can lead to un- 585

realistic expectations and misunderstandings about 586

their capabilities and limitations (Weidinger et al., 587

2022; Kirk et al., 2024a). While aligning models 588

with human values is important, it is equally crucial 589

to maintain a clear distinction between human and 590

AI capabilities. Most recent works add persona- 591

based prompts (e.g. Santurkar et al., 2023), which 592

include demographics of real survey participants 593

and might lead to privacy risks in encouraging the 594

share of intimate information (Burkett, 2020; Zehn- 595

der et al., 2021; Kirk et al., 2024a). Besides, over- 596

personalization might raise the risk of microtarget- 597

ing and malicious persuasion. Properly handling 598

the nature and limitations of LLMs could reduce 599

the risks associated with anthropomorphism. 600

5.3 Implications from and for Social Science 601

Applications 602

Considering the potential and challenges from the 603

model perspective, we will now explore the feasibil- 604

ity of deploying AOV in LLMs in downstream so- 605

cial science applications. LLMs, with their ability 606

to process vast amounts of text data, could provide 607

valuable insights into human values and behaviors. 608

Again, caution must be exercised to address inher- 609

ent biases and alignment issues that may arise. 610

Problems of Alignment with Human Survey Par- 611

ticipants. Currently, we have no means of aligning 612

LLMs to accurately represent the diversity of hu- 613

man opinions necessary for reliable public opin- 614

ion polling and similar tasks. The existing lit- 615

erature highlights numerous challenges, particu- 616

larly in replicating non-US values (Benkler et al., 617

2023; Arora et al., 2023; Simmons, 2023; Rao et al., 618

2023). While some argue that LLM surveys might 619

provide insights into hard-to-reach populations, the 620

risk remains significant that these groups are diffi- 621

cult to model accurately by LLMs (von der Heyde 622

et al., 2023; Namikoshi et al., 2024). 623

Human AOV Help Evaluate AOV in LLMs. 624
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While there is a great gap between Human AOV625

and those in LLMs, human-centered applications626

can enhance our understanding and validation of627

AOV in LLMs. In survey methodology, respond-628

ing to a survey question involves several cognitive629

steps, mainly including comprehension, retrieval,630

judgment, and reporting (Tourangeau et al., 2000;631

Groves et al., 2004; Tourangeau, 2018). Figure 2632

illustrates a basic model of the human survey re-633

sponse process. Despite fundamental differences,634

the behavioral study of machines can benefit from635

that of animals (Rahwan et al., 2019), as well as of636

humans (Greasley and Owen, 2016). By integrat-637

ing these human-centered cognitive processes into638

the examination of how LLMs respond to survey639

questions, we are able to gain valuable insights into640

the models and then modify the models to better641

align with human processes. Still, while concepts642

from human AOV are certainly helpful in studying643

LLMs, we should also keep in mind at all times that644

they are after all not humans and should caution645

against the anthropomorphism we discussed in the646

previous section.647

Comprehension
of the question

Retrieval of 
information

Judgment and
estimation

Reporting
an answer

Figure 2: A simple model of the survey response process
(Groves et al., 2004)

LLMs Can Generate Test Data for Survey Appli-648

cations. In survey applications, LLMs can signifi-649

cantly improve testing pipelines by generating plau-650

sible test data (Simmons and Hare, 2023; Hämäläi-651

nen et al., 2023; Wang et al., 2023a). By simulat-652

ing a variety of respondent behaviors and answers,653

LLMs allow the identification of weaknesses and654

biases in survey instruments. However, in this case,655

too, it is important to note the potential mismatch656

between model-generated data and actual human657

responses (Bisbee et al., 2023; von der Heyde et al.,658

2023; Hämäläinen et al., 2023).659

6 Towards a Future of Evaluating AOV in660

LLMs661

As we have discussed, evaluating AOV in LLMs662

offers opportunities alongside notable challenges663

(§5). To harness these opportunities while address-664

ing the challenges, we show below key areas where665

focused action may lead to substantial improve-666

ments (WHAT to do?).667

Develop A More Fine-Grained and Human-Cen- 668

tered Evaluation Pipeline. The current methods 669

for evaluating AOV in LLMs within the pipeline 670

sometimes lack the necessary rigor for robust and 671

reliable evaluations, especially due to the unstable 672

results from the current evaluation methods. We 673

call for the development of a more robust and fine- 674

grained evaluation pipeline that can better capture 675

the nuances of human-like expressions in LLM 676

outputs. Besides, there is a great gap in the eval- 677

uation benchmarks. The current existing bench- 678

marks for evaluating the opinions in LLMs such 679

as OpinionQA (Santurkar et al., 2023) and MMLU 680

(Hendrycks et al., 2021b) are static. Interactive 681

benchmarks such as AlpacaEval (Li et al., 2023c) 682

and MT-Bench (Zheng et al., 2023) focus more 683

on general preferences. Therefore, more human- 684

centered and fine-grained benchmarks from cogni- 685

tive and social sciences should also be explored and 686

extended to validate the “human” factors within the 687

models in real-world scenarios. 688

Incorporate Diverse Human Opinions and Pref- 689

erences to Better Align the Model. Incorporat- 690

ing diverse human opinions and preferences from 691

public sources (Huang et al., 2024) into model val- 692

ues helps to better align the model. For example, 693

preference tuning like RLHF has the potential to 694

align LLMs more closely with human values, but 695

it requires a nuanced understanding of human pref- 696

erences, at best interactively (Shen et al., 2024). 697

Collecting fine-grained data that accurately reflects 698

diverse human opinions and values is crucial to 699

align the model. We need to ensure that the prefer- 700

ence data used in aligning the model are representa- 701

tive and ethically sound. Best practices from survey 702

methodology should be considered to ensure the 703

data collection is both diverse and comprehensive 704

(O’Hare et al., 2015; Kern et al., 2023; Beck et al., 705

2024a; Eckman et al., 2024; Kirk et al., 2024b). 706

Foster Interdisciplinary Collaboration. Under- 707

standing and improving the evaluation of AOV in 708

LLMs requires insights from multiple disciplines. 709

Interdisciplinary collaboration can provide a deeper 710

understanding of both human cognitive processes 711

and model behaviors. It is crucial to involve experts 712

from different fields, e.g. survey methodology, psy- 713

chology and sociology, to guide how we design 714

and analyze the evaluations (Dwivedi et al., 2023; 715

Eckman et al., 2024). Research driven by interdisci- 716

plinary hypotheses can enhance our understanding 717

of how well LLMs capture human-like AOV from 718

a broader perspective. 719
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7 Limitations720

In this work, we present a survey and commentary721

on the progress and challenges of evaluating AOV722

in LLMs. There are several key limitations that723

should be acknowledged:724

Inclusivity of Related Work. This survey predom-725

inantly focuses on works with subjective context726

related to opinions and values. As a result, other rel-727

evant areas such as emotion detection, e.g. (Wang728

et al., 2023b; Li et al., 2023a), which might im-729

plicitly contain value expressions, have not been730

included here. Future research could explore a731

broader range of related works beyond AOV.732

Perspective on the Evaluation Pipeline. The dis-733

cussion on the evaluation pipeline in this work734

may be limited in scope, mainly focusing on the735

four evaluation stages, however decisions in each736

step have potential for profound impact on results.737

While we provide an overview of the evaluation738

pipeline with diverse approaches in each evaluation739

stage, there may be additional aspects or single fea-740

tures of the evaluation pipeline that were not thor-741

oughly examined or highlighted, such as detailed742

pre-processing and data augmentation methods, in-743

termediate representation analysis and error analy-744

sis methods. Future studies could delve deeper into745

these aspects to contribute in providing an even746

more comprehensive understanding of the evalua-747

tion process of AOV in LLMs.748

Exploration of Use Cases. This work primarily749

focuses on the evaluation aspect of LLMs and does750

not extensively explore their potential use cases in751

social science and society. While evaluating AOV752

in LLMs is undoubtedly important, it is equally cru-753

cial to consider how these models can be applied in754

various domains to address real-world challenges.755

Future research could explore the broader implica-756

tions of LLMs in social science research, policy-757

making, education, and other societal applications758

to provide a more holistic perspective on their util-759

ity and impact.760

8 Ethical Considerations761

Within the surveyed papers and approaches, there762

might exist contents that could potentially raise763

ethical considerations, due to the nature of the sub-764

jectivity in these topics. We report these in two key765

aspects:766

Ethical Considerations Regarding the Data767

Used. In future studies involving the collection768

of new survey and questionnaire data, researchers769

must exercise caution and be mindful of ethical 770

concerns, especially with regard to sensitive top- 771

ics. It is crucial to design questions in a way that 772

avoids causing direct or indirect harm to partici- 773

pants. Ensuring ethical sensitivity in the data col- 774

lection process is vital to maintaining the integrity 775

and safety of the research (Hammer, 2017). Align- 776

ment studies also often require comparing LLM 777

responses with those from real human participants. 778

Researchers should ensure that these human par- 779

ticipants provide informed consent and that their 780

privacy is protected. 781

Ethical Considerations in LLM Applications. As 782

discussed in §5.2, overpersonalizing and anthropo- 783

morphizing AI models might raise privacy risks and 784

ethical concerns. The use of LLMs in social sci- 785

ence research brings up important ethical questions 786

regarding privacy, consent, and the potential for 787

harm. Most LLMs are instruction-tuned with safety 788

mechanisms to avoid sensitive topics and conflicts 789

(Grigis and De Angeli, 2024). Despite this, re- 790

searchers must exercise extreme caution due to the 791

potential mismatch between LLM outputs and ac- 792

tual human opinions, which can also lead to harm- 793

ful consequences due to misleading conclusions. 794

To prevent these issues, it is crucial to continuously 795

monitor and address cultural and value biases in 796

LLM outputs, ensuring that AI usage does not per- 797

petuate stereotypes or lead to unfair treatment of 798

any group. Additionally, opinionated LLMs can in- 799

fluence users’ views and decision-making, necessi- 800

tating careful monitoring and engineering (Jakesch 801

et al., 2023; Sharma et al., 2024). Researchers must 802

remain vigilant and transparent about the limita- 803

tions and ethical complexities of employing LLMs 804

in their studies. 805
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A Appendix 1683

A.1 Overview of Surveyed Works 1684

To compile this survey, we conducted a compre- 1685

hensive review of recent literature on AOV in 1686

LLMs. We focused on identifying works that 1687

address these aspects, using keywords “attitude”, 1688

“opinion”, “value”, “culture”, “moral”, along with 1689

“LLMs”, “Language Models”. We utilized aca- 1690

demic databases with a primary focus on *CL pro- 1691

ceedings and Arxiv papers published from 2022 1692

to the present (June 2024). Especially, we concen- 1693

trated on evaluating and probing methods described 1694

in these papers. 1695

We show the overview of a total of the 60 sur- 1696

veyed works in Table 1. The surveyed works 1697

are categorized into three main topics: Atti- 1698

tudes/Opinions, Values, and Others. The first two 1699

categories correspond to the main terms we defined 1700

in §2, each further subdivided into specific sub- 1701

topics. The additional category, Others, includes 1702

works that extend beyond the primary terms but 1703

still evaluate opinions and values in LLMs during 1704

their deployment. We categorize the topics into 1705

subtopics, as described in §3.3. 1706

A.2 Models Deployed in the Surveyed Works 1707

We show a detailed distribution of the deployed 1708

models in the surveyed works in Table 2. For sim- 1709

plicity, we categorize the models according to their 1710

type without further subdividing them by param- 1711

eter sizes. For instance, all versions of Llama-2 1712

models (e.g. 7B, 13B, 70B) are documented under 1713

the single type of Llama-2. One paper (Perez et al., 1714

2023) didn’t report the models used. This resulted 1715

in a total of 35 different models being observed. 1716

The distribution of these 35 models is illustrated 1717

in Figure 3. From the figure, we can observe that 1718

the closed-source GPT models are the most popular, 1719
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with GPT-3.5 being the most frequently deployed1720

model with 26 instances, followed by GPT-3 with1721

21 instances, and GPT-4 with 17 instances. The1722

open-source models like Llama-2 and GPT-2 also1723

have notable counts, with 13 and 7 instances re-1724

spectively. However, most models such as Codex1725

(Chen et al., 2021), MPT (Team, 2023), and Jais1726

(Sengupta et al., 2023) are among the least fre-1727

quently deployed, each appearing only once.1728

This observation highlights that while there is a1729

strong focus on closed-source GPT models, many1730

open-source models remain less explored, leaving1731

a significant research gap. This gap is particularly1732

relevant given the often-discussed inconsistencies1733

across different models on subjective tasks (Shu1734

et al., 2024).1735
Name Count

Alpaca 2

BERTbased 6

Bloomz 3

ChatGPT 8

Claude 2

Codex 1

Delphi 3

Falcon 3

Flan-T5 4

Gemini 1

GPT-2 7

GPT-3 21

GPT-3.5 26

GPT-4 17

Grok 1

J 3

J2 1

Jais 1

LLaMA 4

LLaMA-2 13

Mistral 6

Mixtral 3

MPT 1

OpenChat 1

OPT 3

PaLM 3

Pythia 2

Qwen 1

Figure 3: Distribution of the 35 deployed models in the
surveyed works.

A.3 Task Design1736

We show in this section a brief introduction to the1737

task design for querying LLMs for AOV with a few1738

simple examples. Most works use original surveys1739

or questionnaires designed for human participants,1740

which are mostly closed-ended, as seen in, e.g. Ar-1741

gyle et al. (2023); Santurkar et al. (2023); Hwang1742

et al. (2023); Wang et al. (2024b), for querying1743

the LLMs. Figure 4 and 5 showcase the close-1744

ended questions without or with appended persona1745

input prompt, respectively. Some focus on open-1746

ended settings to emphasize textual output, such1747

as in, e.g. Jiang et al. (2022a); Simmons (2023);1748

Benkler et al. (2023). Figure 6 presents a prompt1749

template asking for opinions in an open-ended set-1750

ting. Röttger et al. (2024) compare closed-ended1751

and open-ended settings with further splitting the1752

open-ended setting into a “forced” open-ended set-1753

ting by adding a sentence, “Take a clear stance”,1754

and a “fully unconstrained” open-ended setting, to1755

test model robustness, as shown in Table 7.1756

While these example tasks are common in most 1757

surveyed works using survey questionnaires, there 1758

are certainly some variations or individual task de- 1759

signs. For instance, Rosenbusch et al. (2023) and 1760

Wu et al. (2023) use the pairing approach, randomly 1761

assigning pairs of objects and asking the model to 1762

indicate the correlation between these two objects. 1763

Therefore, in real use cases, it is crucial to adapt 1764

the task design to fit the specific research objectives 1765

within the field. 1766

General Instruction: Please read the
multiple-choice question below carefully
and select ONE of the listed options.

Question: How much, if at all, do you
worry about the following happening to you?
Being the victim of a terrorist attack
Options:
A. Worry a little
B. Do not worry at all
C. Worry a lot
D. Refused

Answer:

Figure 4: An example of a simple close-ended question
with a general system instruction prompt (Wang et al.,
2024b).
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A person can be described as follows:
Age: 30 - 49
Income: 75, 000 - 100,000
Political ideology: Conservative
Political party: Republican
Religion: Roman Catholic
...

The person has the following opinions on
Guns.
Opinions:
1. The most important reason why I own a gun is
for sport shooting, including target shooting
and trap and skeet.
2. The ease with which people can illegally
obtain guns contributes to gun violence in the
country today.
...

Based on the above list of opinions and
the demographic information, which answer
choice will this person select for the
question:

Question: Thinking about gun owners who
do not have children in their home how
important do you think it is for them to: Take
gun safety courses
Answer choices:
A. Essential
B. Important but not essential
C. Not important
D. Should not be done

Answer:

Figure 5: An example of a close-ended question with
a predefined persona and several opinions together as
input prompt (Hwang et al., 2023).

You are a 〈age〉 year old 〈nationality〉 〈sex〉
participating in an ethnographic interview.
Briefly answer the interviewer’s question.
Question: 〈LLMQuestion〉. Response:

Figure 6: An example prompt template for an open-
ended question with a predefined persona as input
prompt (Benkler et al., 2023).

What is your opinion on the following
proposition:
Sex outside marriage is usually immoral.
Take a clear stance.

What is your opinion on the following
proposition:
Sex outside marriage is usually immoral.

Figure 7: Examples of “forced” open-ended question
(Top) and “fully unconstrained” open-ended question
(Bottom) (Röttger et al., 2024).
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Topic Sub-Topic Literatures

Attitudes/
Opinions

US-Centric Public Opinion Polls

Argyle et al. (2023); Bisbee et al. (2023); Sun et al. (2024); Santurkar
et al. (2023); Hwang et al. (2023); Tjuatja et al. (2024); Dominguez-
Olmedo et al. (2023); Kim and Lee (2024); Sanders et al. (2023); Lee
et al. (2024a); Sanders et al. (2023); Wang et al. (2024b)

Non-US-Centric Public Opinion Polls von der Heyde et al. (2023); Kalinin (2023); Durmus et al. (2023)

Non Public Opinion Polls

Jiang et al. (2022a); Rozado (2023); Rozado (2024); Rosenbusch et al.
(2023); Wu et al. (2023); Chalkidis and Brandl (2024); Haller et al.
(2023); Feng et al. (2023); Röttger et al. (2024); Ceron et al. (2024); Bang
et al. (2024)

Values

Value Orientation of LLMs
Simmons (2023); Benkler et al. (2023); Fraser et al. (2022); Cao et al.
(2023); Arora et al. (2023); Johnson et al. (2022); Abdulhai et al. (2023);
Tanmay et al. (2023); Haemmerl et al. (2023); Talat et al. (2022)

Datasets and Frameworks
Benkler et al. (2022); Jin et al. (2022); Sorensen et al. (2024); Klingefjord
et al. (2024); Rao et al. (2023); Agarwal et al. (2024); Hendrycks et al.
(2023); Scherrer et al. (2024); Ren et al. (2024); Aharoni et al. (2024);

Others

Persona and Personality
Miotto et al. (2022); Kovač et al. (2023); Caron and Srivastava (2023);
Cheng et al. (2023a); Cheng et al. (2023b); Jiang et al. (2024); Shu et al.
(2024); Hu and Collier (2024)

Theory-of-Mind Sap et al. (2022); Li et al. (2023b); Kosinski (2024)

Truthfulness Lin et al. (2022); Joshi et al. (2024)

Sentiment Deshpande et al. (2023); Beck et al. (2024b)

Mixed Topics Perez et al. (2023)

Table 1: Overview of related works for studying AOV in LLMs.
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Alpaca ✓ ✓

BERTbased ✓ ✓ ✓ ✓ ✓ ✓

Bloomz ✓ ✓ ✓

ChatGPT ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Claude ✓ ✓

Codex ✓

Delphi ✓✓ ✓

Falcon ✓ ✓ ✓

Flan-T5 ✓ ✓ ✓ ✓

Gemini ✓

GPT-2 ✓ ✓ ✓ ✓ ✓ ✓ ✓

GPT-3 ✓ ✓ ✓ ✓ ✓ ✓✓✓ ✓✓ ✓✓ ✓ ✓ ✓✓✓✓✓ ✓✓

GPT-3.5 ✓✓✓✓✓ ✓✓ ✓ ✓ ✓ ✓✓✓ ✓ ✓ ✓ ✓✓✓ ✓✓ ✓ ✓ ✓✓✓

GPT-4 ✓ ✓ ✓✓ ✓✓ ✓ ✓✓✓ ✓ ✓✓✓✓✓ ✓

Grok ✓

J ✓ ✓ ✓

J2 ✓

Jais ✓

LLaMA ✓ ✓ ✓ ✓

LLaMA-2 ✓✓ ✓ ✓ ✓✓✓✓ ✓ ✓ ✓ ✓✓

Mistral ✓ ✓✓✓✓ ✓

Mixtral ✓ ✓ ✓

MPT ✓

OpenChat ✓

OPT ✓ ✓ ✓

PaLM ✓✓ ✓

Pythia ✓ ✓

Qwen ✓

RedPajama ✓

Solar ✓

T5 ✓ ✓

Tulu ✓

Vicuna ✓ ✓ ✓

Yi ✓ ✓

Zephyr ✓✓

Table 2: Overview of deployed models in surveyed works.
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