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Fake News Detection with Retrieval Augmented Generative
Artificial Intelligence

Anonymous Author(s)

Figure 1: Fake News Detector Framework

ABSTRACT
The rapid spread of false information on social media has grown to
be a serious problem that influences public opinion and decision-
making. Fake news spreads rapidly and extensively, often outpacing
efforts to debunk or mitigate its effects. Traditional methods for de-
tecting fake news face numerous challenges, including the necessity
for extensive model training and the potential for inherent biases.
Although Large Language Models (LLMs) have seen substantial
improvements recently, their use in fake news detection poses the
risk of producing false or misleading information due to their pos-
sible hallucinations. This study presents a new strategy to combat
fake news by integrating Mixtral-8x7B, a Sparse Mixture of Ex-
perts (SMoE) Large Language Model, with a Retrieval-Augmented
Generation (RAG) framework. Our framework employs Google’s
search API to retrieve relevant articles in real time, harnessing
Mixtral’s sophisticated language processing capabilities and RAG’s
ability to access current information dynamically. Initial results are
promising, indicating that our approach performs comparably to
established fake news detection techniques. Our method operates
without the need for extensive model training, offering significant
cost savings and contributing to developing more efficient tools for
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detecting misinformation in the digital era, which will help stop
the spread of misleading data more efficiently.

CCS CONCEPTS
• Information systems→ Retrieval effectiveness; Language models;
Similarity measures; • Computer systems organization → Real-
time operating systems.
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1 INTRODUCTION
False information poses a significant challenge in our digitally con-
nected world. It spreads rapidly, impacting millions daily through
enticing headlines and misleading content [36]. Hence, identify-
ing fake news emerges as a critical issue garnering considerable
research attention. Detecting fake news on social media consis-
tently presents a fresh challenge, as it’s often crafted to deceive
readers. During the 2016 US presidential election, fake news pro-
liferated more extensively on Facebook than genuine news [29].
False information, also known as fake news or misinformation, is
longstanding in societies [9].
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Over the past few years, social networks have become fertile
breeding grounds for disseminating fake news, leading to wide-
spread confusion and misinterpretation of critical social and po-
litical issues, particularly among individuals with limited access
to reliable information. For instance, Wineburg et al. [35] indicate
that numerous high school students struggle to discern fake news
outlets on platforms like Facebook.

Furthermore, unlike some traditional sources of suspicion [11],
fake news is difficult to recognize and carries significant societal
ramifications, exemplified by incidents such as the Pizzagate shoot-
ing in 2016 [20]. Consequently, substantial efforts have been di-
rected toward detecting fake news [26] and mitigating its adverse
effects on society.

2 PROBLEMS AND MOTIVATIONS
Detecting fake news using machine learning has been approached
with various algorithms, each presenting unique strengths and
limitations. Previous studies have utilized methods such as Naive
Bayes, passive-aggressive classifiers, and Deep Neural Networks,
demonstrating the potential for automating fake news detection.
However, these models often suffer from biases due to inconsistent
dataset quality. Furthermore, as explored by Altheneyan et al., big
data technologies and ensemble models have shown promise but
require substantial computational resources, limiting their practical
deployment [24][5].

Notable advancements have been witnessed in LLMs [12][13]
and pre-training methodologies [28][22]. The exceptional capabili-
ties demonstrated by LLMs such as GPT-4 [1][25] underscore their
superior performance in various tasks.

The explosive growth of fake news and its erosion of democracy,
justice, and public trust have heightened the demand for effective
fake news detection and intervention strategies. Researchers are
increasingly focusing on developing innovative methods to combat
the spread of misinformation [4].

Recent advancements in Large Language Models (LLMs) and
the rise of fake news have motivated us to explore their potential
for improving detection methods. Studies, such as those by Hu et
al. [14], have shown that while LLMs like GPT-3.5 and ChatGPT
provide valuable multi-perspective rationales, they often struggle
with consistency and specificity in tasks like fake news detection
compared to fine-tuned smaller models. When targeted and fine-
tuned, these smaller models can outperform LLMs due to their
efficiency and specificity in handling niche tasks.

Furthermore, LLMs like GPT-4 and Llama, despite their ability to
generate coherent and contextually relevant text, are prone to "hal-
lucination," where they produce information that is not factually
accurate. This occurs because LLMs predict text based on statis-
tical likelihoods from their training data, leading to plausible yet
potentially misleading or fabricated outputs, especially in complex
or niche topics [32].

Retrieval AugmentedGeneration (RAG) frameworks have emerged
as a solution to address these issues [23]. By incorporating external
data during the generation process, RAG frameworks help LLMs
produce more accurate and reliable outputs. Research indicates
that RAG enhances the quality of structured outputs and improves

the generalization of LLMs across various domains, significantly
reducing the occurrence of misleading information [16].

By integrating real-time data retrieval, RAG frameworks ensure
that the information used by LLMs is up-to-date and contextually
appropriate, thereby enhancing the credibility and accuracy of
the generated content [18]. This understanding has guided our
approach to leveraging LLMs and real-time data retrieval to improve
the generalizability and effectiveness of fake news detection.

The financial and computational costs of model training are
substantial and well-documented [33]. When there is a shift in
the domain, it necessitates retraining the model from scratch or
employing transfer learning. While transfer learning can reduce
the need for large volumes of new data, it still requires significant
training data and may be ineffective when the domain changes
drastically.

However, the advent of LLMs has revolutionized this landscape.
These models are pre-trained on vast amounts of data across diverse
topics, allowing them to generalize well across different domains.
Although the initial training of these models is resource-intensive,
once trained, they exhibit versatility across various applications
without the need for extensive retraining. This ability to gener-
alize significantly reduces the overhead associated with domain
adaptation.

The emergence of open-source LLMs has further lowered the
barrier to entry for creating new AI applications. Researchers can
leverage these pre-trained models and build upon them without
incurring the prohibitive costs of data collection and computational
resources for training [30]. This accessibility of advanced AI tech-
nologies fosters innovation and accelerates the development of
specialized applications across diverse fields.

While significant costs and logistical challenges burden tradi-
tional model training approaches[9], the advent of LLMs offers a
promising alternative. These models, supported by open-source ini-
tiatives, enable researchers to overcome traditional barriers, stream-
line workflows, reduce costs, and accelerate innovation across vari-
ous domains.

3 RELATEDWORKS
Detecting fake news using machine learning has seen various ap-
proaches with significant achievements and notable limitations.
Mandical et al. [24] applied algorithms like Naive Bayes, Passive Ag-
gressive Classifier, and Deep Neural Networks to multiple datasets,
highlighting the feasibility of automating the classification process.
These algorithms each have unique strengths; for instance, Naive
Bayes is known for its simplicity and efficiency, Passive Aggressive
Classifier excels in handling large-scale data streams, and Deep
Neural Networks can capture complex patterns in data. However,
their study did not address the biases that might arise from varied
dataset quality, potentially limiting the generalizability of the mod-
els. Inconsistent data quality can lead to skewed results, as models
trained on high-quality datasets may perform poorly when exposed
to real-world data with noise and inconsistencies.

The integration of big data technologies in fake news detection
was examined by Altheneyan et al. [5], where a stacked ensemble
model employed on a decentralized Spark cluster showed improved

2
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performance metrics. This approach leverages the power of en-
semble learning, where multiple models are combined to improve
prediction accuracy and robustness.

By distributing the computational load across a Spark cluster,
they could efficiently process vast amounts of data. However, the
necessity of substantial computational resources could restrict the
deployment of such systems in less resource-intensive settings. The
high cost of maintaining and operating a Spark cluster and the need
for technical expertise make it less feasible for small organizations
or individual researchers with limited budgets.

In a more focused study on large language models, Hu et al. [14]
investigated the effectiveness of LLMs like GPT-3.5 in detecting
fake news. The results suggested that while LLMs provide valuable
multi-perspective rationales, they do not perform well in isolation
compared to fine-tuned smaller models. This is because LLMs, al-
though powerful in generating coherent and contextually relevant
text, may lack the specificity and tuning required for niche tasks
like fake news detection unless they are specifically fine-tuned for
such purposes. Smaller models, when fine-tuned, can outperform
LLMs by being more targeted and efficient in their scope.

Also, Huang et al. [15] assessed ChatGPT’s capabilities in gener-
ating, explaining, and detecting fake news, revealing issues with
consistency and a need for innovative methods to enhance perfor-
mance in ambiguous content situations. Their study highlighted
that while ChatGPT can generate plausible explanations, it some-
times struggles with consistency, particularly in scenarios where
the context is vague or contradictory.

LLMs like GPT-4 and Llama have revolutionized the field of natu-
ral language processing with their ability to generate coherent and
contextually relevant text. However, these models are also prone
to a phenomenon known as "hallucination," where they generate
information that is not factually accurate or even entirely fictional
[32]. This occurs because LLMs, proficient in language patterns and
associations, do not inherently understand the truth or verify facts;
they instead predict text based on statistical likelihoods derived
from their training data. This can lead to outputs that, while plausi-
ble, may be completely made up or misleading, particularly when
handling complex or niche topics where verifiable data may have
been sparse in their training sets. For example, in generating news
articles, an LLM might fabricate details that sound credible but are
entirely unfounded, leading to the dissemination of misinformation.

Following this understanding, RAG frameworks have proven to
be instrumental in mitigating the issue of hallucinations in LLMs.
By dynamically incorporating external data during the generation
process, RAG helps LLMs produce more accurate and reliable out-
puts. This technique leverages the depth and breadth of external
knowledge bases, ensuring the generated content is relevant and
verifiable.

Studies indicate that RAG enhances the quality of structured out-
puts and improves the overall generalization of LLMs across various
domains, significantly reducing the occurrence of misleading or
fabricated information generated by these models. By integrating
real-time data retrieval, RAG frameworks ensure that the infor-
mation used by LLMs is up-to-date and contextually appropriate,
thereby enhancing the credibility and accuracy of the generated
content [23][21].

LLMs are available in various forms, some being open-source and
others proprietary. Open-source LLMs, such as the Mixtral-8x7B,
are freely accessible and can be modified to suit specific research
needs. This contrasts with proprietary models, often with usage
restrictions and licensing fees.

4 METHODOLOGY
By utilizing Google’s Search API for real-time retrieval of news arti-
cles, our model accesses the most current and relevant information
for analysis. The RAG framework reduces hallucinations commonly
associated with large language models, improving the reliability
of the results. We developed and applied optimized prompt engi-
neering techniques to guide the LLM in producing more accurate
and contextually relevant outputs then We conducted experiments
to fine-tune parameters such as top-k sampling, top-p sampling,
temperature, max tokens, stop tokens, and temperature decay to
achieve optimal performance of the Mixtral-8x7B model, further
enhancing the overall system performance. These contributions
collectively ensure a robust, trustworthy classification system and
represent an advancement in combating fake news with cutting-
edge technology.

4.1 Real time article retrieval
We used the Google Search API provided by VALUESERP to gather
relevant information. This API allows us to retrieve the top 10 search
results related to the title of each news article in our dataset. The
API returns results in JSON format, with each JSON file containing
several fields, including the web page’s title, the domain fromwhich
the content originates, and a snippet that provides a summary or
excerpt of the page content.

4.1.1 Prefiltering. Our system includes an important step for filter-
ing out noise and irrelevant data before analysis. We use DistilBERT,
a pre-trained transformer model, to turn the titles of the news arti-
cles in our dataset and the titles of the Google Search results into
embeddings. These embeddings are dense vectors that capture the
text’s meaning, representing the context and meaning of words and
phrases. With DistilBERT, we get the advantages of efficiency and
smaller size while keeping high accuracy and performance.

After creating the embeddings, we compute the cosine similarity
[31] between them to assess how relevant the search results are to
the original news article. Cosine similarity measures the cosine of
the angle between two vectors, giving us ametric for their similarity.
High cosine similarity means the search result is closely related to
the news title, while low cosine similarity indicates less relevance.

The cosine similarity between two vectors A and B is given by
the formula:

cosine similarity = cos(𝜃 ) = A · B
∥A∥∥B∥ (1)

3
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We use a dynamic threshold for cosine similarity to ensure we
gather the most relevant search results. We start with a threshold
of 0.85. If we don’t find relevant news at this threshold, we lower
it to 0.80, and finally to 0.70. This approach ensures we collect the
most relevant search results possible. If no relevant data with a
cosine similarity above 0.70 is found, we pass all the search results
to the LLM for final determination. This additional step improves
the accuracy and reliability of our fake news detection system by
ensuring a thorough evaluation of the news articles.

In this step, we also add a credibility annotation to each retrieved
result. We have a list of credible news sources, and after calling the
search API, it returns a list of JSON files, each containing informa-
tion about the results. We check the domain of each result and add
a source credibility field, marking it as either true or false based on
our list. This annotation helps the LLM classify the authencity of
news.

4.2 Prompt Engineering
We conducted experiments to compare the results of zero-shot [27]
and few-shot prompting [7]. In zero-shot prompting, the model
is given a task without any prior examples, relying solely on its
pre-trained knowledge to generate responses. In contrast, few-shot
prompting involves providing the model with a few examples re-
lated to the task, enabling it to learn from these examples and im-
prove its performance. Our findings indicated that few-shot prompt-
ing significantly enhanced the quality of the answers generated by
the LLM.

The improvement with few-shot prompting can be attributed
to the model’s ability to recognize patterns and apply the learned
examples to new, unseen prompts. This method reduces ambiguity
and provides a clearer framework within which the LLM can oper-
ate, resulting in more accurate and reliable outputs. By leveraging
the few-shot prompting technique, we ensure the LLM is better
equipped to handle the nuances and complexities of fake news
detection.

We also employed chain of thought prompting [34]. This method
helps divide the LLM task into manageable stages rather than pro-
viding an immediate answer. By following this structured process,
the steps outlined in the instructions are executed sequentially,
ensuring a thorough and organized completion of the task by the
LLM.

These techniques collectively enabled more effective prompt
engineering, ensuring the LLM produced high-quality, contextually
appropriate outputs that met my objectives.

4.3 LLM
After preparing the data through the above steps, we use the LLM
to classify the news article as fake or real. The LLM analyzes the fil-
tered search results, credibility annotations, and structured prompts
to make an informed decision.

We utilize the Mixtral 8x7B model, a Sparse Mixture of Experts
(SMoE) language model, which enhances efficiency and perfor-
mance by using multiple experts within its layers. Mixtral 8x7B, a
SparseMixture of Experts (SMoE)model with openweights licensed
under Apache 2.0. Mixtral 8x7B outperforms both Llama 2 70B and
GPT-3.5 on most benchmarks. The model’s architecture allows it

to use only a subset of its parameters for each token. It enables
faster inference speeds at low batch sizes and higher throughput at
large batch sizes. Mixtral is a decoder-only model where each feed-
forward block selects from 8 distinct parameter groups (experts).
At every layer, a router network chooses two experts to process
each token, combining their outputs additively. This approach in-
creases model parameters while controlling computational cost
and latency. Pretrained with multilingual data using a 32k token
context size, Mixtral matches or exceeds the performance of Llama
2 70B and GPT-3.5 across various benchmarks, excelling in math-
ematics, code generation, and multilingual tasks. It effectively re-
trieves information from its extensive context window, irrespective
of sequence length or information position. Additionally, Mixtral
8x7B – Instruct, a fine-tuned chat model, surpasses GPT-3.5 Turbo,
Claude-2.1, Gemini Pro, and Llama 2 70B in human evaluations,
demonstrating reduced biases and a balanced sentiment profile.
Instructions are available under the Apache 2.0 license, allowing
for free academic and commercial use [17].

5 EXPERIMENTS
5.1 Experimental Setup and Configuration
All experiments were conducted using AmazonWeb Services (AWS)
cloud services. We utilized an AWS SageMaker notebook instance
configured asml.t3.2xlarge, offer- ing 8 vCPUs and 32GB ofmemory
to meet our computational needs. This setup provided a managed
environment for developing, training, and deploying our mod- els.
To deploy the MixTral LLM, we used AWS Bedrock, which supports
efficient, scalable model deployment. Additionally, we accessed the
Google Search API via VALUESERP to gather relevant news articles.
This setup enabled seamless integra- tion, robust execution, and
reliable experimentation, ensuring our system had the necessary
computational power and access to up-to-date data.

5.2 ISOT Fake News Data Set
The dataset we used features two categories of articles: fake and
real news, sourced from the real world. Authentic articles were
sourced from Reuters.com through web crawling, while fake news
was compiled from various unreliable sites identified by PolitiFact
and Wikipedia, mainly focusing on political and global news topics.
Each article includes details like the title, text, type, and publication
date. The dataset has been cleaned and processed, punctuation and
errors in the fake news articles were preserved [3][2].

Table 1: Dataset Distribution Summary

Label #Article Details

Real 21,417

World News: 10,147
Politics news: 11,272
Gov. news: 1,570
Mid. east: 778

Fake 23,481
Left news: 4,459
Polities: 6,841
News: 9,050

4
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5.3 Performance metrics
This section defines the key performance metrics used to evaluate
our fake news detection model, such as precision, recall, F1 score,
and accuracy. These metrics provide a comprehensive view of the
model’s effectiveness. Accuracy measures the proportion of true
results (both true positives and true negatives) among the total num-
ber of cases examined. Precision indicates the proportion of true
positives among the total predicted positives, showing the accuracy
of the positive predictions. Recall represents the proportion of true
positives that were correctly identified by the model, highlighting
its ability to capture all relevant instances. The F1 score combines
precision and recall into a single metric by taking their harmonic
mean, providing a balanced measure of the model’s performance.

5.4 Semantic Similarity Check
For the pre-filtering part, we explored various semantic similar-
ity measures alongside cosine similarity to check the relevance
of retrieved articles. One alternative similarity measure we tested
was the Euclidean distance between the embeddings of the titles.
Another measure we evaluated was the Manhattan distance, which
also aims to quantify the semantic closeness between the retrieved
articles and our dataset. To determine the most effective similarity
check approach, we ran an experiment on a sample of 200 data
points from our dataset. These methods, like cosine similarity, en-
sure the relevance of the filtered data.

Table 2: Result of different similarity check techniques

Threshhold Precision Recall Accuracy
Manhattan 100 0.88 0.68 0.77
Euclidean 4 0.86 0.70 0.78
Cosine 0.85 0.93 0.82 0.88

Cosine similarity, Euclidean distance, and Manhattan distance
are techniques we used to measure the semantic closeness between
vectors representing text embeddings. Cosine similarity measures
the cosine of the angle between two vectors, focusing on their ori-
entation rather than magnitude, making it effective for comparing
the semantic similarity of texts [31][10].

Euclidean distance, on the other hand, calculates the straight-line
distance between two points in multi-dimensional space, quanti-
fying how far apart two vectors are in terms of absolute distance.
Manhattan distance, also known as L1 distance, measures the sum
of the absolute differences between the coordinates of two points,
assessing the distance one would travel along the axes to move
from one point to another.

In the context of our experiment, cosine similarity outperformed
both Euclidean and Manhattan distances, demonstrating higher
precision, recall, and accuracy in ensuring the relevance of retrieved
articles during the pre-filtering process according to Table 2. This
indicates that cosine similarity is the most suitable method for our
similarity check tasks.

5.5 Hyperparameter Tuning
We used the same 500 samples for hyperparameter tuning for the
next step. When calling the Mixtral-8x7B Sparse Mixture of Experts

LLM, you typically specify parameters to guide the inference pro-
cess. These include top-k sampling (top k) to limit the sampling
pool to the top-k predictions and top-p (nucleus) sampling (top
p) to consider only the most likely predictions. The temperature
parameter controls the randomness of forecasts, with lower values
making the model more deterministic. The max tokens parameter
sets the maximum number of tokens to generate, while stop tokens
are used to specify when the model should stop generating further
text.

Additionally, temperature can be used to control the decay of
the temperature parameter over time, stabilizing the generation
process.We eliminated these samples from the data to avoid any
bias toward these samples. The following table summarizes the
results, including accuracy, precision, recall, and F1 score for five
different sets of parameters:

Table 3: LLM Parameter Tuning Results

Set 1 Set 2 Set 3 Set 4 Set 5
Top-k 100 50 30 20 60
Top-p 0.2 0.9 0.7 0.8 0.85

Temperature 0.0 0.7 0.3 0.5 0.6
Accuracy 0.91 0.88 0.90 0.89 0.90

After conducting experiments with various parameter sets, we
chose the first set because it provided the most accurate and reliable
results for our fake news detection system. As shown in Table 3,
the first set uses a low temperature (0.0), a conservative top-p value
(0.2), and a higher top-k value (100). These parameters help ensure
the model generates highly deterministic and precise outputs by
focusing on the most probable tokens.

5.6 Without RAG
In this experiment, we only used the LLM to detect fake news
without any extra information about the data we had.

Table 4: Classification Results without RAG

Precision Recall F1-Score Support
Class 0 0.58 1 0.73 21167
Class 1 1 0.33 0.49 23231

Accuracy 0.65
Macro Avg 0.79 0.66 0.61 44398

Weighted Avg 0.80 0.65 0.61 44398

Table 5: Confusion Matrix Without RAg

Predicted Positive Predicted Negative
Actual Positive 21141 26
Actual Negative 15595 7636

Table 4 shows the classification results for the experiment using
the RAG framework, including precision, recall, F1-score, and sup-
port for each class. Table 5 illustrates the model’s performance by
displaying the Confusion Matrix for the experiment using the RAG
framework.
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5.7 With RAG
This experiment integrated the RAG framework with our LLM,
MixTral 8x7B Sparse Mixture of Experts, to detect fake news. The
RAG framework enhanced the LLM’s performance by providing
relevant articles retrieved in real-time using Google’s Search API.

Table 6: Classification Results with RAG

Precision Recall F1-Score Support
Class 0 0.82 0.95 0.88 21167
Class 1 0.94 0.81 0.87 23231

Accuracy 0.88
Macro Avg 0.88 0.88 0.88 44398

Weighted Avg 0.88 0.88 0.88 44398

Table 7: Confusion Matrix With RAG

Predicted Positive Predicted Negative
Actual Positive 20019 1148
Actual Negative 4346 18885

Table 6 shows the classification results for the experiment using
the RAG framework, including precision, recall, F1-score, and sup-
port for each class. Table 7 illustrates the model’s performance by
displaying the Confusion Matrix for the experiment using the RAG
framework.

Here are successful examples of the LLM’s answers
detecting fake news:

Table 8: First Example of LLM’s Response

Title
of the
news

HANNITY AND TUCKER CARLSON: THE 5 MA-
JOR FORCES Aligned To Take Down President
Trump

With
RAG

Fake News Determination: True
Reason: While there is a credible source (foxnews.com)
that supports the claim, the majority of the sources
are not credible and contradict the claim. Additionally,
the snippet from the credible source does not directly
support the claim."

Without
RAG

Fake News Determination: False
Reason: This news is from an opinion-based news net-
work, Fox News. The article is expressing the opinions
of the two hosts, Sean Hannity and Tucker Carlson. It
is not fake news.

Table 9: Second Example of LLM’s Response

Title
of the
news

HOW SENATE DEMOCRATS PLAN TO FORCE
GUN-CONTROL Amendment On GOP’s Bill To
Repeal Obamacare

With
RAG

Fake News Determination: True
Reason: The search results do not support the claim
made in the news title and description. The articles are
about the Senate passing a bill to repeal Obamacare, and
do not mention any plans by Senate Democrats to force
gun-control amendments on the GOP’s bill to repeal
Obamacare.

Without
RAG

Fake News Determination: False
Reason: The news is from Los Angeles Times and it is
about a real event that happened in 2015.

Here are examples of which our framework failed:
Table 10: First Example of LLM’s Response

Title
of the
news

’No visas, bad jobs: Venezuelan emigrants reluc-
tantly return home’

With
RAG

Fake News Determination: True
Reason: The search results do not support the claim
made in the news title and description. The articles are
about refugee job fairs and the definition of refugees,
and do not mention any Venezuelan emigrants return-
ing home due to lack of jobs or visas."

Label
of The
news

Real News
Reason: The news article is from Reuters, a reputable
news agency.

Table 11: Second Example of LLM’s Response

Title
of the
news

Donald Trump Shames Kids For Not Registering
To Vote For Him: ‘They Feel Very, Very Guilty

With
RAG

Fake News Determination: True
Reason: The news is supported by multiple credible
sources, including Politico and CBC, and the snippets
match the news description.

Label
of The
news

Fake News
Reason: Although the news had been published by sev-
eral credible sources, its labeled as fake in the dataset

Tables 8 and 9 show examples of how our framework helped
to identify the authenticity of the news. Tables 10 and 11 show
examples of which our framework failed to detect the authenticity
of the news .
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5.8 Results and discussion
In this section we compare the results of a previous study with our
framework.

Table 12: Model Performance Comparison

Model Accuracy Precision Recall F1 Score
Logistic R 0.77 0.81 0.75 0.75
LSTM 0.726 0.760 0.718 0.718

DistilBERT 0.71 0.74 0.73 0.71
BERT 0.67 0.63 0.70 0.64
Ours 0.88 0.94 0.81 0.87

Table 4.8.1 compares Blackledge et al. [6] results with our frame-
work. They explored the use of transformers for classifying news
articles based on textual content. They specifically focused on both
in-distribution and out-of-distribution generalization. The results
shown are their out-of-distribution generalization experiments in
which they trained their model on another data set and tested it on
an ISOT data set.

They proposed a two-step classification pipeline to address fake
news’s subjective and inconsistent nature. This process involved
identifying and removing opinion-based news articles from the
training data, thus filtering out the most subjective samples to
prevent models from learning patterns that do not generalize well.

The study demonstrated that transformers outperformed tra-
ditional models in news classification tasks. DistilBERT achieved
a peak accuracy of 77.5 in out-of-distribution generalization. The
two-step classification process improved deBERTa’s accuracy by
7.8 to a peak of 80.8 and its F1 score by 10.1.

Kaliyar et al.[19] demonstrated the performance of their pro-
posed model, FakeBERTa, a BERT-based deep convolutional ap-
proach for fake news detection. Their model combines BERT with
three parallel blocks of 1D-CNN, each having different kernel-sized
convolutional layers and various filters for enhanced learning. Built
on top of a bidirectional transformer encoder-based pre-trained
word embedding model (BERT), FakeBERTa achieves an impressive
accuracy of 98.90.

6 COCLUSION
As we can see from the results (Table 4, 6), the RAG framework
significantly enhanced our fake news detection model results. The
improvements in precision, recall, F1-score, and overall accuracy
demonstrate that integrating real-time, relevant context from exter-
nal sources allows the LLM to make more accurate and informed
decisions. This enhanced performance underscores the efficacy of
the RAG framework in providing the necessary context to the LLM,
thereby reducing errors and increasing the reliability of the de-
tection process. We can see a false positive number increase after
applying our framework which needs furthure investigation to deal
with.

One of the key strengths of our framework is that it is not biased
toward a specific dataset, as no training step is involved. Tradi-
tional machine learning models often suffer from biases introduced
during the training phase, where the model learns patterns partic-
ular to the training data, which may not generalize well to new,

unseen data. In contrast, our approach utilizes a dual-stage process
involving real-time data retrieval and analysis, which ensures that
the information processed and generated by the LLM is grounded
in current, verifiable data. This methodology avoids the pitfalls of
overfitting and bias, providing a robust and adaptive solution for
fake news detection.

From the above examples (Table 4.8.3, 4.8.4), we can see that how
RAG elevated the results in these three cases. The RAG framework
helps provide more context and verify the information against credi-
ble sources. It identifies contradictions and evaluates the credibility
of the sources, leading to a correct determination of fake news.
Without RAG, The LLM fails to recognize the fake news correctly
in all three cases because the LLM relies solely on the news article’s
content without cross-referencing it with other sources. This leads
to incorrect determinations, as it doesn’t account for the credibility
of the sources or the lack of supporting evidence.

Our methodology holds significant value due to its unique ap-
proach of eliminating the training step, which helps avoid biases
typically associated with model training phases and prevents the
cost of training complex models. By testing our framework on
the entire ISOT dataset, we ensure a comprehensive and robust
evaluation of its performance. This thorough testing allows us to
accurately gauge the model’s effectiveness in real-world scenar-
ios, demonstrating its capability to classify news articles with high
precision and recall. From Table 4.8.1, The high precision of our
framework minimizes false positives, which is crucial for main-
taining trust in the system, and we can see that we outperformed
Blackedge et al.’s experiments, which were done on a large portion
of the data set. Our approach offers a reliable and efficient solution
for fake news detection, showing superior performance metrics
compared to traditional models. Although Kaliyar et al. achieved
a much better performance in accuracy compared to our frame-
work, they used 2080 sample of the data set for testing compared to
44398 records we used and they tested their model on the data set
they trained in contrast with out source generalization approach of
Blackedge et al.’s.

6.1 Future Works
There are several avenues for future research to enhance the effec-
tiveness of our framework. One potential direction is to fine-tune
different language models for fake news detection. By employing
various models as classifiers and comparing their performance with
Mixtral-8x7B, we can identify the most effective ones for this pur-
pose. In recent months, Llama3 70B and Mixtral-8x22B have been
released both are open source, which are more powerful than the
LLM we used. Additionally, applying our RAG framework to differ-
ent datasets could provide further insights into its generalizability
and robustness. These efforts could lead to more accurate and reli-
able methods for combating fake news across diverse sources and
topics.

A significant challenge in our study is the model’s difficulty in
accurately detecting fake news published by credible sources, as
we can see in Table 11. These instances of misinformation are par-
ticularly problematic because they often contain elements of truth,
making it harder for the model to distinguish between genuine
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and false information. The current framework, which relies heav-
ily on contextual retrieval and analysis using Mixtral-8x7B, is not
equipped to handle this level of nuance. This issue underscores the
need for additional mechanisms or features that can better assess
the sources’ credibility rather than just the content.

To enhance fake news detection, we propose a two-step search
mechanism. The first step involves our current method, which
searches for relevant news articles based on the initial query. The
second step employs an advanced search strategy where the news
article’s title is used to find related news from a later date. This
step aims to identify updates or additional reports about the news.
Additionally, this search includes checking the news title and tags
related to fake news to determine if any subsequent publications
have identified the news as fake after its original publication date.

Moreover, we can build an efficient web scraping to get the full
text of the search results, which could be challenging but would
definitely provide us with more valuable data for detecting fake
news compared to a summarized snippet of the news

Another approach to improve our framework involves integrat-
ing Named Entity Recognition (NER) [8]to enhance the prefiltering
stage. While our current method utilizes the cosine similarity of em-
beddings to retrieve related articles, NER can provide a more precise
filtering mechanism by extracting and focusing on key entities such
as names, organizations, and dates. By combining the contextual
richness of embeddings with the precision of entity-based filtering,
we can significantly improve the relevance of the articles retrieved
for comparison. This hybrid approach will allow our framework to
more effectively cross-reference and verify the authenticity of news
articles, leveraging the strengths of both semantic and entity-based
analysis without requiring a traditional training phase.

Additionally, exploring the use of various embedding models can
enhance the prefiltering stage of our fake news detection frame-
work. While our current approach utilizes DistilBERT, other models
such as BERT, RoBERTa, ALBERT, GPT-3, or T5 might provide im-
proved contextual understanding and relevance. These models can
capture deeper nuances and domain-specific contexts, potentially
leading to more accurate and relevant article retrieval. By evaluat-
ing and potentially combining embeddings from multiple models,
we aim to develop a more comprehensive and robust prefiltering
mechanism. This approach seeks to further refine our framework’s
ability to identify and analyze pertinent news articles, thereby in-
creasing its overall effectiveness in detecting fake news. Also we
can experiment different types of similarity checks to measure their
effect in the performance of our framework.

By incorporating these enhancements into our framework, we
aim to develop a more reliable and efficient system for detecting
fake news. Utilizing open-source large language models notably
reduces the costs associated with data collection and computational
training in machine learning approaches. These models offer ver-
satility across various domains, enhancing their practicality and
cost-effectiveness for diverse applications.
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