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Abstract

Large language models (LLMs) have001
achieved promising performance on arith-002
metic reasoning tasks by incorporating step-003
by-step chain-of-thought (CoT) prompting.004
However, LLMs face challenges in maintain-005
ing factual consistency during reasoning, ex-006
hibiting tendencies to condition overlooking,007
question misinterpretation, and condition008
hallucination over given problems. In this009
work, we propose RCoT (Reversing Chain-010
of-Thought), a novel method to improve011
LLMs’ reasoning abilities by automatically012
detecting and rectifying factual inconsis-013
tency in LLMs’ generated solutions. To de-014
tect factual inconsistency, RCoT first asks015
LLMs to reconstruct the problem based016
on generated solutions. Then fine-grained017
comparisons between the original problem018
and the reconstructed problem expose the019
factual inconsistency in the original solu-020
tions. To rectify the solution, RCoT for-021
mulates detected factual inconsistency into022
fine-grained feedback to guide LLMs in023
revising solutions. Experimental results024
demonstrate improvements of RCoT over025
standard CoT, Self-Consistency, and Self-026
Refine across seven arithmetic datasets.027
Moreover, we find that manually written028
fine-grained feedback can furthur improve029
LLMs’ reasoning abilities by a large margin030
compared with automatic feedback gener-031
ated by RCoT, encouraging the community032
to further enhance the fine-grained feedback033
generation methods.034

1 Introduction035

Large language models (LLMs) (Brown et al.,036

2020a; Zhang et al., 2022; Chowdhery et al.,037

2022; Touvron et al., 2023a) have showcased038

strong reasoning capabilities using chain-of-039

thought (CoT) (Wei et al., 2022; Chowdhery040

et al., 2022; Fung et al., 2022), where LLMs041

are prompted to generate intermediate steps042

before the final answer. Despite the impressive 043

performance of CoT prompting across various 044

reasoning tasks (Dua et al., 2019; Miao et al., 045

2021; Cobbe et al., 2021a; Yu et al., 2020; Bha- 046

gavatula et al., 2019; Talmor et al., 2019), LLMs 047

still struggle to maintain factual consistency in 048

reasoning. Specifically, each reasoning problem 049

usually consists of several conditions (e.g., A 050

has two apples, B has two apples) and a ques- 051

tion (e.g., How many apples do A and B have 052

in total), and LLMs exhibit tendencies to hal- 053

lucinate conditions (e.g., A has three apples), 054

overlook conditions (e.g., ignore the condition 055

“B has two apples") and misinterpret questions 056

(e.g., how many apples do A have?) (Golovneva 057

et al., 2022). 058

While previous research has proposed various 059

methods to enhance Chain-of-Thought perfor- 060

mance (Shum et al., 2023; Fu et al., 2022; Diao 061

et al., 2023; Shum et al., 2023; Zhou et al., 2022; 062

Wang et al., 2022; Gao et al., 2023; Chen et al., 063

2022; Weng et al., 2022; Paul et al., 2023; Shinn 064

et al., 2023), there remains a noticeable absence 065

of explicit studies addressing the issue of fac- 066

tual inconsistency. One relevant work is Self- 067

Verification (Weng et al., 2022), which verifies 068

answers by swapping conditions and answers. 069

However, it can only tell whether answers are 070

correct and fail to give fine-grained feedback on 071

factual inconsistency to guide LLMs in revising 072

solutions. Another relevant work is Self-Refine 073

(Madaan et al., 2023), a method that use LLMs 074

self-feedback to iteratively improve responses. 075

However, Self-Refine fails on the reasoning task, 076

potentially due to the inability to offer fine- 077

grained informative feedback compared with 078

our approach. 079

Figure 1 shows an instance of factual incon- 080

sistent solutions generated by ChatGPT (Schul- 081

man et al., 2022), where the critical condition 082

of "tomorrow, 10/16/1924" is mistakenly over- 083
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looked. Despite the incorrect solution, Chat-084

GPT could be rectified if we explicitly point out085

that it overlooked the "tomorrow, 10/16/1924."086

condition. Motivated by this observation, we in-087

troduce Reversing Chain-of-Thought (RCoT),088

a novel method for detecting and rectifying089

condition hallucination, condition overlooking090

and question misinterpretation (Figure 1) in091

CoT. More examples are in Appendix C. The092

schematics of our proposed method are illus-093

trated in Figure 2. To detect factual inconsis-094

tency, RCoT begins with reconstructing new095

problems from the original solutions. Next,096

RCoT detects inconsistencies by conducting097

a fine-grained comparison between the recon-098

structed problems and the original problems.099

To rectify inconsistencies, the detected incon-100

sistencies will be formulated as fine-grained101

feedback to guide the LLMs in revising their102

solutions. Moreover, fine-grained feedback can103

not only be used to revise solutions but can104

also offer more interpretability of reasoning er-105

rors, allowing humans to inspect solutions more106

easily.107

108

We evaluate RCoT on seven arithmetic rea-109

soning datasets, including GSM8k (Cobbe et al.,110

2021b), AQuA (Ling et al., 2017), SVAMP (Pa-111

tel et al., 2021), AddSub (Hosseini et al., 2014),112

ASDiv (Miao et al., 2021), Date (Srivastava113

et al., 2022) and SingelEq (Koncel-Kedziorski114

et al., 2016). Experimental results demonstrate115

the effectiveness of RCoT, outperforming com-116

petitive baselines in both zero-shot and few-117

shot settings. In-depth analysis and human118

evaluation suggest that fine-grained feedback119

on factual inconsistency is crucial for LLMs to120

revise solutions for arithmetic problems. For ex-121

ample, ChatGPT could achieve 94.6% accuracy122

on GSM8k with manually written fine-grained123

feedback. Moreover, we conduct comprehen-124

sive ablation studies examining the impact of125

individual modules. Our findings encourage the126

community to further explore detecting and rec-127

tifying factual inconsistency to enhance LLMs’128

reasoning ability.129

Our contributions are summarized as follows:130

• We propose a novel method, Reversing131

Chain-of-Thought (RCoT) to effectively132

detect and rectify the factual inconsistency133

of LLMs in arithmetic reasoning, focusing134

on overlooked, hallucinated conditions and 135

misinterpreted questions. RCoT outper- 136

forms competitive baseline models consis- 137

tently across seven arithmetic reasoning 138

tasks. 139

• Fine-grained feedback on factual inconsis- 140

tency shows encouraging results in improv- 141

ing LLMs’ reasoning abilities. Though au- 142

tomatically generated feedback by RCoT 143

shows consistent improvement compared 144

with standard CoT, we find that human- 145

written ground-truth feedback can fur- 146

ther improve the LLMs’ reasoning ability 147

(e.g., ChatGPT reaches 94.6% accuracy 148

on GSM8k). The gap between RCoT’s 149

feedback and human-written feedback en- 150

courages the community to explore the 151

automatic generation of fine-grained feed- 152

back further. 153

• RCoT offers more interpretability to the 154

reasoning errors with fine-grained feedback 155

on factual inconsistency, allowing humans 156

to inspect solutions more easily. 157

2 Related Work 158

Language Model for Reasoning Reason- 159

ing ability is a critical skill to solve complex 160

problems, such as arithmetic reasoning (Koncel- 161

Kedziorski et al., 2016; Roy and Roth, 2016; 162

Miao et al., 2021; Cobbe et al., 2021a; Dua 163

et al., 2019), logical reasoning (Yu et al., 2020), 164

commonsense reasoning (Bhagavatula et al., 165

2019; Talmor et al., 2019; Zellers et al., 2018) , 166

and tabular reasoning (Zhu et al., 2021). Re- 167

cently, Large Language Models (e.g., GPT-4 168

(OpenAI, 2023), ChatGPT (Schulman et al., 169

2022), PaLM 2 (Anil et al., 2023) and LLaMA 170

2 (Touvron et al., 2023b)) have demonstrated 171

promising reasoning capability with in-context 172

learning (Brown et al., 2020b; Liu et al., 2022; 173

Rubin et al., 2021; Min et al., 2022) and Chain- 174

of-Thought methods (Wei et al., 2022). Least- 175

to-most (Zhou et al., 2022) prompting proposes 176

to decompose a complex problem into a series 177

of subproblems and solve them sequentially. 178

Self-Consistency prompting (Wang et al., 2022) 179

improves performance through majority voting 180

on multiple solutions. Complex CoT (Fu et al., 181

2022) emphasizes the importance of prompt 182

complexity and selects the most complex exam- 183
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Overlooking
Problem: Today’s meeting is rescheduled to 11 am tomorrow, 10/16/1924. What is the date one year
ago from today?
ChatGPT Chain-of-Thought:
The current date is 10/16/1924. To find the date one year ago from today, you would subtract one year
from the current year, which would be 1923. The correct answer is 10/16/1923. ✗

Hallucination
Problem: A wooden bridge can carry no more than 5000 pounds. A delivery truck filled with identical
boxes, each weighing 15 pounds, will pass over the bridge. The combined weight of the driver and the
empty truck is 3755 pounds. What is the maximum number of boxes which can be loaded onto the truck
while not exceeding the bridge’s weight limit?
ChatGPT Chain-of-Thought:
...... Let’s assume each box weighs 16 pounds (15 pounds for the contents and 1 pound for the box). ......
This means we can load a maximum of 77 boxes onto the truck without exceeding the bridge’s weight
limit.✗

Misinterpretion
Problem: The cave is 1218 feet deep and they are already at 849 feet. If they are travelling at speed of
17 How much farther until they reach the end of the cave?
ChatGPT Chain-of-Thought:
...... Therefore, it will take them 22 units of time to reach the end of the cave. ✗

Figure 1: The examples of factual inconsistency. Overlooking: The problem mentions that tomorrow
is 10/16/1924, whereas LLMs overlook the condition of "tomorrow", thinking that today is 10/16/1924.
Hallucination: The problem mentions that each box weighs 15 pounds. However, LLMs assume each
box weighs 16 pounds, which contradicts real conditions. Misinterpretion: LLMs answer the time rather
than the distance asked by the question. This is a typical misinterpretation of the problem.

ples as prompts. Auto-CoT (Shum et al., 2023)184

is proposed to reduce the workload of man-185

ual labeling. Active Prompting (Diao et al.,186

2023) selects the most uncertain questions as187

demonstration examples to further improve per-188

formance. However, these methods fail to ad-189

dress the factual inconsistency problem. Some190

relevant work includes Self-Verification (Weng191

et al., 2022), Self-Refine (Madaan et al., 2023),192

REFINER (Paul et al., 2023), and Reflexion193

(Shinn et al., 2023). These approaches focus194

on correcting LLMs outputs. However, Self-195

Verification can only generate binary feedback196

and fail to get fine-grained feedback, REFINER197

needs externally trained models, Self-Refine198

fails to improve reasoning tasks (likely due to199

the inability to provide informative feedback200

compared with RCoT), and Reflexion requires201

environmental feedback, which cannot be easily202

obtained in arithmetic reasoning. Compared203

to these methods, RCoT relies entirely on the204

LLM itself to generate fine-grained informative205

feedback on factual consistency. Although some206

research claims that LLMs are not capable of207

self-correcting reasoning (Huang et al., 2023),208

RCoT shows that LLMs can still self-correct209

reasoning if we can guide LLMs to self-generate210

fine-grained informative feedback. 211

Reverse Engineering. RCoT is inspired 212

by the concept of Reverse Engineering, which 213

has various applications in machine learning 214

research. (Fredrikson et al., 2014) proposes a 215

reverse method for linear models to evaluate 216

models’ privacy safety. (Fredrikson et al., 2015) 217

introduces a model inversion method for shal- 218

low neural networks, which can reconstruct the 219

face information. (Geva et al., 2022) unveils 220

the internal prediction construction process of 221

Transformer-based language models by reverse 222

engineering the operations of the feed-forward 223

network (FFN) layers. Inverting model hyper- 224

parameters is another application of reverse 225

engineering techniques. (Bhagavatula et al., 226

2019) reverses network parameters by repeat- 227

edly requesting the predicted label from the 228

target model. (Tramèr et al., 2016) develops an 229

avatar method to estimate training data and 230

model architectures, while (Oh et al., 2019) 231

trains a set of white-box models to estimate 232

model hyperparameters. (Hua et al., 2018) 233

estimates both the structure and the weights 234

of convolutional neural networks (CNN) on a 235

hardware accelerator from information leaks of 236
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memory access patterns. Different from their237

goal of opening up the black-box of deep learn-238

ing models, our work focuses on automatically239

detecting and rectifying factual inconsistencies240

that appeared in the solutions generated by241

LLMs.242

3 Reversing Chain-of-Thought243

We propose RCoT for detecting and rectifying244

factual inconsistency (i.e., condition hallucina-245

tions, overlookings, and question misinterpre-246

tation) in CoT to enhance LLMs’ reasoning247

ability. Specifically, given a complex reason-248

ing problem Q and original solution c gener-249

ated by the LLM, RCoT will rectify the solu-250

tion through three steps: (i) Problem Recon-251

struction: Reconstruct the problem Q̂ based252

on the generated solution c. (ii) Fine-grained253

Comparison: Conduct a fine-grained compar-254

ison between the original problem Q and the255

reconstructed problem Q̂ to detect condition256

hallucinations, overlookings, and question mis-257

interpretation. (iii) Fine-grained Feedback258

and Revision: The fine-grained comparison259

reveals the factual inconsistency in original so-260

lutions. The detected factual inconsistencies261

are formulated into fine-grained feedback to262

guide LLMs in revising their solution accord-263

ingly. The overall schematic illustrations of our264

proposed approach are illustrated in Figure 2,265

and an example of RCoT is shown in Appendix266

C.4.267

3.1 Problem Reconstruction268

Intuitively, if the generated step-by-step solu-269

tion of an arithmetic problem is logically and270

factually correct and complete, it is more likely271

for a human to infer what is the original prob-272

lem. Similarly, we ask the LLM to reconstruct273

the problem to get Q̂ based on its own so-274

lution c, in order to verify whether it truly275

understands the problem. We manually write276

instructions and in-context examples as the re-277

construction prompt. We find that the factual278

inconsistencies such as condition hallucinations279

(e.g., the LLM uses conditions that are not men-280

tioned in the problem Q), condition overlook-281

ings (e.g., the LLM overlooks some important282

conditions in the problem Q), and question mis-283

interpretations (e.g., the LLM misunderstands284

the question of problem Q) can be effectively285

exposed by comparing the reconstructed prob- 286

lem Q̂ with the original problem Q (§ 3.2), as 287

shown in Figures 6, 9, and 15 in Appendix 288

C, respectively. The prompt template can be 289

found in Figure 20. 290

3.2 Fine-grained Comparison 291

To detect condition hallucinations and over- 292

lookings, as well as question misinterpretations 293

in the solution c from the reconstructed prob- 294

lem Q̂, an ideal approach is to ask the LLM 295

to compare Q with Q̂ directly. However, such 296

comparisons usually fail to produce high-quality 297

detection results (Figure 3) in current LLMs, 298

which is because Q and Q̂ contain rich informa- 299

tion, and LLMs may likely ignore some vital 300

information during direct comparison, causing 301

a sub-optimal result. Therefore, we guide LLMs 302

to do step-by-step comparisons to improve the 303

detection quality. All prompt templates are 304

shown in Figure 20. The process is as follows: 305

Problem Decomposition. Q and Q̂ are 306

unstructured texts, which are hard to be com- 307

pared in an organized manner. To overcome 308

this issue, we ask the LLM to decompose 309

the problem into a list of conditions with 310

one question LQ = [L1
Q, · · · , Lm

Q ], qQ, LQ̂ = 311

[L1
Q̂
, · · · , Ln

Q̂
], qQ̂, where Li

Q denotes ith con- 312

dition of the problem Q and qQ denotes the 313

question of problem Q. The structured con- 314

dition list will then be used in fine-grained 315

comparison. 316

Condition Comparison To find the differ- 317

ences between Q and Q̂, we first check whether 318

their condition lists LQ and LQ̂ are the same. 319

Specifically, the LLM is required to answer 320

whether each Li
Q can be inferred from LQ̂. If 321

Li
Q cannot be inferred from LQ̂, then Li

Q is 322

either (1) overlooked in the solution or (2) hal- 323

lucinated by the LLM as a different condition. 324

Similarly, we ask the LLM to tell whether Lj

Q̂
325

can be inferred from LQ for every j. If Lj

Q̂
326

cannot be inferred from LQ, then Lj

Q̂
is hal- 327

lucinated. Apparently, we need to conduct 328

comparisons for nm times in total. 329

Question Comparison The LLM some- 330

times will also misinterpret the question (Figure 331

1). Therefore, we also ask LLM to compare the 332

questions being asked in Q (i.e., qQ) and Q̂ 333

(i.e., qQ̂). If LLMs find the two questions are 334
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Few-shot CoT

Zero-shot CoT

Q: Mary  received 18 new potted 

plants from her favorite plant nursery. 

She already has 2 potted plants on 

each of the 40 window ledges of her 

large … How many potted plants will 

Mary remain with?

A: Let’s think step by step.

OR

Large Language Model

Reconstruction

Large Language Model

+

Original Solution

A: She has 2 potted plants on each of 

the 40 window ledges,so she has a total 

of 2 x 40 = 80 potted plants.Next,we

need to subtract the number of potted 

plants she will give …… will remain 

with 80 - 40 = 40 potted plants.

+

Instruction: Give the concrete prompt (problem)…

Decomposition

Original Problem:

Mary  received 18 

new potted plants 

from her favorite 

plant nursery. potted 

plants on each of the 

40 window ledges …

Reconstructed Problem:

Mary has 40 window 

ledges in her apartment, 

and she has 2 potted 

plants on each ledge. 

{Overlooked Condition} 

She has decided to give 

away 1 potted plant 

from ... 

Instruction: Please list the conditions of the …

Output

Large Language Model

Original Conditions: Reconstructed Conditions:

Condition 1

Condition 2
she received 18 

new potted 

plants from her 

favorite plant 

nursery. …

Condition n

Condition 1

Condition 2

…

Condition m

Comparison

Revision

Question Question

Instruction: Here are the mistakes and reasons in 

your answer to the problem…

Overlooked conditions prompt

You have ignored some real conditions:

1: she received 18 new potted plants 

from her favorite plant nursery.

Here are detailed reasons:

1: There is no information about 

whether or not Mary received any new 

potted plants from a nursery. 

Therefore, ……

Hallucinated conditions prompt

Misinterpreted question  prompt

Large Language Model

A:You are correct that I overlooked 

the fact that Mary received 18 new 

potted plants from the nursery.To

correct my answer:First,we need to 

add the 18 new potted plants to the 80 

potted plants Mary already has, giving 

us a total of 98 potted  …… Mary will 

remain with 98 - 40 = 58 potted plants.

Revised Solution

+

+

+

Q: Will buys 15 oranges. When he gets home …

A: 1. Will buys 15 oranges…… The answer is 3

A: First, we need to convert…… The answer is 72

Q: Ashley has an internet connection speed …

O
u
tp

u
t

√
Instruction: Can Condition2 be deduced 

from the reconstructed condition list?

Condition 3

NO

Figure 2: The framework of RCoT. (1) Reconstruction: Ask LLMs to reconstruct the problem according
to the original solution with instruction and demonstration examples. (2) Decomposition: Decomposing
the original problem and reconstructed problem into fine-grained condition lists. (3) Comparison:
Compare both lists of sub-conditions and questions to verify whether there are hallucinations, overlookings
and misinterpretations.(4) Revision: Gathering all factual inconsistencies into fine-grained feedback to
instruct LLMs to revise solutions.

different, then LLMs misinterpret the question335

in their solutions. After these comparisons, we336

detect hallucinated conditions, overlooked con-337

ditions, and misinterpreted of questions. We338

then use them to formulate our fine-grained339

feedback to guide the LLM in revising its solu-340

tion.341

3.3 Fine-grained Feedback and342

Revision343

We assume the original solution is correct if we344

do not detect any factual inconsistency through345

fine-grained comparison. On the contrary, we346

formulate fine-grained feedback to guide the347

LLM in revising its solution if any factual in-348

consistency is detected. Specifically, the fine-349

grained feedback will first state that the solu-350

tion is incorrect, then list the detected factual351

inconsistency, and finally ask the LLM to revise352

its solution. Figure 20 shows the template we353

use to formulate the feedback. We take the354

answer of the revised solution for evaluation.355

4 Experiment356

Our extensive experiments aim to show that (1)357

RCoT generates high-quality fine-grained feed-358

back based on detected condition hallucination359

and overlooking, and question misinterpreta-360

tion, thus helping rectify errors and generate 361

correct solutions; (2) fine-grained feedback of 362

factual consistency is critical for LLMs to self- 363

revise the solution; (3) fine-grained comparison 364

is essential for constructing high-quality fine- 365

grained feedback. 366

4.1 Experiment Setting 367

We used closed-source ChatGPT and open- 368

source LLaMA 2-13B-Chat (Touvron et al., 369

2023b) as the backbone LLMs for solution gen- 370

eration. We evaluate RCoT on seven arith- 371

metic datasets with different difficulties, in- 372

cluding GSM8k (Cobbe et al., 2021b), AQuA 373

(Ling et al., 2017), SVAMP (Patel et al., 2021), 374

AddSub (Hosseini et al., 2014), ASDiv (Miao 375

et al., 2021), Date (Srivastava et al., 2022) and 376

SingelEq (Koncel-Kedziorski et al., 2016). Due 377

to the high time cost of API calls, we do not 378

use the whole test set but randomly sample test 379

sub-sets. To reduce the randomness caused by 380

test set sampling and make our results more 381

convincing, we sample three test sub-sets that 382

each contains 256 inputs. We report the aver- 383

age accuracy with deviation on the three test 384

sub-sets. A detailed description of each dataset 385

is shown in Appendix C.6. 386

We consider both zero-shot and few-shot set- 387
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Model Method Arithmetic
GSM8K AQuA AddSub Date SingleEq ASDiv SVAMP

Zero-shot CoT

ChatGPT
Standard 79.0±0.95 51.3±0.6 85.2±1.2 66.7±1.4 90.3±0.6 84.3±0.4 76.7±4.1

+Double-Check 79.3±2.1 42.7±0.6 85.6±1.2 60.5±6.5 88.8±0.8 82.8±1.4 77.6±2.0

+RCoT 82.0±0.3 55.5±0.8 87.1±1.1 71.7±1.3 91.4±0.8 86.0±0.3 79.6±4.1

∆ RCoT-Standard (Acc) (+3.1±0.6) +(4.1±0.2) +(1.8±0.1) +(5.0±0.4) +(1.1±0.2) +(1.7±0.3) +(2.8±0.2)

LLaMA 2-13B-Chat
Standard 36.9±0.8 27.2±0.0 66.7±0.5 52.4±1.5 62.6±2.6 52.2±3.7 38.6±1.1

+Double-Check 35.6±1.1 24.8±0.0 62.0±0.7 27.0±0.9 62.1±3.2 53.2±3.6 41.1±0.2

+RCoT 39.8±0.8 31.9±0.0 67.4±0.5 55.3±2.0 63.5±2.1 53.0±3.7 41.1±0.8

∆ RCoT-Standard (Acc) (+2.9±0.4) +(4.7±0.0) +(0.7±0.3) +(2.9±1.0) +(0.9±0.5) +(0.8±0.0) +(2.5±0.4)

Few-shot CoT

ChatGPT
Active-Prompting 81.8±0.6 53.3±0.6 87.2±1.2 - 91.7±0.4 87.9±0.8 82.5±0.6

+Double-Check 77.8±0.7 26.3±0.5 86.0±1.6 - 91.5±0.2 85.7±2.4 82.2±0.8

+RCoT 84.6±0.6 57.1±0.3 88.2±1.5 - 93.0±0.8 89.3±0.5 84.9±1.3

∆ RCoT-Active (Acc) (+2.7±0.1) +(3.7±0.9) +(1.0±0.4) - +(1.2±0.4) +(1.4±0.5) +(2.3±1.0)

LLaMA 2-13B-Chat
Active-Prompting 37.9±0.6 29.1±0.0 68.4±0.7 - 67.9±2.2 53.3±0.6 49.4±0.4

+Double-Check 36.2±0.1 23.2±0.0 61.9±2.1 - 64.9±1.3 50.3±3.5 47.4±0.8

+RCoT 40.1±0.4 30.7±0.0 68.8±0.9 - 68.1±2.3 53.6±0.4 51.2±0.3

∆ RCoT-Active (Acc) (+2.1±0.3) +(1.6±0.0) +(0.4±0.3) - +(0.2±0.1) +(0.3±0.2) +(1.8±0.2)

Table 1: Average accuracy and standard deviation on seven arithmetic reasoning datasets. Bold denotes
the best result. Green: The performance improvement compared with Standard CoT and Active-Prompting
in Zero-shot and Few-shot settings, respectively. - denotes that Active-Prompting (Diao et al., 2023) does
not support the dataset in their source codes.

tings. For the zero-shot setting, we add the388

prompt "Let’s think step by step" to encourage389

LLMs to think intermediate steps but without390

any demonstration examples (Kojima et al.,391

2022). For the few-shot setting, we use four-392

shot CoT prompts that consist of problems,393

solutions, and final answers.394

We compare our method with five baselines:395

(1) Chain-of-thought (CoT) (Wei et al.,396

2022) (2) Active-Prompting (Diao et al.,397

2023), a method that selects the most uncer-398

tainty problems as demonstration examples.399

(3) Double-Check asks LLMs to check their400

answers but does not point out whether the401

answer is correct. In our experiment, we use402

the prompt "You should double-check your an-403

swers". (4) Self-Consistency (SC) (Wang404

et al., 2022) through majority voting on multi-405

ple solutions to improve the performance. (5)406

Self-Refine (Madaan et al., 2023) uses iter-407

ative feedback and refinement to revise the408

answer. We use Tiktoken from Openai to cal-409

culate the cost of average tokens.1410

4.2 RCoT rectify factual consistency411

effectively412

Table 1 shows the results of RCoT on seven413

arithmetic datasets. Our method consistently414

outperforms the standard CoT and the double-415

check methods in the zero-shot setting. More-416

over, LLMs benefit more from our method on417

1https://github.com/openai/tiktoken

more challenging tasks that require complex 418

reasoning. For example, the AQuA dataset con- 419

tains diverse problems, and the Date dataset 420

requires multi-hop reasoning and common sense 421

date knowledge. Both ChatGPT and LLaMA 2 422

achieve lower accuracy scores on AQuA and 423

Date (51.3% and 66.7% for ChatGPT and 424

27.2% and 52.4% for LLaMA 2) among all 425

seven tasks. Meanwhile, we observe that our 426

method helps LLMs improve by apparent mar- 427

gins on AQuA and Date (4.1%, 5.0% and 4.7%, 428

2.9% for ChatGPT and LLaMA 2), the high- 429

est gains in all seven tasks. Our method also 430

remains effective for easier tasks. For exam- 431

ple, RCoT enhances the performance of the 432

SVAMP dataset, which contains problems that 433

usually only need one-step calculation, by 2.8% 434

and 2.5%. Moreover, we also observe greater 435

improvements from our method on ChatGPT 436

than LLaMA 2, potentially due to the stronger 437

abilities of ChatGPT to detect and correct er- 438

rors. 439

We can observe similar results in the few-shot 440

setting to the zero-shot setting. Although se- 441

lecting the most uncertain problems for LLMs 442

as demonstration examples is helpful for rea- 443

soning (Diao et al., 2023), RCoT still improves 444

the accuracy. It is worth noting that the per- 445

formance of Double-Check method in the few- 446

shot CoT setting decreases immensely. On the 447

AQuA and GSM8K datasets, its performance 448

drops by 27.0% and 4.0%, suggesting that few- 449
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Method GSM8K AQuA AddSub Date SingleEq ASDiv SVAMP Avg Acc Avg Tokens
SC (30 trials per problem) 81.6 70.8 88.6 80.0 92.9 90.2 80.4 83.5 5615.0
RCoT (1 trial per problem) 82.0 56.3 87.2 71.9 92.4 86.3 79.7 79.4 1831.0
RCoT (3 trials per problem) 83.2 72.8 89.8 78.9 93.8 91.8 81.2 84.5 5453.3

Self-Refine

attempt 0 79.1 45.2 90.6 51.3 97.6 83.5 75.2 74.7 190.2
attempt 1 80.7 49.2 91.4 52.7 98.0 84.3 76.8 76.1 3108.4
attempt 2 80.7 49.2 91.4 52.7 98.0 84.3 76.8 76.1 3324.9
attempt 3 80.7 49.2 91.4 52.7 98.0 84.3 76.8 76.1 3359.6
attempt 4 80.7 49.2 91.4 52.7 98.0 84.3 76.8 76.1 3367.7
attempt 5 80.7 49.2 91.4 52.7 98.0 84.3 76.8 76.1 3367.7

Table 2: Average accuracy on seven arithmetic reasoning datasets among Self-Consistency (Wang et al.,
2022), RCoT and Self-Refine (Madaan et al., 2023). Bold denotes the best result.

shot examples may increase the risk of revising450

correct solutions to the incorrect ones. LLaMA451

2 exhibits a lower degree of susceptibility com-452

pared to ChatGPT.453

We also compared RCoT with other stronger454

baselines (i.e., Self-Consistency, SC for short,455

and Self-Refine). Specifically, We conducted456

30 trials per problem for SC and 3 trials per457

problem for RCoT in the zero-shot setting (set458

temperature to 0.7 Wang et al. (2022)), which459

uses similar costs. Due to the extremely high460

cost, we do not experiment with the few-shot461

setting and leave it as our future work. We set462

max attempt to 5 for Self-Refine. Table 2 has463

shown the results. RCoT could achieve compa-464

rable performance to SC at nearly one-third of465

the cost (e.g., AddSub, SingleEq, SVAMP) and466

even outperforms SC on the GSM8K dataset.467

However, the performance significantly drops468

on AQuA and Date datasets. That is because469

there are multiple-choice tasks, making it ex-470

ceedingly simple for the model to approximate471

the answer by employing multiple guesses with472

incorrect logical steps. Combining RCoT with473

SC, our method can further improve the per-474

formance and surpass all baselines, reaching475

a high accuracy of 84.5% across seven arith-476

metic datasets. Our experiments demonstrate477

the same conclusion as Wang et al. (2022) that478

Self-Refine is not good at arithmetic reason-479

ing. It’s worth noting that Self-Refine achieves480

the highest accuracy on SingleEq and AddSub481

datasets. Nevertheless, the improvement does482

not come from refinement but the usage of code483

in the Self-Refine implementation, reducing a484

large number of calculation errors. The real485

improvements brought by refinement are actu-486

ally 0.8 and 0.4 in the AddSub and SingleEq487

datasets, respectively. Another phenomenon is488

that Self-Refine does not bring more token cost489

even if we give it more refinement budget. This490

is because Self-Refine tends to state that the 491

solution is correct after the second refinement. 492

Method GSM8K AQUA SVAMP

Standard CoT 79.0 51.3 76.7

RCoT(ours) 82.0 55.5 79.6
- w/o reasons 80.0 (-2.0) 52.3 (-3.2) 78.9 (-0.7)
- w/o judgment+reasons 79.3 (-2.7) 42.7 (-12.8) 77.6 (-2.0)

Table 3: The performance of RCoT using fine-
grained feedback and coarse-grained feedback. w/o
reasons : remove explanations of specific mis-
takes from the original fine-grained feedback. The
prompt becomes "Your answer is wrong. You
should double-check your answer.". w/o judg-
ment+reasons: further remove the high-level
judgment. The prompt becomes "You should
double-check your answer." Red: The performance
drops compared with RCoT method.

4.3 Fine-grained feedback is critical for 493

solution revision 494

The success of our method comes from fine- 495

grained feedback based on detected factual in- 496

consistency (condition hallucination and over- 497

looking, and question misinterpretation). In 498

this section, we show that coarse-grained feed- 499

back will lead to worse performance to prove 500

the necessity of fine-grained feedback. We re- 501

place our fine-grained feedback with two kinds 502

of coarse-grained feedback: (1) w/o reasons: we 503

do not tell LLMs the detected factual inconsis- 504

tency by RCoT and only give a high-level judg- 505

ment. Therefore, if RCoT detects no factual in- 506

consistency, we take the original solution as the 507

final output for evaluation. Otherwise, we use 508

the prompt "Your answer is wrong. You should 509

double-check your answer." to guide LLMs in 510

revising solutions. (2) w/o judgment+reasons 511

(i.e., Double-Check): We further remove the 512

high-level judgment from the prompts. There- 513

fore, we always use "You should double-check 514

your answer" to guide LLMs in revising so- 515
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lutions regardless of the detection results of516

RCoT.517

Table 3 shows the results on SVAMP(easy),518

GSM8K(medium), and AQuA (hard) datasets.519

We can see consistent performance drops when520

we remove detected factual inconsistency and521

only keep a high-level judgment, showing the ef-522

fectiveness of fine-grained feedback. Moreover,523

we can observe that further removing judgment524

will make the performance even worse than525

standard CoT. This is not surprising because526

LLMs may mistakenly revise the correct solu-527

tion to the incorrect one. Appendix C.5 shows528

an example of RCoT and Double-Check, where529

we can see that RCoT could help the LLM cor-530

rect the solution, but Double-Check couldn’t.531

To further show the power of fine-grained532

feedback, we conduct a human evaluation.533

Specifically, we go through the generated so-534

lution and write fine-grained feedback on fac-535

tual inconsistency by ourselves. Amazingly,536

the LLM could reach 94.6% accuracy on the537

GSM8K dataset and could only reach 86.3% if538

we remove explanations of factual inconsisten-539

cies from our feedback (i.e., the same setting540

as "w/o reasons" in Table 3). Appendix C.3541

shows examples of manually written and RCoT-542

generated feedback. This result shows the same543

observation of Table 3 and reveals the strong544

power of fine-grained feedback. Since RCoT545

still has a gap (12.6% accuracy gap) compared546

with humans, we encourage the community to547

further explore fine-grained feedback genera-548

tion.549

Method GSM8K AQUA SVAMP

Standard CoT 79.0 51.3 76.7

RCoT 82.0 55.5 79.6
- w/o question comparison 80.9 (-1.1) 54.6 (-0.9) 79.2 (-0.4)
- w/o condition comparison 80.1 (-1.9) 53.5 (-2.0) 78.1 (-1.5)

RCoT (Corase-grained) 74.2 (-7.8) 49.6 (-5.9) 76.1 (-3.5)

Table 4: The performance without question compar-
ison and condition comparison, as well as the per-
formance with coarse-grained comparison. coarse-
grained: We directly ask LLMs to compare the
original problem with the reconstructed problem.
Red: The performance drops compared with the
RCoT method.

4.4 Fine-grained comparison leads to550

fine-grained feedback551

To get fine-grained feedback, conditions and552

questions are compared in a fine-grained man-553

ner in RCoT. A simpler way is to ask LLMs to 554

generate fine-grained feedback directly by com- 555

paring the original problems and reconstructed 556

problems. Appendix A has illustrated that 557

LLMs can reconstruct questions well when the 558

reasoning maintains factual consistency but not 559

vice versa. Table 4 shows that coarse-grained 560

comparison will cause a significant accuracy 561

drop (even worse than standard CoT), which 562

suggests that it fails to generate high-quality 563

feedback (Figure 3). Therefore, problem de- 564

composition and fine-grained comparison are 565

essential. We also show that both condition 566

comparison and question comparison are im- 567

portant. Removing either of them will lead to 568

worse performance. This is because LLMs may 569

hallucinate/overlook conditions (Figure 1) as 570

well as misinterpret questions (Figure 1). 571

4.5 Additional Quantitative analysis of 572

RCoT 573

Type Found Not Found total
Overlooking 5 1 6
Hallucinating 16 15 31
Misinterpreting 5 3 8
Other errors 0 55 55

Table 5: Found/Not Found: RCoT can or cannot
find the reasons for errors.Other errors: such as
computation error, logical error and so on.

To explore the effectiveness of RCoT, we con- 574

struct further quantitative analysis on 100 prob- 575

lems the ChatGPT answered incorrectly. We 576

manually divided these problems into four cate- 577

gories: condition hallucination, condition over- 578

looking, question misinterpretation and other 579

errors. The statistical results are shown in Ta- 580

ble 5. We find that RCoT is better at detecting 581

overlooking and misinterpretation errors than 582

hallucination errors. 583

5 Conclusion 584
This paper proposes RCoT, which enables 585

LLMs to detect factual inconsistency, gener- 586

ate fine-grained feedback, and rectify solutions. 587

Experimental results on seven arithmetic rea- 588

soning datasets demonstrate the effectiveness 589

of RCoT and encourage the community to 590

explore further approaches to generate fine- 591

grained feedback. We discuss the limitations 592

and future work in Appendix B. 593
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A The quality of reconstructed1025

problem1026

We measured the Rouge1, Rouge2,1027

RougeL, RougeSum, and sen-1028

tence embedding similarity (using1029

sentence-transformers/all-mpnet-base-v2)1030

between original problems and reconstructed1031

problems. We can observe from table 6 that1032

higher CoT accuracies correspond to higher1033

similarities between original problems and1034

reconstructed problems. This is expected1035

since correctly solved problems’ reconstruction1036

should ideally be itself, and incorrectly solved1037

problems’ reconstruction should differ from1038

itself.1039

Dateset Rouge1 Rouge2 RougeL RougeSum Similarity Standard CoT Acc

GSM8K 71.4622 49.3915 58.8991 58.8974 93.57 79.0

AQuA 54.2383 33.5828 43.5771 43.7721 84.44 51.3

AddSub 78.0939 57.5594 66.3973 66.4099 94.05 85.2

Date 46.9414 28.7005 39.2268 39.3934 79.12 66.7

SingleEq 72.8212 53.5232 64.8562 64.7956 94.01 90.3

ASDiv 68.1849 46.5488 59.7907 59.7911 92.16 84.3

SVAMP 75.0074 55.3162 65.1539 65.1973 93.71 76.7

Table 6: The metrics between original problem and
reconstructed problem

B Limitations and Future Work1040

RCoT can not detect all possible reasoning1041

errors. For example, it is hard for RCoT to1042

detect computational errors. However, RCoT1043

could be combined with other prompting tech-1044

niques such as Program-of-Thought (Chen1045

et al., 2022), a method to reduce computa-1046

tional errors through disentangling reasoning1047

and computations. Besides, there is still a sig-1048

nificant gap between revising the solutions with1049

RCoT-generated feedback and human feedback,1050

which encourages further exploration in the1051

generation of fine-grained feedback with higher1052

quality. RCoT requires multiple conversations1053

with LLMs (e.g., ChatGPT in our paper) and1054

may thus slow down the inference speed due to1055

the low bandwidth of API calls. Nevertheless,1056

a locally deployed model may alleviate such a1057

problem. In the future, we will explore other1058

applications of RCoT, such as logical reasoning1059

and symbolic reasoning.1060

1061
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C Examples

C.1 Examples for coarse-grained comparison.

Original Problem: Rebecca wants to split a collection of eggs into groups of 3. Rebecca
has 99 bananas 9 eggs and 27 marbles. How many groups will be created?
Reconstructed Problem: Rebecca has 9 eggs 99 bananas and 27 marbles. If we can group
items into sets of 3 how many groups can we make in total?

Coarse-Grained Comparison:
Yes, the reconstructed problem does not add new conditions or lack any conditions that were present in
original problem. Original problem and reconstructed problem essentially ask the same question, with
the only difference being the way the information is presented. Both problems ask how many groups of
3 items can be made from a collection of 9 eggs, 99 bananas, and 27 marbles. Therefore, reconstructed
problem does not introduce any new conditions or leave out any conditions from the original problem. ✗

Fine-Grained Comparison:
No, the candidate condition "Group items into sets of 3" cannot be deduced from the given condition
list as it is not applicable to all items in the condition list. The condition only applies to the eggs that
Rebecca wants to split into groups of 3. It does not apply to the bananas or the marbles.
Additionally, the candidate condition implies that all items must be grouped into sets of 3, but there is no
indication in the context that Rebecca wants to group all items into sets of 3. She only wants to split the
eggs into groups of 3. ✔

Figure 3: This is an example showing the failure of the coarse-grained comparison. Red: The inconsistent
condition between the original problem and the reconstructed problem.

C.2 Examples for different kinds of factual inconsistencies found by RCoT

Original Solution:
First, we need to find out how many potted plants Mary currently has. She has 2 potted plants on each of
the 40 window ledges, so she has a total of 2 x 40 = 80 potted plants.
Next, we need to subtract the number of potted plants she will give away. She has decided to give away 1
potted plant from each of the 40 window ledges, so she will give away a total of 1 x 40 = 40 potted plants.
Therefore, Mary will remain with 80 - 40 = 40 potted plants after giving away 1 potted plant from each of
the 40 window ledges.✗

Original Problem: Mary is an avid gardener. Yesterday, she received 18 new potted
plants from her favorite plant nursery. She already has 2 potted plants on each of the 40 window ledges of
her large country home. Feeling generous, she has decided that she will give 1 potted plant from each
ledge to friends and family tomorrow. How many potted plants will Mary remain with?

Reconstructed Problem: Mary has 40 window ledges in her apartment, and she has 2
potted plants on each ledge. She has decided to give away 1 potted plant from each ledge. How many
potted plants will Mary have left after giving away the plants?

Figure 4: A example for overlooking
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Original Solution:
First, we need to find the date that is one month before the deadline of June 1, 2021. To do this, we can
subtract one month from the deadline date.
June 1, 2021 - 1 month = May 1, 2021
So, the date that is one month before the deadline is May 1, 2021.
Next, we need to write this date in the format MM/DD/YYYY.
May 1, 2021 = 05/01/2021
Therefore, the answer is (C) 05/01/2021.✗

Original Problem: The deadline is Jun 1, 2021, which is 2 days away from now. What is
the date a month ago in MM/DD/YYYY? Answer Choices: (A) 04/30/2021 (B) 02/19/2021 (C)
05/01/2021 (D) 05/09/2021 (E) 07/06/2021 (F) 08/03/2021

Reconstructed Problem: What is the date that is one month before the deadline of
June 1, 2021, written in the format MM/DD/YYYY? Answer Choices: (A) 04/30/2021 (B) 02/19/2021
(C) 05/01/2021 (D) 05/09/2021 (E) 07/06/2021 (F) 08/03/2021

Figure 5: A example for overlooking

Original Solution:
Let’s first calculate how much money Tobias saved up in three months:He gets a $5 allowance per month,
so in three months he has saved up:
$5/month * 3 months = $15
n addition to his allowance, Tobias also earns money by mowing lawns andshoveling driveways.If he mows
4 lawns, he earns:
4lawns*$15/lawn = $50
Let’s say he shovels x driveways. Then, he earns:
x driveways*$7/driveway = $7x
In total, he has saved up:
$15 (allowance) + $60 (lawn mowing) + $7x (shoveling) = $75 + $7x
He spent $95 on shoes, so he has:
$75 + $7x- $95 = $0
Simplifying this equation:
$7x - $20 = $0
$7x = $20
x= 2.85
Therefore, Tobias shoveled about 2.85 driveways. However since he can’t shovel afraction of a driveway, we
can round this up to 3 driveways.✗

Original Problem: Tobias is buying a new pair of shoes that costs $95. He has been sav-
ing up his money each month for the past three months. He gets a $5 allowance a month. He also mows
lawns and shovels driveways. He charges $15 to mow a lawn and $7 to shovel. After buying the shoes, he
has $15 in change. If he mows 4 lawns, how many driveways did he shovel?

Reconstructed Problem: How many driveways did Tobias have to shovel to save enough money to
buy $95 shoes, if he gets a $5 allowance per month for three months, mows 4 lawns for $15 each, and earns
$7 for every driveway he shovels?

Figure 6: A example for overlooking.
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Original Solution:
First, we need to find out how far John traveled during the first 3 hours at a speed of 60 mph. We can use
the formula distance = speed x time, so:
distance = 60 mph x 3 hours = 180 miles
Next, we need to find out how far John traveled during the next 2 hours in standstill traffic. Since he
didn’t move, the distance is 0 miles.
Then, we need to find out how far John traveled during the next half-hour at a speed of 30 mph. Using
the same formula, we get:
distance = 30 mph x 0.5 hours = 15 miles
Finally, we need to find out how far John traveled during the last 1.5 hours at a speed of 80 mph. Again,
using the same formula, we get:
distance = 80 mph x 1.5 hours = 120 miles
To find out how far John is from home at the end of those 4 hours, we need to add up all the distances he
traveled:
180 miles + 0 miles + 15 miles + 120 miles = 315 miles
Therefore, John is 315 miles away from home at the end of those 4 hours.✗

Original Problem: John drives for 3 hours at a speed of 60 mph and then turns around
because he realizes he forgot something very important at home. He tries to get home in 4 hours but
spends the first 2 hours in standstill traffic. He spends the next half-hour driving at a speed of 30mph,
before being able to drive the remaining time of the 4 hours going at 80 mph. How far is he from home at
the end of those 4 hours?

Reconstructed Problem: John drove for 4 hours. During the first 3 hours, he drove at
a speed of 60 mph. During the next 2 hours, he was stuck in standstill traffic. During the next half-hour,
he drove at a speed of 30 mph. During the last 1.5 hours, he drove at a speed of 80 mph. How far is John
from home at the end of those 4 hours?

Figure 7: A example for overlooking

Original Solution:
First, we need to find out how many books and movies are left unread/watched.
Books left unread: 11 - 7 = 4
Movies left unwatched: 17 - 21 = -4
Uh oh, we have a problem. We can’t have negative movies left unwatched, so we need to adjust our
calculations.
Let’s assume that the person has actually watched 17 movies, but some of them were repeats. So, we can
say that they have watched 17 unique movies and some of them multiple times.
Now, let’s recalculate:
Books left unread: 11 - 7 = 4
Movies left unwatched: 17 - 17 = 0
So, the person has read 7 books and watched 17 unique movies. To find out how many more movies than
books they have watched, we can subtract:
17 - 7 = 10
Therefore, the person has watched 10 more movies than books they have read.✗

Original Problem: There are 11 different books and 17 different movies in the ’ crazy
silly school ’ series. If you read 7 of the books and watched 21 of the movies How many more movies than
books have you read?

Reconstructed Problem: A person has 11 books and 21 movies. They have read/watched 7 books
and 17 movies. How many more movies than books have they watched?

Figure 8: A example for hallucination.
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Original Solution:
First, we know that the year is 1969, so we don’t need to worry about that.
Next, we know that it is currently 4/19, but we need to figure out what day it will be tomorrow.
To do this, we add 1 to the day, which gives us 4/20.
Therefore, the answer is (B) 04/20/1969.✗

Original Problem: It is 4/19/1969 today. What is the date today in MM/DD/YYYY?
Answer Choices: (A) 04/18/1969 (B) 04/20/1969 (C) 04/12/1969 (D) 05/17/1969 (E) 04/19/1969 (F)
07/19/1969

Reconstructed Problem: What is the date tomorrow if today is April 19, 1969? An-
swer Choices: (A) 04/18/1969 (B) 04/20/1969 (C) 04/12/1969 (D) 05/17/1969 (E) 04/19/1969 (F)
07/19/1969

Figure 9: A example for hallucination.

Original Solution:
First, we need to calculate the total number of petals on the flowers that Rose picked:
The 3 flowers with 5 petals each have a total of 3 x 5 = 15 petals.
The 4 flowers with 6 petals each have a total of 4 x 6 = 24 petals.
The 5 flowers with 4 petals each have a total of 5 x 4 = 20 petals.
The 6 flowers with 7 petals each have a total of 6 x 7 = 42 petals.
Therefore, the total number of petals on all the flowers that Rose picked is 15 + 24+ 20 + 42 = 101 petals.
Next, we need to subtract one petal from each type of flower that she dropped. Sowe need to subtract:
1 petal from the 3 flowers with 5 petals each, leaving 3 x 4 = 12 petals.
1 petal from the 4 flowers with 6 petals each, leaving 4 x 5 = 20 petals.
1 petal from the 5 flowers with 4 petals each, leaving 5 x 3 = 15 petals.
1 petal from the 6 flowers with 7 petals each, leaving 6 x 6 = 36 petals.
Therefore, the total number of petals on the flowers that Rose puts in the vase is 12+ 20 + 15 + 36 = 83
petals.✗

Original Problem: Rose is out picking flowers for a vase she wants to fill. She starts off
by picking 3 flowers with 5 petals each. She then picks 4 flowers with 6 petals each. She then adds another
5 flowers with 4 petals each. Lastly she picks 6 flowers with 7 petals each. As she’s carrying these flowers
over to fill the vase, she drops 1 of each and the wind blows them away. She puts the remnaining flowers
in the vase.How many petals in total are on the flowers in the vase?

Reconstructed Problem: Rose went flower-picking and collected different types of flow-
ers with varying numbers of petals. She picks 3 flowers with 5 petals each, 4 flowers with 6 petals each, 5
flowers with 4 petals each and 6 flowers with 7 petals each. She later dropped one petal from each type of
flower and put the remaining flowers in a vase. What is the total number of petals on the flowers that she
put in the vase?

Figure 10: A example for hallucination
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Original Solution:
First, we need to find out how many bottle caps and wrappers Danny had before he found the ones at the
park. To do this, we can add the number he found at the park to the number he has now:
71 + 28 = 99 bottle caps
24 + 16 = 40 wrappers
Next, we need to find the difference between the number of bottle caps and wrappers:
99 - 40 = 59
Therefore, Danny has 59 more bottle caps than wrappers in his collection now.✗

Original Problem: Danny collects bottle caps and wrappers. He found 71 bottle caps
and 24 wrappers at the park. Now he has 28 bottle caps and 16 wrappers in his collection. How many
more bottle caps than wrappers does danny have now?

Reconstructed Problem: Danny found 28 bottle caps and 16 candy bar wrappers at
the park. He now has 71 bottle caps and 24 candy bar wrappers in his collection. How many more bottle
caps than candy bar wrappers does Danny have in his collection now?

Figure 11: A example for hallucination

Original Solution:
One week ago from today would be August 25th, 2021. Therefore, the answer is not (A) or (C) since they
both represent the current date. It is also not (B), (D), or (F) since they are not one week ago from today.
The correct answer is (E) 09/07/2021.✗

Original Problem: It was Sept.1st, 2021 a week ago. What is the date one week ago
from today in MM/DD/YYYY? Answer Choices: (A) 09/01/2021 (B) 12/06/2021 (C) 09/02/2021 (D)
09/01/2020 (E) 09/07/2021 (F) 09/01/2098

Reconstructed Problem: What is the date that was one week ago from today’s date,
which is September 1st, 2021? Choose the correct answer from the following options: (A) 09/01/2021 (B)
12/06/2021 (C) 09/02/2021 (D) 09/01/2020 (E) 09/07/2021 (F) 09/01/2098

Figure 12: A example for hallucination

Original Solution:
First, we need to figure out what day was yesterday. To do that, we subtract one day from 11/23/1933,
which gives us 11/22/1933.
Next, we need to figure out what day is today. To do that, we subtract one more day from 11/22/1933,
which gives us 11/21/1933.
Therefore, the answer is (E) 08/29/1933.✗

Original Problem: The day before yesterday was 11/23/1933. What is the date today in
MM/DD/YYYY? Answer Choices: (A) 01/04/1934 (B) 11/04/1933 (C) 11/25/1967 (D) 12/09/1933 (E)
08/29/1933 (F) 11/25/1933

Reconstructed Problem: If today is 11/23/1933, what is the date today? Choose the
correct answer from the following options: (A) 01/04/1934 (B) 11/04/1933 (C) 11/25/1967 (D) 12/09/1933
(E) 08/29/1933 (F) 11/25/1933

Figure 13: A example for hallucinating
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Original Solution:
Martha has been collecting shells since she turned 5 years old, which means she has been collecting shells
for 5 years. In one year, Martha collects 12 shells (one per month). So in 5 years, Martha collects 5 x 12 =
60 shells. By her 10th birthday, Martha will have collected 60 + 12 = 72 shells.✗

Original Problem: Martha has been collecting shells since she turned 5 years old, every
month she collects one shell. By her 10th birthday, how many shells will Martha have collected?

Figure 14: A example for hallucinating

Original Solution:
First, we need to find the total number of houses in all 81 blocks. To do this, we can multiply the number
of houses in each block (12) by the number of blocks (81):
12 x 81 = 972
So there are 972 houses in total.
Next, we need to find out how many pieces of junk mail the mailman needs to give to each house. We
know that he has to give 4 pieces of junk mail to each house, so we can multiply this by the total number
of houses:
4 x 972 = 3,888
Therefore, the mailman needs to give 3,888 pieces of junk mail in each block. ✗

Original Problem: A mailman has to give 4 pieces of junk mail to each house in each of
the 81 blocks. If there are 12 houses in each block How many pieces of junk mail should he give in each
block?

Reconstructed Problem: There are 81 blocks in a neighborhood, and each block has 12
houses. The mailman needs to deliver 4 pieces of junk mail to each house. How many pieces of junk mail
does the mailman need to deliver in total?

Figure 15: A example for misinterpretation

19



C.3 Examples that compare RCoT feedback with human feedback

Original Problem: Kelly has 22 nintendo games. How many does she need to
buy so that she will have 140 games left?
Original Solution: To calculate how many Nintendo games Kelly needs to buy
so that she will have 140 games left, we need to subtract the number of games
she currently has from the desired total number of games. The desired total
number of games is 140 + 22 = 162 games. Therefore, Kelly needs to buy 162
- 22 = 140 Nintendo games. Therefore, the final answer is 140.
Reconstructed Problem: Kelly currently has 22 Nintendo games. She wants to
have 140 more games than she currently has. How many Nintendo games does
Kelly need to buy to reach her goal?

RCoT

Fine-grained Feedback:
Here are the mistakes and reasons in your answer to the problem.

You use some wrong candidate conditions:
1: She wants to have 140 more games than she currently has.
They all can not be deduced from the true condition list.
Here are detailed reasons:
1: The true problem only provides information about how many games Kelly currently has and she needs
to reach a certain number of games. It does not provide any information that Kelly wants to have 140
more games than she currently has. Therefore, the candidate condition of "She wants to have 140 more
games than she currently has" cannot be deduced from your thinking.

The real problem has the conditions:
1: Kelly has 22 nintendo games.
2: She wants to have 140 games left.
You should consider all real conditions in the problem.

Revised Answer:
Thank you for pointing out the mistakes in my previous answer. Here’s a corrected response:
To calculate how many Nintendo games Kelly needs to buy so that she will have 140 games left, we need
to subtract 140 from the total number of games she wants to have. The total number of games she wants
to have is the current number of games she has plus the number of games she wants to buy. So, we can set
up an equation:
22 + x = 140
where x is the number of games Kelly needs to buy.
Solving for x, we get:
x = 140 - 22 = 118
Therefore, Kelly needs to buy 118 Nintendo games so that she will have 140 games left. ✔

Reasons By Humans

Fine-grained Feedback:
Your answer is wrong. The problem mentions that she will have 140 games left, but it doesn’t mean that
she desires 140 more games. You misunderstand it.

Revised Answer:
I apologize for the mistake in my previous response. To calculate how many Nintendo games Kelly needs
to buy so that she will have 140 games left, we need to subtract 140 from the number of games she
currently has.
So, if Kelly currently has 22 Nintendo games and wants to have 140 games left, we can calculate the
number of games she needs to buy as follows:
140 (desired number of games left) - 22 (current number of games) = 118
Therefore, Kelly needs to buy 118 Nintendo games to have 140 games left. ✔

Figure 16: This example shows that feedback generated by RCoT sometimes has the same quality as the
human-written feedback.
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Original Problem: There are 11 different books and 17 different movies in the ’
crazy silly school ’ series. If you read 7 of the books and watched 21 of the
movies How many more movies than books have you read?
Original Solution: First, we need to find out how many books and movies are
left unread/watched ...... Let’s assume that the person has actually watched 17
movies, but some of them were repeats. So, we can say that they have watched
17 unique movies and some of them multiple times. Therefore, the person has
watched 10 more movies than books they have read.
Reconstructed Problem: A person has 11 books and 21 movies. They have
read/watched 7 books and 17 movies. How many more movies than books
have they watched?

RCoT

Fine-grained Feedback:
Here are the mistakes and reasons in your answer to the problem.

You use some wrong candidate conditions:
1: The person has 11 books and 21 movies.
They all can not be deduced from the true condition list.
Here are detailed reasons:
1: The candidate condition states that the person has 11 books and 21 movies, but the condition list only
tells us that there are 11 books and 17 movies in the series, and that the person has read 7 of the books
and watched 21 of the movies. We cannot deduce that the person has all 11 books just because there are
11 books in the series. Therefore, the candidate condition cannot be deduced from the condition list.

The real problem has the conditions:
1: There are 11 different books and 17 different movies in the ’crazy silly school’ series.
2: You read 7 of the books and watched 21 of the movies.
You should consider all real conditions in the problem.

Revised Solution:
I apologize for the mistakes in my previous answer. Here is the corrected answer: The true problem has
the condition:
There are 11 different books and 17 different movies in the ’crazy silly school’ series.
To find out how many more movies than books you have read ...... Let’s assume that you have actually
watched 17 movies, but some of them were repeats. So, we can say that you have watched 17 unique
movies and some of them multiple times.
Therefore, you have watched 10 more movies than books you have read. ✗

Reasons By Humans

Fine-grained Feedback:
The books and movies in crazy silly school are not relevant to calculate how many more movies than
books you have read. You only need to consider the number of books and movies you have read/watched.

Revised Solution:
You are correct. I apologize for my mistake. To find out how many more movies than books you have
read, we simply need to subtract the number of books you have read from the number of movies you have
watched:
Number of movies watched - Number of books read = 21 - 7 = 14
Therefore, you have watched 14 more movies than books you have read. ✔

Figure 17: This example shows RCoT sometimes cannot perform as well as humans.
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C.4 A concrete example that shows the whole process of RCoT

Original Problem: Lana had 72 extra nickels. If she put them into stacks
with 8 in each stack, how many stacks could she make?
Original Solution: To calculate how many stacks Lana could make with 72
extra nickels, we need to divide the total number of nickels by the number of
nickels in each stack. Since there are 5 nickels in each stack, 72 extra nickels is
equal to 72/5 = 14.4 stacks. However, Lana cannot have a fraction of a stack,
so we need to round down to the nearest whole number. Therefore, Lana could
make 14 stacks with the 72 extra nickels. Therefore, the final answer is 14. ✗

Step1: Problem Reconstruction
Input = [instruction, original solution]
Output = [reconstructed problem]

Instruction: Give the concrete prompt (problem) that can generate this answer. The problem
should contain all basic and necessary information and correspond to the answer. The problem can only
ask for one result.
Output:
Reconstructed Problem: Lana has 72 extra nickels and wants to stack them in piles of 5. How many
stacks of nickels can she make?

Step2: Fine-grained Comparison
(i)Problem Decomposition:
Input = [instruction, original problem, reconstructed problem]
Output = [original condition list, reconstructed condition list]

Instruction: Please list the conditions of the problem. There may be multiple conditions......
Output:
Original condition list:
1: Lana had 72 extra nickels.
2: She put them into stacks with 8 in each stack.
Reconstructed condition list:
1: Lana has 72 extra nickels.
2: She wants to stack them in piles of 5.

(ii)Condition Comparison:
Input = [instruction, sub-condition, condition list]
Output = [yes or no, reason]

Overlooked conditions:
Instruction: Given a candidate condition: "She put them into stacks with 8 in each stack."
Here is a condition list:
"1: Lana has 72 extra nickels. 2: She wants to stack them in piles of 5."
From a mathematical point of view, can this candidate condition be deduced from the condition list?
Please illustrate your reason and answer "yes" or "no".
Output: No, You have ignored a real condition: She put them into stacks with 8 in each stack. The
question has mentioned it.

hallucinated conditions:
Instruction: Given a candidate condition: "She wants to stack them in piles of 5."
Here is a condition list:
"1: Lana had 72 extra nickels. 2: She put them into stacks with 8 in each stack."
From a mathematical point of view, can this candidate condition be deduced from the condition list?
Please illustrate your reason and answer "yes" or "no".
Output: No, The context only provides information about the number of extra nickels Lana has and the
number of nickels she wants to put in each stack. There is no mention of her preference or intention to
stack them in piles of 5.
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(iii)Question Comparison:
Input = [instruction, original problem, reconstructed problem]
Output = [yes or no, reason]

Q1: Lana had 72 extra nickels. If she put them into stacks with 8 in each stack, how many
stacks could she make?
Q2: Lana has 72 extra nickels and wants to stack them in piles of 5. How many stacks of nickels can she
make?
Instruction: From a mathematical point of view, are these problems asking the same thing in the end?
Please illustrate your reason and answer "yes" or "no".
Output: Yes, the problems are asking the same thing from a mathematical point of view. Both problems
are essentially asking how many stacks Lana can make with a given number of extra nickels when arranging
them in a certain quantity per stack.

Step3: Fine-grained Feedback and Revision
Input = [instruction, original solution]
Output = [revised solution]

Instruction:
Here are the mistakes and reasons in your answer to the problem.

You have ignored some real conditions:
1: She put them into stacks with 8 in each stack.
You should consider all real conditions in the problem.
Here are detailed reasons:
1: There is no information about whether or not She put them into stacks with 8 in each stack. Therefore,
the real condition of ”She put them into stacks with 8 in each stack“ cannot be logically derived or deduced
from your thinking.

You use some wrong candidate conditions:
1: She wants to stack them in piles of 5.
They all can not be deduced from the true condition list.
You should consider all real conditions in the problem.
Here are detailed reasons:
1: The condition list only provides information about the number of extra nickels Lana has and she wants
to put 8 nickels in each stack. There is no mention of her preference or intention to stack them in piles of 5.

Revised Solution:
I apologize for my mistake in the previous answer. Here is the corrected answer:
To calculate how many stacks Lana could make with 72 extra nickels, we need to divide the total number
of nickels by the number of nickels in each stack. Since there are 8 nickels in each stack, Lana could make
72/8 = 9 stacks with the 72 extra nickels. Therefore, the final answer is 9. ✔

Figure 18: This is an example showing the whole process of RCoT. Red: The overlooked condition
in the original problem. Blue: The hallucinated condition in the original problem. Green: The
correct solution.
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C.5 An example comparing RCoT and Double-Check

Original Problem: At the trip to the county-level scavenger hunt competition 90 people
were required to split into groups for the competition to begin. To break people up
into smaller groups with different leaders 9-person groups were formed. If 3/5 of the
number of groups each had members bring back 2 seashells each how many seashells
did they bring? GSM8K

Original Solution: Since there were 90 people, and 9 people were in each group, there were 90/9
= 10 groups. 3/5 of those groups brought back seashells, which is 3/5 * 10 = 6 groups. Each group
brought back 2 seashells, so the total number of seashells brought back is 6 groups * 2 seashells per
group = 12 seashells. The final answer is 12. �
Reconstructed Problem: There were 90 people on a beach trip, and they split up into groups of 9.
3/5 of the groups brought back seashells, and each group brought back 2 seashells. How many seashells
were brought back in total?

Double-Check

Coarse Feedback:
You should double-check your answer.

Revised Solution:
I apologize for the mistake in my previous answer. Here’s the correct solution:
To form groups of 9 people, divide the total number of people (90) by 9:
90/9 = 10 groups
If 3/5 of the groups brought back 2 seashells each, that means:
(3/5) x 10 groups = 6 groups
So, 6 groups brought back 2 seashells each:
6 groups x 2 seashells/group = 12 seashells
Therefore, the correct answer is 12 seashells. �

RCoT

Fine-grained feedback:
You used some wrong candidate conditions:
1: 3/5 of the groups brought back seashells, each group brought back 2 seashells.
They all can not be deduced from the true conditions.
You should consider all real conditions in the problem.

Revised Solution:
Thank you for pointing out my mistake. Here is the corrected answer:
Given that 90 people were required to split into groups for the competition to begin and
9-person groups were formed, we can find the total number of groups as:
90/9 = 10. So, there were 10 groups formed.
Now, we know that 3/5 of the groups had members bring back 2 seashells each. So, the number
of groups that brought back seashells is:
3/5 x 10 = 6
Therefore, 6 groups brought back seashells.
Since each member brought back 2 seashells, the total number of seashells brought back is:
6 groups x 9 members per group x 2 seashells per member = 108 seashells
Therefore, they brought back a total of 108 seashells. �

Figure 19: This is an example that Double-Check fails to correct the solution, whereas RCoT succeeded
in correcting the solution. Green: The correct solution of the problem. Red: The wrong intermediate step
of the original solution. Brown: The factual inconsistencies found by RCoT.
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C.6 Datasets

Table 7: Examples of each reasoning task and detailed description of each dataset.

Dataset Answer Format Train Test Example
GSM8K Number 7473 1319 Joseph had 3 times as many notebooks as

Martha. Martha decided she needed more
notebooks and then bought 5 more for a
total of 7 notebooks. How many more than
Joseph does she now have?

AQuA Multiple choice 97467 254 A man spends 70% of his income. If his
income increases by 20%, then what will
be his new expenditure? Answer Choices:
(A) 58.3% (B) 62.5% (C) 63.5% (D) 64.5%
(E) 65.5%

AddSub Number - 395 Mary is baking a cake . The recipe wants
8 cups of flour . She already put in 2 cups
. How many cups does she need to add ?

SVAMP Number - 1000 Bobby ate 28 pieces of candy. Then he ate
42 more. He also ate 63 pieces of chocolate.
How many pieces of candy did Bobby eat?

SingleEq Number - 508 There were 28 bales of hay in the barn.
Tim stacked more bales in the barn today.
There are now 54 bales of hay in the barn.
How many bales did he store in the barn ?

ASDiv Number - 2096 The following week, they decided to go to
Lake Huron and Lake Michigan. During
their stay there, they caught a total of 30
pikes, 40 sturgeons and 75 herrings. How
many fishes did they catch from the two
lakes?

Date Multiple Choices - 370 Today is 9/7. Jane is watching
NFL 2003. What is the date to-
morrow in MM/DD/YYYY? Answer
Choices: (A) 08/18/2003 (B) 09/08/1916
(C) 09/13/2003 (D) 09/15/2003 (E)
09/01/2003 (F) 09/08/2003
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C.7 Template

Figure 20 shows the template prompts of RCoT.

Figure 20: All prompts used in RCoT
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