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ABSTRACT

We propose Step-by-Step Coding (SBSC): a multi-turn math reasoning framework
that enables Large Language Models (LLMs) to generate sequence of programs
for solving Olympiad level math problems. At each step/turn, by leveraging
the code execution outputs and programs of previous steps, the model generates
the next sub-task and the corresponding program to solve it. This way, SBSC,
sequentially navigates to reach the final answer. SBSC allows more granular,
flexible and precise approach to problem-solving compared to existing methods.
Extensive experiments highlight the effectiveness of SBSC in tackling competition
and Olympiad-level math problems. For Claude-3.5-Sonnet, we observe SBSC
(greedy decoding) surpasses existing state-of-the-art (SOTA) program generation
based reasoning strategies by absolute 10.7% on AMC12, 8% on AIME and 12.6%
on MathOdyssey. Given SBSC is multi-turn in nature, we also benchmark SBSC’s
greedy decoding against self-consistency decoding results of existing SOTA math
reasoning strategies and observe performance gain by absolute 6.2% on AMC,
6.7% on AIME and 7.4% on MathOdyssey. Scripts & Data is uploaded at this link.

1 INTRODUCTION

Mathematical reasoning has emerged as a critical benchmark to measure the advanced reasoning and
problem-solving abilities of the Large Language Models (LLMs) (Brown et al., [2020; (Chowdhery
et al.,[2022;|Achiam et al.|[2023; |Reid et al.,[2024; | Anthropic| [2023} |OpenAll June, 2024). This is due
to the complex and creative nature of the numerous reasoning steps required to solve the problems.

Chain-of-Thought (Wei et al.| |2022) and Scratchpad (Nye et al.| |2021)) prompting strategies helped
LLMs to solve a problem using a step-by-step thought process. Program-Aided Language (PAL)
(Gao et al., [2022) & Program-Of-Thought (POT) (Chen et al., 2022) introduced problem-solving via
program generation where the answer is obtained by executing the generated program. Tool-Integrated
Reasoning Agent (ToRA) (Gou et al., 2023) & Mathcoder (Wang et al. 2023a) introduced tool-
integrated math problem solving format where model outputs natural language reasoning followed
by program generation to solve the entire problem using a single code block and incorporates code-
interpreter output for either summarizing the program output to get the final answer and terminate; or
re-attempt the problem in the subsequent turn using the same format. For brevity, let’s call TORA’s
defined way of tool-integrated reasoning (TIR) strategy as TIR-ToRA.

The current generation of advanced LLMs such as GPT-40 (Achiam et al.| [2023)), Claude-3.5-Sonnet
(Anthropic} [2023) and Gemini-ultra (Reid et al., 2024)) have achieved high scores on elementary
GSMB&8k (Cobbe et al.,|2021)) high-school level MATH (Hendrycks et al.,[2021)) by leveraging these
reasoning strategies via in-context learning (Brown et al.| [2020}; |(Chowdhery et al., [2022). Multiple
studies (Yu et al., 2023b; |Yue et al., 2023} [Toshniwal et al., 2024} |Gou et al., |2023; Wang et al.|[2023a;
Mitra et al., 2024; Beeching et al.,|2024; Shao et al.,2024) have tried supervised fine-tuning (SFT)
approach to distill these reasoning formats using a propriety models like GPT4 (Achiam et al.,[2023).
These studies show significant performance improvement over GSM8K and MATH benchmarks.
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1.1 MOTIVATION

However, recent math specific competition and Olympiad-level benchmarking on Math Odyssey
(Fang et al. [2024)), OlymiadBench (He et al.,|2024), and the American Invitational Mathematics
Examination (AIME) & the American Mathematics Competitions (AMC) (Beeching et al., [2024;
DeepSeek-Al et al., 2024} |Reid et al., [2024)) questions show that the state-of-the-art (SOTA), both
generalist and specialist, LLMs continue to struggle with advanced math reasoning. These results
highlights the limitation of the existing math prompting techniques. (Tong et al.,|2024) highlights the
severe bias towards easy problems that exists in the SOTA SFT datasets which originates primarily
due to the ineffectiveness of the current prompting strategies in complex math problem-solving.
Often, multiple chains are generated via self-consistency decoding (Wang et al.,|2022) and majority
voting is done to boost the accuracy which is unlike how humans solve problems.

Fundamentally, both PAL & TIR-ToRA generate a single program block to solve the entire problem.
Additionally, TIR-ToRA framework allows the model to re-attempt the program generation in case
of execution error. These approaches show improved performance over COT on elementary & high
school level math problems. However, solving olympiad-level math problem requires coming up
with complex and creative solution that constitutes of numerous elaborate intermediate steps which
eventually leads to the answer. Often, it is not feasible to solve a complex problem entirely using a
single program block and as a result, these prompting strategies fail to systematically address each
detailed step of the problem-solving process. It tends to overlook specified constraints, edge cases or
necessary simplifications, which are often encountered in Olympiad-level problems.

1.2 OUR CONTRIBUTION

Olympiad level math problem-solving can be viewed as solving/exploring an intermediate sub-
task/key-concept in depth; and discovering + solving the next critical sub-task dynamically basis the
accumulated knowledge of previous sub-tasks/key-concepts explorations. To this end, we propose
Step-by-Step Coding framework (SBSC) which is a multi-turn math reasoning framework that
leverages existing programming (Naman Jain, [2024) and in-context learning skills (Brown et al.|
2020) of the current generation of LLMs, particularly Claude-3.5-Sonnet (Anthropic, 2023 & GPT-40
(OpenAl June, 2024). In each turn, it leverages code-interpreter results and knowledge of previous
sub-tasks solutions or concept-explorations to define and programmatically solve the next sub-task.
Thus it uses code generation as the reasoning strategy to solve an intermediate sub-task or explore
an intermediate concept/step. Thus, providing detailed focus to each step of problem solving unlike
PAL & TIR-ToRA. SBSC allows an intermediate key-step to be discovered, and be explored and
refined (if needed) before being appended to the chain of steps whereas in PAL & TIR-ToRA all the
intermediate steps are always stitched together.

We investigate the performance of SBSC on last 11 years of AIME & AMC-12 questions. We
also benchmark on Olympiad-subset of MathOdyssey dataset along with math questions from
OlympiadBench. We compare our method (greedy decoding) against greedy-decoding generation
of existing reasoning strategies: COT, PAL & TIR-ToRA. We also show SBSC (greedy decoding)
effectiveness by benchmarking against self-consistency decoding results of COT, PAL & TIR-ToRA.
We conduct extensive ablations to understand the benefits of our approach such as sensitivity to
exemplars, topic-wise analysis and measuring improvement in program refinement/debugging ability
over TIR-ToRA due to the granular nature of SBSC process.

2 SBSC: STEP-BY-STEP CODING FRAMEWORK

Solving complex math problems, such as competition or Olympiad-level ones, involves creative
thinking, applying diverse mathematical knowledge, and dynamically creating subsequent strategies
as new insights emerge. One must discover sub-tasks dynamically, rigorously explore intermediate
concepts, and carefully handle constraints and edge-cases. Since PAL & TIR-ToRA generates single
code block (even during self-correction step; incase of TIR-ToRA) to solve a problem, they lack the
flexibility or granularity to emulate this. To address this, we introduce SBSC.

SBSC is a multi-turn, code-generation based math reasoning prompting strategy where at each turn:
the model generates an intermediate sub-task and corresponding program to solve that sub-task by
leveraging the outputs of the previous turns. At the end of each turn, code interpreter is used to
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execute the program block to generate the solution for the intermediate sub-task. The intermediate
sub-task depends on the results of the previous turns and the question. The code snippet for the 7*"
sub-task directly incorporates the execution results of the previous code snippets by directly defining
them as variables and symbols. This way SBSC makes LLMs generate sequence of programs over
multiple turns to solve complex math problems.

Problem: Find the sum of all positive integers $n$ such that when $173+243+373+ _... +n"3$ is divided by $n+5$, the remainder is $17$.

Turn 1 (s, ¢4, 04) Turn 2 (s,, c,, 0,) Turn 3 (s, €3, 03)

Let's approach this problem step by step using Python code

| Step 1: Import necessary libraries and define the function | Step 2: Set up the equation based on the given conditions

Step 3: Solve for n

from sympy import symbols, Eq, solve, summation from sympy import symbols, Eg, solve, summation,Mod

from sympy import symbols, Eq, solve, summation o °
YmpYy 1mp: U gl g e e n = symbols('n', positive=True, integer=True)

def sum_of_cubes(n):

return summation(k**3, (k, 1, n)) return summation(k**3, (k, 1, n)) sum_cubes = sum_of_cubes(n)
n = symbols('n’) n = symbols('n’, positive=True, integer=True) sum_cubes = 17 (mod n+5)
sum_cubes = sum_of cubes(n) sum_cubes = n**4/4 + n*%3/2 + n¥*2/4 equation = Eq(Mod(n**4/4 + n**3/2 + n**2/4 - 17, n
print(f"Sum of cubes from 1 to n{sum_cubes}") # Set up the equation: +5), 0)

sum_cubes = 17 (mod n+5) # Solve the equation
equation = Eq((sum_cubes - 17) % (n + 5), @) solutions = solve(equation, n)
print(f"Equation: {equation}") print(f"Solutions: {solutions}")

>>> Sum of cubes from 1 to n: n**4/4 + n**3/2 »>> Equation: Eq(Mod(n**4/4 + n**3/2 + >>» No algorithms are implemented to selve equatien
+ n**2/4 n**2/4 - 17, n + 5), @) Mod(n**4/4 + n**3/3 4+ n**2/4 - 17, n + &)
Turn 6 (sg, Cg, 0g) Turn 5 (ss, Cs, 05) Turn 4 (sy, ¢4, 04)
Step 5: Calculate the sum of the solutions | | Step 4: Verify the solutions | Step 3 (ReViSE?)f
Check the condition for a range of values
from sympy import symbols, Eq, solve, summation from sympy import symbols, Eg, solve, summation . ;
e [53 16{] q e B e from sympy import symbols, Eq, solve, summation
#Calculate sum of selutions return n**4/4 + n**3/2 + n**2/4 def sum_of cubes(n): )
sum_of_solutions = sum(selutions) solutions = [78, 161] return n¥*4/4 + n¥*3/2 + n**2/4
print(f"Sum of solutions: {sum_of solutions}") for n in solutions: solutions = []
remainder = sum_of_cubes(n) % (n + 5) for n in range(1, 1000):
"3 53> sum of solutions: 239 print(f"For n = {n}:") # Check up to 1600, adjust if needed
print(f"Sum of cubes: {sum_of_cubes(n)}, if (sum_of cubes(n) - 17) % (n + 5) == @:
n + 5: {n + 5}") solutiens.append(n)
## END OF CODE print(f"Remainder: {remainder}") print(f"selutions: {solutions}")
»»» For n = 78: >»» Solutions: [78, 161]
: sum of cubes:9492561.9, n+ 5: 83
The final answer is \boxed{239} Remainder: 17.0
For n = 161:

Sum of cubes: 17@867681.8, n + 5: 166
Remainder: 17.@

(a) Example multi-turn SBSC response for an AIME problem. Pink boxes denote the sub-task s; at the i-th step,
blue boxes denote the program c; to solve s; and >>> denote the corresponding execution output o;. The red
curly brackets indicate reusing outputs from earlier steps.

Turn1 Turn 2
To solve this problem, we need to find all pesitive integers \( n \) such that the Let's solve the problem step-by-step and write a Python function to find the sum of all
remainder when \( 1°3 + 2*3 + 33 + \cdots + n"3 \) is divided by \(n + 5 ) is 17. positive integers \( n \) such that when \( 173 + 243 + 323 + \cdots + n"3 \) is divided by
We start by using the formula for the sum of cubes of the first \( n \) positive integers: \(n+51), the remainder is 17
[ 173 + 243 + 343 + \cdots + n*3 = \left(\frac{n(n+1){2}\right)*3 ] ### Step-by-Step Plan
Thus, we need: \[ \left(\frac{n(n+1){2}\right)*3 \equiv 17 ‘\pmod{n+5} ] 1. **Sum of cubes formula™: The sum of the cubes of the first \( n Y) positive integers is
We can set up the equation: \[left(\frac{n(n+1)}{2Nright)*3 = k(n+5) + 17Y] for some given by: \[ 13 + 2*3 + 33 + \cdots + n"3 = Vleft(frac{n(n+1){2}right)*3 \]
integer \(k \). 2. *™Congruence condition®: We need: \[ \left(\frac{n(n+1)}{2}\right)*3 \equiv 17
\pmod{n+5} ]
### Step-by-Step Plan: 3. **Simplify the congruence™: Let: \[ \left(\frac{n(n+1){2}\right)"3 = k(n+5) + 17 \] for
1. *Expand the equation**: Rewrite the equation in terms of \( n ) and simplify. some integer \(k ).
2. **Check divisibility**: Analyze when the expression is congruent to 17 modulo (n+5 ) 4. **Modulo condition*: We rewrite the condition: \[ \left(\frac{n(n+1)}{2}\right)*3 \equiv
3. **Solve for \( n \)*: Determine the values of \( n \) that satisfy the condition 17 \pmodin+5} \]
4. **Sum the results™: Sum all \( n ) values that meet the criteria. 5. *lferate and solve™: Iferate over possible values of \( n \) and check the condition to
find all valid \( n\)
import sympy as sp import sympy as s
def Find n_values(): B (il 7 )
n = sp.symbols('n’, integer=True) n = sp.symbols('n', integer=True)
expression = (n * (n + 1) / 2)%#3 expr = (n * (n + 1) / 2)%%3
results = [] cumn = 8
for k in range(1, 1000): #Tterate over a reasonable range to find all possible n
# Adjust range as needed to find all possible n for i in range(1, 1600):
equation = sp.Eq(expression % (n + 5), 17) # Adjust range as needed to find all possible n
solutions = sp.selve(equation, n) 5F omr % (G 6 5) = 17
for sol in solutions: aumn e 1
if sol.is_integer and sol > @: return sum n -
results.append(sol) sum_n_values = find sum of n()
return results print (f"\\boxed{{{sum_n_values}}}")
n_values = find_n_values()
sum_n_values = sum(n_values) ? »>> \boxed{@}
print(f"\\boxed{{{sum n_values}}}")
"3 >>> No algorithms are implemented to solve equation The final answer is \boxed{O) x
Mod(n**3*(n + 1)*¥3/8, n + 5) - 17

(b) Example TIR-ToRA response for the same problem, which is not solved correctly. In first turn, it tries to
solves the problem at once using a rational and program. It encounters error and in second turn, tries to fix the
entire approach and solve again but the solution is incorrect.

Figure 1: Comparison of SBSC and TIR-ToRA frameworks for same AIME problem

Our inference procedure is inspired by ToRA (Gou et al., [2023)). Solution chain is initialized with
the Prompt p containing method instructions followed by exemplars and the current question q. At
each step, LLM G first outputs a subtask s;. If s; generation ends with stop-word "###END OF
CODE", we extract the final answer. Else, it continues to generate program code c; ending with
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stop-word “™ *output”. We then pass ¢; to code interpreter and obtain the execution message or
output o; < E(c;). The solution chain is updated by concatenating it with s;,¢;,0; and loop continues
till we get "###END OF CODE". For the i*" turn and @ denoting concatenation, the sequential
process can be generalised as (except for the last turn where just the final answer is generated) :

57@01 NG( |p@q®(51®c1 @01)@(52@62@02)@ ...... (511_1@61;_1@07;_1)) (1)

Step-wise sequential approach of SBSC ensures that every part of the problem is addressed with
exact precision, reducing the risk of errors that might arise from false assumptions or skipped steps.
In case the code execution for any step results in an erroneous output, SBSC is better able to rectify
that particular step. In depth understanding of SBSC (multiple examples & comparisons) at[A.6]

We present example responses from both SBSC and TIR-ToRA for a problem from AIME in figures
[Ta and [Th|respectively. As seen in case of TIR-ToRA, the initial program generated by the model
runs into an execution error. At the next turn, it attempts to rectify the error and comes up with a new
approach and the corresponding program. This time, the code executes correctly but due to reasoning
error the final answer is wrong. On the other hand, we see that SBSC is progressing step-by-step,
tackling individual sub-tasks with separate programs and utilising outputs of previous steps. In the
third step, it runs into a code execution error but succeeds in rectifying it using a different approach
in the very next turn. Further, we observe SBSC checking the validity of the generated solutions in
the fourth step before proceeding with the final step and ultimately reaches the correct answer.

2.1 SBSC EXEMPLAR DESIGN

To enable SBSC framework in LLMs, we rely on in-context learning abilities (Brown et al.| 2020) of
LLMs as explored by multiple previous works such as (Chen et al.l 2022} |Gao et al., 2022; |Gou et al.|
2023)) etc. We also use a system prompt similar to previous works. With respect to exemplar design,
to enable program generation, we borrow learning from PAL (Gao et al.;[2022) & POT (Chen et al.|
2022) to have meaningful variable names in the code and using natural language comments within
programs(Chen et al.,|2022)). To enable intermediate tool (code interpreter) usage, we leverage the
use of stop words similar to in (Gou et al., [2023). Sample SBSC exemplars can be found at [A. T}
A 12

3 EXPERIMENT

3.1 BENCHMARK DATASETS

‘We mainly use problems from 4 popular math competition datasets for benchmarking our performance:
AIME, AMC, MathOdyssey (Fang et al.,2024) and OlympiadBench (He et al., 2024), covering
multiple domains, mainly: Algebra, Combinatorics, Number Theory and Geometry. We use problems
of last 11 years from AMC and AIME, obtaining questions and answers (Q&A) in I&TEX format
from the |AoPS Wiki website. MathOdyssey (Fang et al.,[2024), a popular benchmark for LLM math
reasoning, consists of problems of varying difficulties. We include the 148 problems belonging to
olympiad-level competitions. OlympiadBench is another challenging benchmark for LLMs containing
olympiad-level multilingual scientific problems. We select only math related questions, in english
language.

3.1.1 DATASET PROCESSING DETAILS:

First, we filter out all questions having reference images associated. Second, we process the questions
to have integer type answers if they are already not in that format. All AIME problems have a
unique integer answer ranging from 0 to 999, while AMC-12 problems are of Multiple Choice
Question(MCQ) format. Similar to NuminaMath (Beeching et al.|[2024)), we remove all the answer
choices from each AMC-12 question and modify the representation of the final answer for the question,
wherever necessary, to ensure an integer answer. In case of OlympiadBench and MathOdyssey, we
simply modify the question as needed. For this, we prompt GPT-40 to append an additional line at
the end of each problem as suitable. Following is an example for demonstration:


https://artofproblemsolving.com/wiki/index.php/

Published as a conference paper at ICLR 2025

Original Question: An urn contains one red ball and one blue ball. A box of extra red and blue balls
lies nearby. George performs the following operation four times: he draws a ball from the urn at
random and then takes a ball of the same color from the box and returns those two matching balls
to the urn. After the four iterations the urn contains six balls. What is the probability that the urn
contains three balls of each color?

Answer: 1

Modified Question: An urn contains one red ball and one blue ball. A box of extra red and blue
balls lies nearby. George performs the following operation four times: he draws a ball from the urn at
random and then takes a ball of the same color from the box and returns those two matching balls
to the urn. After the four iterations the urn contains six balls. What is the probability that the urn
contains three balls of each color? If the answer is represented as a fraction “* in its simplest terms,
what is the value of m+n?

Integer Answer: 6

Final test set, contains 330 AIME, 475 AMC-12, 158 MathOdyssey & 504 OlympiadBench problems.

3.2 BASELINE & CONFIGURATIONS

We benchmark against three prompting/reasoning strategies: COT (Wei et al.| [2022), PAL (Gao et al.|
2022)) TIR-ToRA (Gou et al.,[2023)). We use gpt—40-2024-05-13 and Claude—-3.5-Sonnet
as base LLMs for our experiments. For all datasets and all reasoning frameworks, we use 4-shot
setting. Maximum number of turns (n) SBSC is set to 15. For greedy decoding inference, we use
temperature=0 and max_tokens=1024 and also, we run 3 times and report average. For
greedy decoding of TIR-ToRA, we keepn = 15 as well (Note: this is because although in TIR-
ToRA strategy the model attempts to solve the entire problem in the single turn, in case of execution
error or readjustment it tries to re-attempt in subsequent turns). We also benchmark SBSC’s greedy
decoding results against self-consistency (SC) (Wang et al., 2022)) decoding results (majority @7) of
COT, PAL & TIR-TORA. We do this primarily for two reasons: First, SBSC takes multiple turns
before arriving at the final answer (on average 6-7 turns per problem , Table [3]in Appendix [A.T) and
Secondly, to benchmark against the reliance of the current existing prompting strategies on majority
voting for boosting accuracy. For SC decoding, we use temperature=0.7 and top_p=0.9.
Note: we experimentally observe that for n > 4, there is insignificant increase in accuracy for
TIR-ToRA so we set n=4 for TIR-ToRA during SC decoding.

Note: PAL (Gao et al.l |2022)) work also reports a combined approach with Least-to-Most (L2M)
prompting strategy (Wang et al., 2022), LZM-PAL that is essentially two stage. We implemented it as
per the reported examples in the PAL work. We benchmark it on AMC + AIME dataset. We observe
that L2M-PAL at best matches PAL or TIR-ToRA scores. Detailed results available in appendix [A.T4]
Hence for our main results, we stick to PAL & TIR-ToRA along with self-consistency decoding due
to resource optimisation and wider adaption of those prompting strategies for math-problem solving.
For more discussion on L2M-PAL please check [A.T4]

3.3 PROMPTING/FEW-SHOT EXEMPLARS

For both AIME and AMC, we select 90 questions each, drawn from problems of years other than
those included in the evaluation datasets. These questions were prompted with COT, PAL, TIR-ToRA
and SBSC to generate corresponding solutions in accurate format. For each dataset, we create a subset
of 10 problems correctly solved by every method and finally select a combination of 4 exemplars
among them. For MathOdyssey as well as Olympiad Bench, we use AIME exemplars as these
datasets are of similar difficulty level. We provide the 4 chosen exemplars and system-prompts, used
in the main experiments, for different methods in Appendix A0, [ATT[AT2) & repository
here.

4 RESULTS

We report the percentage accuracy of all the methods with different base LLMs and across all the
benchmarking datasets in Tablem On AMC dataset, SBSC shows an absolute improvement over
TIR-ToRA (greedy decoding) by roughly 11% using Claude-3.5-Sonnet and 7% using GPT-40. SBSC
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Table 1: Benchmarking SBSC against different math reasoning methods across 3 datasets:We report
the average accuracy( in percentage unit) over 3 runs. Best result in each setting is highlighted in
bold & second best is underlined. Absolute improvement in performance by SBSC over the previous
best method in each setting is indicated in subscript.

Method AMC AIME MathOdyssey Olympiad Bench

greedy maj@7  greedy maj@7  greedy maj@7  greedy maj@7
Claude-3.5-Sonnet

COoT 31.16 35.79 9.09 10.91 11.89 16.89 39.35 42.46

PAL 35.79 36.42 27.48 28.79 27.23 31.01 41.07 44.44

TIR-ToRA 38.59 43.16 24.64 26.67 27.23 3243 47.69 50.60

SBSC (Ours) 49'33'?10»7 —16.2 35'45T8 —16.7 39.86T12.6 —17.4 53'31T5-6 —12.7

GPT-40

COT 35.94 37.47 10.39 12.12 13.51 17.57 41.80 47.22

PAL 36.48 38.11 24.63 26.97 15.74 20.27 41.67 46.43

TIR-ToRA 37.33 40.42 22.42 25.45 19.59 23.64 43.32 49.61

SBSC (Ours) 44'55T7<2 —14.1 30'7T6»1 —13.7 26'55T7 —12.9 48'74T5-4 —10.87

greedy decoding results outperforms SC decoding results of TIR-TORA by absolute 6% and 4%,
for Claude-3.5-Sonnet and GPT-4o respectively. We see similar absolute improvements in accuracy
on our AIME dataset too. SBSC outperforms its nearest competitor (PAL) by 8% and 6% with
greedy settings and SC settings by 6.7% and 3.7%, for Claude-3.5-Sonnet and GPT-40 respectively.
For MathOdyssey, SBSC improves by as much as 12.6% and 7% over TIR-ToRA while showing
improvement of 7.4% and 3% over its SC variant, for Claude-3.5-Sonnet & GPT-40 respectively.
On OlympiadBench, for GPT-40, SBSC matches SC results of TIR-ToRA and is better than the
second best greedy variant by more than 5%. While for Claude-3.5-Sonnet, SBSC shows an absolute
improvement of nearly 6% and 3% over TIR-ToRA in greedy and SC setting respectively. Standard
deviation values at[A.T3] We conduct additional studies, presented in appendix [A.2} that show SBSC
surpasses previous methods on two more additional challenging datasets JEE-Bench
and OmniMATH 2024). We also show in[A.3]that SBSC is effective for open

source model as well.

5 ABLATIONS & ANALYSIS

5.1 SENSITIVITY TO EXEMPLARS
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Figure 2: Effect of Number of Exemplars Figure 3: Sensitivity to choice of Exemplars

We study the effect of number/choice of examples in prompting on SBSC’s performance using
Claude-3.5-Sonnet on a subset of AIME and AMC data. As shown in Figure[2] we observe a notable
increase in performance when increasing the examples from 2 to 4, which then starts to saturate as
we further increase the number of examples to 6 and 8. This justifies our decision of using a 4-shot
setting. To understand if the choice of exemplars affect the accuracy or not, we conduct a sensitivity
analysis. We randomly sample 4 exemplars out of the already created pool of 10 exemplars three
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times to create 3 variations of 4-shot prompts: v1, v2, and v3. In Figure 3] we can see that the
performance remains stable irrespective of the exemplars used.

5.2 SBSC EXEMPLAR TUNING

Natural language comments present within a program have proven to be useful (Gao et al., [2022)). So,
in each of the SBSC exemplars, we provide suitable comments in natural language within the Python
program for each turn to help guide the model.

Table 2: SBSC performance comparison across prompt variations using Claude-3.5-Sonnet

Full Prompt ~ Without Comments  Without Line 1

AMC 3 Yrs 67 62 60
AIME 3 Yrs 27 19 16

For few-shot learning, apart from relevant exemplars, the LLM also benefits from a general instruction
at the beginning (Zheng et al., 2024} |Gou et al.} 2023} [Wang et al.,[2023a)) that provides a guideline or
context about how the model should approach the task, particularly those requiring logical reasoning,
multi-step operations, etc. This can be specially useful when the task requires a more nuanced
understanding and when the instructions need to be followed rigorously, as is the case with SBSC.

Kindly refer to and for detailed prompts.

In particular, we highlight one line from the instructions part of the prompt wherein, the model is
specifically being instructed to invoke a code rectification step to ensure that the error is not propagated
further, leading to a wrong answer. It also ensures the model focuses only on the intermediate step. :
If the executed code snippet returns an error, use it to correct the current step’s code snippet.
DO NOT restart solving from Step 1. 1

In Table 2] we study the importance of these two components in particular: the comments within
the code snippets and line 1 mentioned above. Our findings suggest that removal of either of these
components lead to a significant decrease in the performance, indicating how each of them are crucial
aspects of our exemplar prompts.

5.3 CODE DEBUGGING ABILITY

60 —e— TIR-ToRA
—s— SBSC

Accuracy (%)
- N w IS I
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Error Steps per Problem

Figure 4: Comparison of Debugging Abilities

We present the superior ability of our method to resolve an error related to code execution. If at
any step of the trajectory chain, the program returns an execution error, we consider that to be an
error step. We visually represent this, using Claude-3.5-Sonnet responses across AMC, AIME and
MathOdyssey datasets in Figure i} where we see that SBSC is able to recover from even multiple
wrong steps and reach the correct final answer quite easily when compared to TIR-ToRA whose
performance drops steeply on increasing error steps. This can be attributed to the fact that SBSC,
being precise and granular, tackles only a focused part of the problem and finds it easier to correct its
mistakes compared to TIR-ToRA which tries to correct the program at the problem level.
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5.4 TOPIC-WISE ANALYSIS
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Figure 5: Topic breakdown analysis

We use GPT-40-mini (OpenAl, June, 2024) to classify problems from AIME and AMC, while
MathOdyssey and OlympiadBench already contained topic labels. Our test set primarily comprised
of: Algebra, Arithmetic, Combinatorics, Number Theory and Geometry. In this study, we benchmark
the solutions obtained using Claude-3.5-Sonnet. As can be seen in Figure[5] our method outperforms
COT & TIR-ToRA (against both greedy and self-consistency decoding) in all the individual topics and
across all the 4 datasets, thereby proving beneficial for all topics. This highlights the generalisation
ability of our approach extending to different types and complexities of problems.

5.5 SBSC ACCURACY CORRELATION WITH CODING CAPABILITIES OF LLMSs

We study the correlation of code related capabilities of the LLMs with respect to their success with
SBSC. Since coding capabilities of a model is pivotal towards successfully following and executing
our SBSC approach, we make a comparison involving LLMs with varying coding abilities. Figure
[6] shows that the SBSC scores are correlated to the code generation abilities of the corresponding
models for all cases that were evaluated on a subset of AIME and AMC data. The code-generation
scores were taken from [LiveCodeBench| (Naman Jain|, [2024)) benchmark.
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Figure 6: SBSC accuracy correlation with coding ability of LLMs


https://livecodebench.github.io/leaderboard.html
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5.6 SBSC + SELF-CONSISTENCY

Self-consistency (SC) decoding (Wang et al.,[2022)) has proven to be effective in boosting accuracy
via sampling multiple chains and taking a majority voting. We employ SC decoding to assess the
upper bound of our approach. For this study, we use temperature=0.7 and top_p=0.7.
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Figure 7: SBSC scores with Self-Consistency (maj@7)

We generate 7 chains using Claude-3.5-Sonnet for each problem of last 3 years of AMC and AIME;
and consider the majority voted answer as the prediction to be compared against the ground truth.
We notice from Figure[7] that the maj@7 accuracy is higher than that of greedy decoding, following
the usual trend with other prompting approaches like COT, PAL, etc.

More Ablations in Appendix:

 We present average cost per question analysis in[A-4]and show that our main results Table|T]
already accounts of token normalized comparison.

* We additionally show, in[A.3] that exemplar preparation for SBSC, like previous methods,
did not require any manual effort apart from format inspections. We also create a larger pool
of AIME exemplars show the stability and generalisability of SBSC by sampling 9 sets of 4
exemplars and reporting accuracy on last 3 years AIME and MathOdyssey questions in[A.3]

* We also present a study on sympy usage by SBSC and TIR-ToRA in[A77] We show that
sympy usage is consistent in both the methods, however SBSC achieves higher accuracy if
we compare the accuracy among those questions.

6 RELATED WORK

Recently, significant advancements across various research directions have been made to enhance
the mathematical capabilities of large language models (LLMs). One of the major ones has been
along the prompting and thinking strategies such as Chain-of-Thought (COT) method
2022} [Kojima et all,[2022) that has shown to evoke multi-step thinking in LLMs before arriving at
the answer. These methods struggle with complex and symbolic computations. For this, PAL
2022) & POT 2022) suggest making LLMs perform reasoning by writing program
and offloading the computations to code interpreter. TIR-ToRA does rationale
generation in one go beforehand and then it codes the entire solution to get the final answer using
single code block. Additionally, in case of an error, it tries to re-attempt in similar format. Another
line of research has been around pre-training and supervised fine-tuning (SFT). Multiple studies
(Shao et all, 2024} [Ying et al| 2024} [DeepSeek-AlT et all, 2024} [Azerbayev et al., 2023} [LewkowycZ|
et al., [2022; [Paster et al., 2023} [Taylor et al., [2022) have shown pre-training LLMs on high-quality
maths tokens results in increased mathematical knowledge and reasoning abilities. Recent approaches
(Yu et al} 2023D}; [Gou et al, 2023}, [Yue et al} 2023 [Wang et al., [Shao et al., 2024} [Toshniwal|
let al.l [2024; [Mitra et al., 2024} Beeching et al., [2024; [Yin et al.} 2024} [Tong et al.,[2024) have tried
query/problem augmentation along with creating synthetic reasoning paths/trajectories using a teacher
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model like GPT4 (Achiam et al.,[2023) for SFT. These methods showed significant improvement in
the math reasoning abilities of the model. Also, some studies (Wang et al.} 2023b; |Yu et al.| [2023a; |Xi
et al., 2024} |Chen et al., |2024; |[Lightman et al., [2023b) provide an alternative to manual annotations
for process supervision (Lightman et al., 2023a)).

Previous program generation-based methods such as PAL, & TIR-ToRA have followed a static
approach and hence struggle with complex problems. These methods typically attempt to solve
the problem in a single, large code block or with minimal iterations(in case of TIR-ToRA). But
they lack producing/exploring any intermediate steps. SBSC dynamically decomposes complex
problems into a sequence of manageable sub-tasks. SBSC embodies exploration by discovering
new sub-tasks basis the previous sub-tasks. SBSC is highly focused as these sub-tasks are explored
individually via program generation to generate intermediate outputs. SBSC has superior step-
level self-correction abilities. Hence due to these major advantages, SBSC achieves significant
improvement over TIR-ToRA & PAL across 4 different benchmarks as can be seen in Table [T}

7 CONCLUSION

We introduce SBSC, a multi-turn math reasoning framework that tries to enable LLMs to solve
complex math problems. SBSC pursues the solution, step-by-step with each turn dedicated to a
step, and arrives at final answer via multiple turns. At each turn, an intermediate sub-task and its
corresponding program solution is generated leveraging the execution outputs and solutions of all the
previous sub-tasks. We show performance improvements of SBSC over TIR-ToRA, PAL & COT
on challenging math problems. We also show that greedy-decoding results of SBSC outperforms
self-consistency results of other prompting strategies.

8 FUTURE WORK

Given the detailed, dynamic and flexible step-wise nature of problem-solving along with the fact that
its leverage program generation to conclude a key-intermediate step, we believe SBSC reasoning
format could be highly useful for guided decoding strategies such as in Outcome-Supervised Value
Model (Yu et al.,|2023a), AlphaMATH (Chen et al.l [2024), Q* framework (Wang et al., [2024)). It
would be well suited for step-wise preference optimisation for reasoning such as in (Lai et al., [2024).
SBSC trajectories could be used also for imitation learning via SFT.

REFERENCES

OpenAl Josh Achiam, Steven Adler, Sandhini Agarwal, Lama Ahmad, Ilge Akkaya, Florencia Leoni
Aleman, et al. Gpt-4 technical report. 2023. URL https://api.semanticscholar.org/
CorpusID:257532815.

Anthropic. Introducing claude 3.5, 2023. URL jhttps://www—cdn.anthropic.com/
fed9ccl193a14b84131812372d8d5857£8£304c52/Model_Card_Claude_ 3_
Addendum.pdf.

Daman Arora, Himanshu Gaurav Singh, and Mausam. Have 1lms advanced enough? a challenging
problem solving benchmark for large language models. ArXiv, abs/2305.15074, 2023. URL
https://api.semanticscholar.org/CorpusID:258866000.

Zhangir Azerbayev, Hailey Schoelkopf, Keiran Paster, Marco Dos Santos, Stephen Marcus McAleer,
Albert Q. Jiang, Jia Deng, Stella Biderman, and Sean Welleck. Llemma: An open language model
for mathematics. ArXiv, abs/2310.10631, 2023. URL https://api.semanticscholar!
org/CorpusID:264172303.

Edward Beeching, Shengyi Costa Huang, Albert Jiang, Jia Li, Benjamin Lipkin, Zihan Qina,
Kashif Rasul, Ziju Shen, Roman Soletskyi, and Lewis Tunstall. Numinamath 7b tir. https:
//huggingface.co/AI-MO/NuminaMath-7B-TIR, 2024.

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhariwal,
Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agarwal, Ariel

10


https://api.semanticscholar.org/CorpusID:257532815
https://api.semanticscholar.org/CorpusID:257532815
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://www-cdn.anthropic.com/fed9cc193a14b84131812372d8d5857f8f304c52/Model_Card_Claude_3_Addendum.pdf
https://api.semanticscholar.org/CorpusID:258866000
https://api.semanticscholar.org/CorpusID:264172303
https://api.semanticscholar.org/CorpusID:264172303
https://huggingface.co/AI-MO/NuminaMath-7B-TIR
https://huggingface.co/AI-MO/NuminaMath-7B-TIR

Published as a conference paper at ICLR 2025

Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon Child, Aditya Ramesh, Daniel M. Ziegler,
Jeff Wu, Clemens Winter, Christopher Hesse, Mark Chen, Eric Sigler, Ma teusz Litwin, Scott Gray,
Benjamin Chess, Jack Clark, Christopher Berner, Sam McCandlish, Alec Radford, Ilya Sutskever,
and Dario Amodei. Language models are few-shot learners. ArXiv, abs/2005.14165, 2020. URL
https://api.semanticscholar.org/CorpusID:218971783.

Guoxin Chen, Minpeng Liao, Chengxi Li, and Kai Fan. Alphamath almost zero: process supervision
without process. ArXiv, abs/2405.03553, 2024. URL https://api.semanticscholar,
org/CorpusID:269605484.

Wenhu Chen, Xueguang Ma, Xinyi Wang, and William W. Cohen. Program of thoughts prompting:
Disentangling computation from reasoning for numerical reasoning tasks. Trans. Mach. Learn. Res.,
2023, 2022. URL https://api.semanticscholar.org/CorpusID:2538017009.

Aakanksha Chowdhery, Sharan Narang, Jacob Devlin, Maarten Bosma, Gaurav Mishra, Adam
Roberts, Paul Barham, Hyung Won Chung, Charles Sutton, Sebastian Gehrmann, Parker Schuh,
Kensen Shi, Sasha Tsvyashchenko, Joshua Maynez, Abhishek Rao, Parker Barnes, Yi Tay, Noam M.
Shazeer, Vinodkumar Prabhakaran, Emily Reif, Nan Du, Ben Hutchinson, Reiner Pope, James
Bradbury, Jacob Austin, Michael Isard, Guy Gur-Ari, Pengcheng Yin, Toju Duke, Anselm Lev-
skaya, Sanjay Ghemawat, Sunipa Dev, Henryk Michalewski, Xavier Garcia, Vedant Misra, Kevin
Robinson, Liam Fedus, Denny Zhou, Daphne Ippolito, David Luan, Hyeontaek Lim, Barret Zoph,
Alexander Spiridonov, Ryan Sepassi, David Dohan, Shivani Agrawal, Mark Omernick, Andrew M.
Dai, Thanumalayan Sankaranarayana Pillai, Marie Pellat, Aitor Lewkowycz, Erica Moreira, Rewon
Child, Oleksandr Polozov, Katherine Lee, Zongwei Zhou, Xuezhi Wang, Brennan Saeta, Mark Diaz,
Orhan Firat, Michele Catasta, Jason Wei, Kathleen S. Meier-Hellstern, Douglas Eck, Jeff Dean, Slav
Petrov, and Noah Fiedel. Palm: Scaling language modeling with pathways. ArXiv, abs/2204.02311,
2022. URL https://api.semanticscholar.org/CorpusID:247951931.

Karl Cobbe, Vineet Kosaraju, Mohammad Bavarian, Mark Chen, Heewoo Jun, Lukasz Kaiser,
Matthias Plappert, Jerry Tworek, Jacob Hilton, Reiichiro Nakano, Christopher Hesse, and John
Schulman. Training verifiers to solve math word problems. ArXiv, abs/2110.14168, 2021. URL
https://api.semanticscholar.org/CorpusID:239998651.

DeepSeek-Al Deepseek-v2.5: Combines deepseek-v2-chat and deepseek-coder-v2-instruct., 2024.

DeepSeek-Al, Qihao Zhu, Daya Guo, Zhihong Shao, Dejian Yang, Peiyi Wang, Runxin Xu, Y. Wu,
Yukun Li, Huazuo Gao, Shirong Ma, Wangding Zeng, Xiao Bi, Zihui Gu, Hanwei Xu, Damai
Dai, Kai Dong, Liyue Zhang, Yishi Piao, Zhibin Gou, Zhenda Xie, Zhewen Hao, Bing-Li Wang,
Jun-Mei Song, Deli Chen, Xin Xie, Kang Guan, Yu mei You, Aixin Liu, Qiushi Du, Wenjun Gao,
Xuan Lu, Qinyu Chen, Yaohui Wang, Chengqi Deng, Jiashi Li, Chenggang Zhao, Chong Ruan,
Fuli Luo, and Wenfeng Liang. Deepseek-coder-v2: Breaking the barrier of closed-source models
in code intelligence. ArXiv, abs/2406.11931, 2024. URL https://api.semanticscholar)
org/CorpusID:270562723.

Meng Fang, Xiangpeng Wan, Fei Lu, Fei Xing, and Kai Zou. Mathodyssey: Benchmark-
ing mathematical problem-solving skills in large language models using odyssey math data.
ArXiv, abs/2406.18321, 2024. URL https://api.semanticscholar.org/CorpusID:
270737739,

Bofei Gao, Feifan Song, Zhe Yang, Zefan Cai, Yibo Miao, Qingxiu Dong, Lei Li, Chenghao Ma,
Liang Chen, Runxin Xu, Zhengyang Tang, Benyou Wang, Daoguang Zan, Shanghaoran Quan,
Ge Zhang, Lei Sha, Yichang Zhang, Xuancheng Ren, Tianyu Liu, and Baobao Chang. Omni-
math: A universal olympiad level mathematic benchmark for large language models, 2024. URL
https://arxiv.org/abs/2410.07985.

Luyu Gao, Aman Madaan, Shuyan Zhou, Uri Alon, Pengfei Liu, Yiming Yang, Jamie Callan, and
Graham Neubig. Pal: Program-aided language models. ArXiv, abs/2211.10435, 2022. URL
https://api.semanticscholar.org/CorpusID:253708270.

Zhibin Gou, Zhihong Shao, Yeyun Gong, Yelong Shen, Yujiu Yang, Minlie Huang, Nan Duan,
and Weizhu Chen. Tora: A tool-integrated reasoning agent for mathematical problem solving.
ArXiv, abs/2309.17452, 2023. URL https://api.semanticscholar.org/CorpusID
263310365.

11


https://api.semanticscholar.org/CorpusID:218971783
https://api.semanticscholar.org/CorpusID:269605484
https://api.semanticscholar.org/CorpusID:269605484
https://api.semanticscholar.org/CorpusID:253801709
https://api.semanticscholar.org/CorpusID:247951931
https://api.semanticscholar.org/CorpusID:239998651
https://api.semanticscholar.org/CorpusID:270562723
https://api.semanticscholar.org/CorpusID:270562723
https://api.semanticscholar.org/CorpusID:270737739
https://api.semanticscholar.org/CorpusID:270737739
https://arxiv.org/abs/2410.07985
https://api.semanticscholar.org/CorpusID:253708270
https://api.semanticscholar.org/CorpusID:263310365
https://api.semanticscholar.org/CorpusID:263310365

Published as a conference paper at ICLR 2025

Chaoqun He, Renjie Luo, Yuzhuo Bai, Shengding Hu, Zhen Leng Thai, Junhao Shen, Jinyi Hu,
Xu Han, Yujie Huang, Yuxiang Zhang, Jie Liu, Lei Qi, Zhiyuan Liu, and Maosong Sun. Olympiad-
bench: A challenging benchmark for promoting agi with olympiad-level bilingual multimodal
scientific problems. ArXiv, abs/2402.14008, 2024. URL https://api.semanticscholar!
org/CorpusID:267770504.

Dan Hendrycks, Collin Burns, Saurav Kadavath, Akul Arora, Steven Basart, Eric Tang, Dawn Xi-
aodong Song, and Jacob Steinhardt. Measuring mathematical problem solving with the math dataset.
ArXiv, abs/2103.03874, 2021. URL https://api.semanticscholar.org/CorpusID:
232134851.

Zhen Huang, Haoyang Zou, Xuefeng Li, Yixiu Liu, Yuxiang Zheng, Ethan Chern, Shijie Xia, Yiwei
Qin, Weizhe Yuan, and Pengfei Liu. Ol replication journey — part 2: Surpassing ol-preview
through simple distillation, big progress or bitter lesson?, 2024. URL |https://arxiv.org/
abs/2411.16489.

Takeshi Kojima, Shixiang Shane Gu, Machel Reid, Yutaka Matsuo, and Yusuke Iwasawa. Large
language models are zero-shot reasoners. ArXiv, abs/2205.11916, 2022. URL https://api,
semanticscholar.org/CorpusID:249017743.

Xin Lai, Zhuotao Tian, Yukang Chen, Senqiao Yang, Xiangru Peng, and Jiaya Jia. Step-dpo: Step-
wise preference optimization for long-chain reasoning of 1lms, 2024. URL https://arxiv,
org/abs/2406.186209.

Aitor Lewkowycz, Anders Andreassen, David Dohan, Ethan Dyer, Henryk Michalewski,
Vinay Venkatesh Ramasesh, Ambrose Slone, Cem Anil, Imanol Schlag, Theo Gutman-Solo,
Yuhuai Wu, Behnam Neyshabur, Guy Gur-Ari, and Vedant Misra. Solving quantitative rea-
soning problems with language models. ArXiv, abs/2206.14858, 2022. URL https://api!
semanticscholar.org/CorpusID:250144408.

Hunter Lightman, Vineet Kosaraju, Yura Burda, Harri Edwards, Bowen Baker, Teddy Lee, Jan
Leike, John Schulman, Ilya Sutskever, and Karl Cobbe. Let’s verify step by step, 2023a. URL
https://arxiv.org/abs/2305.20050.

Hunter Lightman, Vineet Kosaraju, Yura Burda, Harrison Edwards, Bowen Baker, Teddy Lee,
Jan Leike, John Schulman, Ilya Sutskever, and Karl Cobbe. Let’s verify step by step.
ArXiv, abs/2305.20050, 2023b. URL https://api.semanticscholar.org/CorpusID:
258987659.

Arindam Mitra, Hamed Khanpour, Corby Rosset, and Ahmed Awadallah. Orca-math: Unlocking
the potential of slms in grade school math. ArXiv, abs/2402.14830, 2024. URL https://apil
semanticscholar.org/CorpusID:267897618.

Alex Gu Wen-Ding Li Fanjia Yan Tianjun Zhang Sida Wang Armando Solar-Lezama Koushik Sen
Ion Stoica Naman Jain, King Han. Livecodebench: Holistic and contamination free evaluation of
large language models for code. arXiv preprint, 2024.

Maxwell Nye, Anders Johan Andreassen, Guy Gur-Ari, Henryk Michalewski, Jacob Austin, David
Bieber, David Dohan, Aitor Lewkowycz, Maarten Bosma, David Luan, Charles Sutton, and
Augustus Odena. Show your work: Scratchpads for intermediate computation with language
models, 2021. URL https://arxiv.org/abs/2112.00114\

OpenAl ol, 2024. URL https://openai.com/o0l/|

OpenAl "hello gpt-40.", June, 2024. URL https://openai.com/index/
hello-gpt—-40o/.

Keiran Paster, Marco Dos Santos, Zhangir Azerbayev, and Jimmy Ba. Openwebmath: An open
dataset of high-quality mathematical web text. ArXiv, abs/2310.06786, 2023. URL https:
//api.semanticscholar.org/CorpusID:263829563.

Yiwei Qin, Xuefeng Li, Haoyang Zou, Yixiu Liu, Shijie Xia, Zhen Huang, Yixin Ye, Weizhe Yuan,
Hector Liu, Yuanzhi Li, and Pengfei Liu. O1 replication journey: A strategic progress report — part
1,2024. URL https://arxiv.org/abs/2410.18982|

12


https://api.semanticscholar.org/CorpusID:267770504
https://api.semanticscholar.org/CorpusID:267770504
https://api.semanticscholar.org/CorpusID:232134851
https://api.semanticscholar.org/CorpusID:232134851
https://arxiv.org/abs/2411.16489
https://arxiv.org/abs/2411.16489
https://api.semanticscholar.org/CorpusID:249017743
https://api.semanticscholar.org/CorpusID:249017743
https://arxiv.org/abs/2406.18629
https://arxiv.org/abs/2406.18629
https://api.semanticscholar.org/CorpusID:250144408
https://api.semanticscholar.org/CorpusID:250144408
https://arxiv.org/abs/2305.20050
https://api.semanticscholar.org/CorpusID:258987659
https://api.semanticscholar.org/CorpusID:258987659
https://api.semanticscholar.org/CorpusID:267897618
https://api.semanticscholar.org/CorpusID:267897618
https://arxiv.org/abs/2112.00114
https://openai.com/o1/
https://openai.com/index/hello-gpt-4o/
https://openai.com/index/hello-gpt-4o/
https://api.semanticscholar.org/CorpusID:263829563
https://api.semanticscholar.org/CorpusID:263829563
https://arxiv.org/abs/2410.18982

Published as a conference paper at ICLR 2025

Machel Reid, Nikolay Savinov, Denis Teplyashin, Dmitry Lepikhin, Timothy P. Lillicrap, Jean-
Baptiste Alayrac, et al. Gemini 1.5: Unlocking multimodal understanding across millions of tokens
of context. ArXiv, abs/2403.05530, 2024. URL https://api.semanticscholar.org/
CorpusID:268297180.

Zhihong Shao, Peiyi Wang, Qihao Zhu, Runxin Xu, Jun-Mei Song, Mingchuan Zhang, Y. K. Li,
Yu Wu, and Daya Guo. Deepseekmath: Pushing the limits of mathematical reasoning in open
language models. ArXiv, abs/2402.03300, 2024. URL https://api.semanticscholar,
org/CorpusID:267412607.

Ross Taylor, Marcin Kardas, Guillem Cucurull, Thomas Scialom, Anthony S. Hartshorn, Elvis
Saravia, Andrew Poulton, Viktor Kerkez, and Robert Stojnic. Galactica: A large language model
for science. ArXiv, abs/2211.09085, 2022. URL https://api.semanticscholar.org/
CorpusID:253553203.

Yuxuan Tong, Xiwen Zhang, Rui Wang, Rui Min Wu, and Junxian He. Dart-math: Difficulty-
aware rejection tuning for mathematical problem-solving. ArXiv, abs/2407.13690, 2024. URL
https://api.semanticscholar.org/CorpusID:271270574.

Shubham Toshniwal, Ivan Moshkov, Sean Narenthiran, Daria Gitman, Fei Jia, and Igor Gitman.
Openmathinstruct-1: A 1.8 million math instruction tuning dataset. ArXiv, abs/2402.10176, 2024.
URLhttps://api.semanticscholar.org/CorpusID:267681752.

Chaojie Wang, Yanchen Deng, Zhiyi Lyu, Liang Zeng, Jujie He, Shuicheng Yan, and Bo An.
Q*: Improving multi-step reasoning for llms with deliberative planning, 2024. URL https:
//arxiv.org/abs/2406.14283.

Ke Wang, Houxing Ren, Aojun Zhou, Zimu Lu, Sichun Luo, Weikang Shi, Renrui Zhang,
Lingi Song, Mingjie Zhan, and Hongsheng Li. Mathcoder: Seamless code integration in
llms for enhanced mathematical reasoning. ArXiv, abs/2310.03731, 2023a. URL https:
//api.semanticscholar.orqg/CorpusID:263671510.

Peiyi Wang, Lei Li, Zhihong Shao, Runxin Xu, Damai Dai, Yifei Li, Deli Chen, Y.Wu, and Zhi-
fang Sui. Math-shepherd: Verify and reinforce llms step-by-step without human annotations.
ArXiv, abs/2312.08935, 2023b. URL https://api.semanticscholar.org/CorpusID:
266209760l

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc Le, Ed Huai hsin Chi, and Denny Zhou. Self-
consistency improves chain of thought reasoning in language models. ArXiv, abs/2203.11171,
2022. URL https://api.semanticscholar.org/CorpusID:247595263.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Ed Huai hsin Chi, F. Xia, Quoc
Le, and Denny Zhou. Chain of thought prompting elicits reasoning in large language models.
ArXiv, abs/2201.11903, 2022. URL https://api.semanticscholar.org/CorpusID:
246411621.

Zhiheng Xi, Wenxiang Chen, Boyang Hong, Senjie Jin, Rui Zheng, Wei He, Yiwen Ding, Shichun
Liu, Xin Guo, Junzhe Wang, Honglin Guo, Wei Shen, Xiaoran Fan, Yuhao Zhou, Shihan Dou, Xiao
Wang, Xinbo Zhang, Peng Sun, Tao Gui, Qi Zhang, and Xuanjing Huang. Training large language
models for reasoning through reverse curriculum reinforcement learning. ArXiv, abs/2402.05808,
2024. URL https://api.semanticscholar.org/CorpusID:267547500.

Shuo Yin, Weihao You, Zhilong Ji, Guogiang Zhong, and Jinfeng Bai. Mumath-code: Combining tool-
use large language models with multi-perspective data augmentation for mathematical reasoning.
ArXiv, abs/2405.07551, 2024. URL https://api.semanticscholar.org/CorpusID
269756851l

Huaiyuan Ying, Shuo Zhang, Linyang Li, Zhejian Zhou, Yunfan Shao, Zhaoye Fei, Yichuan Ma,
Jiawei Hong, Kuikun Liu, Ziyi Wang, Yudong Wang, Zijian Wu, Shuaibin Li, Fengzhe Zhou,
Hongwei Liu, Songyang Zhang, Wenwei Zhang, Hang Yan, Xipeng Qiu, Jiayu Wang, Kai Chen,
and Dahua Lin. Internlm-math: Open math large language models toward verifiable reasoning.
ArXiv, abs/2402.06332, 2024. URL https://api.semanticscholar.org/CorpusID
267617098

13


https://api.semanticscholar.org/CorpusID:268297180
https://api.semanticscholar.org/CorpusID:268297180
https://api.semanticscholar.org/CorpusID:267412607
https://api.semanticscholar.org/CorpusID:267412607
https://api.semanticscholar.org/CorpusID:253553203
https://api.semanticscholar.org/CorpusID:253553203
https://api.semanticscholar.org/CorpusID:271270574
https://api.semanticscholar.org/CorpusID:267681752
https://arxiv.org/abs/2406.14283
https://arxiv.org/abs/2406.14283
https://api.semanticscholar.org/CorpusID:263671510
https://api.semanticscholar.org/CorpusID:263671510
https://api.semanticscholar.org/CorpusID:266209760
https://api.semanticscholar.org/CorpusID:266209760
https://api.semanticscholar.org/CorpusID:247595263
https://api.semanticscholar.org/CorpusID:246411621
https://api.semanticscholar.org/CorpusID:246411621
https://api.semanticscholar.org/CorpusID:267547500
https://api.semanticscholar.org/CorpusID:269756851
https://api.semanticscholar.org/CorpusID:269756851
https://api.semanticscholar.org/CorpusID:267617098
https://api.semanticscholar.org/CorpusID:267617098

Published as a conference paper at ICLR 2025

Fei Yu, Anningzhe Gao, and Benyou Wang. Ovm, outcome-supervised value models for planning in
mathematical reasoning. In NAACL-HLT, 2023a. URL https://api.semanticscholarl
org/CorpusID:265221057.

Long Long Yu, Weisen Jiang, Han Shi, Jincheng Yu, Zhengying Liu, Yu Zhang, James T. Kwok,
Zheng Li, Adrian Weller, and Weiyang Liu. Metamath: Bootstrap your own mathematical
questions for large language models. ArXiv, abs/2309.12284, 2023b. URL https://api.
semanticscholar.org/CorpusID:262084051.

Xiang Yue, Xingwei Qu, Ge Zhang, Yao Fu, Wenhao Huang, Huan Sun, Yu Su, and Wenhu
Chen. Mammoth: Building math generalist models through hybrid instruction tuning.
ArXiv, abs/2309.05653, 2023. URL https://api.semanticscholar.org/CorpusID
261696697.

Huaixiu Steven Zheng, Swaroop Mishra, Xinyun Chen, Heng-Tze Cheng, Ed H. Chi, Quoc V Le,
and Denny Zhou. Take a step back: Evoking reasoning via abstraction in large language models,
2024. URL https://arxiv.org/abs/2310.06117.

Denny Zhou, Nathanael Scharli, Le Hou, Jason Wei, Nathan Scales, Xuezhi Wang, Dale Schu-
urmans, Olivier Bousquet, Quoc Le, and Ed Huai hsin Chi. Least-to-most prompting en-
ables complex reasoning in large language models. ArXiv, abs/2205.10625, 2022. URL
https://api.semanticscholar.org/CorpusID:2489862309.

A APPENDIX

A.1 NUMBER OF STEPS IN SBSC

In Table[3] we present the number of turns taken per question by SBSC responses obtained using
Claude-3.5-Sonnet across the different datasets.

Table 3: Table showing number of turns/steps used by SBSC

Number of turns or steps AMC AIME MathOdyssey

2 21 12 8

3 57 19 17

4 101 47 19

5 79 51 21

6 63 43 28

7 41 43 14

8 42 31 10

9 12 18 8

others 59 66 23
Average turns or steps/Problem 6.0 6.9 6.4

A.2 RESULTS ON JEE-BENCH AND OMNIMATH DATASETS

We present results on additional two benchmarks: JEE-Bench (Arora et al., 2023) and Omni-MATH
(Gao et al., |2024). For JEE-Bench, we evaluate on 98 numerical answer type questions. For Omni-
MATH, we filter out 576 questions out of that with all 26 Qs from calculus topics and 110 Qs
randomly sampled from each one of the remaining topics. We use AIME exemplars for evaluation on
these two datasets to also further show how generalizable SBSC is.

For JEE-Bench in Table ] we observe significant improvements compared to other methods. For
Claude 3.5 Sonnet, SBSC’s greedy decoding takes an absolute lead (against greedy decoding) of 16%
over TIR-ToRA, 20% over PAL and over 30% COT. Similarly benchmarking against self-consistency
decoding (majority @7) of other methods, SBSC takes an absolute lead of 11% over TIR-ToRA, 16%
over PAL and over 25% COT.
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Table 4: Benchmarking accuracy on JEE-Bench dataset.

Model coT PAL TIR-ToRA SBSC
greedy maj@7 greedy maj@7 greedy maj@7 greedy maj@7

Claude 3.5
Sonnet 32.65 37.76 42.86  46.94 45.92 51.02 62.244 1632  -1411.22
GPT-40 29.59 33.67 35.71 38.78 32.65 37.76 50.004 41429  -t411.22

On Omni-MATH dataset as seen in Table[5] SBSC(greedy decoding) shows an absolute improvement
over TIR-ToRA (greedy decoding) by roughly 10% using Claude-3.5-Sonnet and 6% using GPT-4o.
SBSC greedy decoding results outperforms self-consistency decoding results of TIR-TORA by
absolute 6% and 4%, for Claude-3.5-Sonnet and GPT-40 respectively.

Table 5: Benchmarking accuracy on OmniMATH dataset.

Model CoT PAL TIR-ToRA SBSC
greedy maj@7 greedy maj@7 greedy maj@7 greedy maj@7

Claude 3.5

Sonnet 23.09  26.22 32.81 3594 33.68  37.15 43.0611938 -145.91

GPT-40 27.78  29.86 3438  37.15 33.85 36.28 40.45:16.07  1+3.40

A.3 BENCHMARKING OPEN SOURCE MODEL: DEEPSEEKCODER V2.5

We performed benchmarking with DeepSeekCoder 2.5 (DeepSeek-AlL 2024) which is an open source
model. Note: given the resource constraint and that most of the frontier open source LLMs such as
DeepSeekCoder 2.5 require multiple gpus and days to host and run the experiments respectively, we
leveraged this open source model via api provided by deepseek which was highly cost-effective. We
present the results on 2 test-sets: AIME and AMC as used in the main results.

We can clearly observe in Table [f]that SBSC outperforms both greedy decoding and self-consistency
decoding results of TIR-ToRA, PAL & COT on both last 11 years AIME & AMC.

Table 6: DeepSeekCoder 2.5 accuracy for SBSC, TIR-ToRA, PAL & COT on last 11 years AIME &
AMC test-sets.

Model CoT PAL TIR-ToRA SBSC
greedy maj@7 greedy maj@7 greedy maj@7 greedy maj@7

AIME 8.48 10.30 18.79  20.00 19.70  20.61 23.64113.94 -143.03
AMC 2484 2653 29.47  30.53 31.16 3242 345314337 14211

A.4 CoST AND TOKEN COMPARISON ACROSS SBSC, TIR-TORA, PAL & COT

We also have done a study with Claude 3.5 Sonnet to compare the average cost per question. We
have taken average over 50 AIME+AMC questions. We leveraged the prompt-caching of repeated
input tokens while doing this experiment. Specifically, we cache the system prompt and exemplars
for all the methods. The results are presented in the table below. As shown in the comparison in
Table[7]SBSC is 3X of TIR-ToRA, 4X of COT and 7X of PAL. When comparing average cost per
question even in non-caching mode, from TableB]we observe that SBSC is 6.2X of TIR-ToRA, 7X
of COT and 14.3x of PAL. Hence, Table 1 already covers fair comparison part as well even if we take
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average cost per question under consideration. In Table 1, we already compared 1 chain of SBSC
with 7 chains of other methods. Just as experimental detail, we would like to mention we leveraged
prompt caching for our reported experiments with Claude 3.5 Sonnet.

Table 7: Average Cost per Question for different methods using Claude with Prompt Caching.

Claude with prompt caching COT PAL TIR-ToRA* SBSC*

Input tokens 110.75 107.75 479.25  4788.90
Output tokens 54395  353.20 685.15 1070.00
Cache tokens 2754.00 1255.00 2692.20 23610.60
Cost/Question ($) 0.0093  0.0060 0.0125 0.0375
Cost ratio (SBSC/Methods) 4.00 6.25 3.00 1.00

*: SBSC & TIR-ToRA values represent the sum of all turns per question

Table 8: Average Cost per Question for different methods Using Claude without Prompt Caching.

Claude without prompt caching CcoT PAL TIR-ToRA* SBSC*

Input tokens 2858.75 1356.75 3565.45 32846.70
Output tokens 536.05  267.35 54370  1161.50
Cost/Question ($) 0.0166  0.0081 0.0189 0.1160
Cost ratio (SBSC/Methods) 7.00 14.30 6.20 1.00

*: SBSC & TIR-ToRA values represent the sum of all turns per question

In Table[9] we present the average token count per question for exemplars and system prompt across
all the methods. We would like to highlight that due to prompt caching mode available in LLMs, the
entire prompt is charged only once.

Table 9: Token Usage Comparison Across Different Methods (Note: All values are in tokens)

Dataset Method COT PAL TIR-ToRA SBSC
AIME system_prompt 11 42 123 208
exemplars 2347 1049 1588 4012
AMC system_prompt 11 42 123 208
exemplars 1557 1013 1554 3486

In case of SBSC, the last turn requires the largest context length as last turn(n) input consists of =
system prompt + exemplars + question + output trajectory from 1 to n-1. We present the study in
Table

Table 10: Token Analysis of System Prompts and Trajectories (Note: All values are in tokens)

Dataset System Prompt + Exemplars Trajectory 1 to n-1 Total
AIME 4,220.00 899.20 5,119.20
AMC 3,694.00 835.85 4,529.85
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A.5 EXEMPLAR SENSITIVITY ANALYSIS WITH LARGER POOL

A.5.1 BRIEF ON EXEMPLAR CURATION & CRAFTING AND WHY IT DIDN’T REQUIRE MANUAL
EFFORT

To enable the multi-turn reasoning for SBSC, we use combination of system prompt and few-shot
prompting (exemplars) similar to what POT, PAL, TIR-ToRA used. Similar to past works, our
exemplar generation process didn’t require any manual effort other than writing the system prompt
and manually inspecting the final pool for format check.

To prepare the exemplars,

* We first used 0-shot prompting (system prompt) to generate responses for questions in the
SBSC format. As mentioned in[3.3]“Prompting/Few-Shot Exemplars”, for both AIME and
AMC, We select 90 questions each, drawn from problems of years other than those included
in the evaluation datasets.

* We observe that out of 90, we only had 15 questions that were solved across the methods
(COT, PAL, TIR-ToRA, SBSC). This churn was particularly due to the low accuracy of COT
method.

A pool of 10 common problems and corresponding exemplars were finally selected. In
this step, we ensured the diversity in the problem set (we used GPT-4o to get the question
categories) and ensured that SBSC format was accurately followed in them. The distribution
was: 3 Algebra, 3 Number Theory, 2 Geometry, 2 Combinatorics.

However, the selection of 4 exemplars from the 10 is completely random.

Additionally, as mentioned in section 2.1} we also ensure certain practices (mainly 2) for
program generations in the exemplars which are inspired from PAL paper. First is to
have meaningful and coherent variable names and second is to having natural language
intermediate comments within the program. We observed that the base LLM followed the
first point (meaningful variable names) by default. For the second point, which is the natural
language comments within the code, we used GPT-40 to add comments within the generated
programs for the final 10 curated exemplars. PAL paper already established (and used) these
two things improve the performance. We even measured the impact of the comment based
exemplar tuning in section[5.2]and Table 2]

The only thing manual in this entire exemplar curation process was writing the system
prompt and final inspection if SBSC format was correctly followed or not.

A.5.2 ADDITIONAL EXEMPLAR SENSITIVITY & GENERALIZATION ANALYSIS WITH BIGGER
POOL

We conduct an additional study to expand the pool of exemplars for sensitivity analysis as suggested
by the reviewer. We expand the pool to 30 AIME exemplars (prepared in the same manner as made
initial 10 exemplars as mentioned above and in section [3.3]“Prompting/Few-Shot Exemplars”) that
were solved where we have 8 Algebra, 8§ Number Theory, 8 Combinatorics and 6 Geometry questions.
We randomly sample 4 exemplars from these 30 exemplars 9 times to create 9 sets of 4-shot prompts:
vl, v2,v3, v4, v5, v6, v7, v8, v9. We test them on the same set of last 3 years AIME questions.

For further testament to our generalisation, we use AIME exemplars on MathOdyssey test-set.

We can clearly observe in Table |l 1| that the performance on AIME remains stable, as experienced in
previous study in figure[3] with 9 exemplar-set randomly sampled from 30 AIME Qs. Also, from
Table[I2] we can see the performance on MathOdyssey stays stable with even 9 AIME exemplar sets.

We have utilized AIME exemplars for benchmarking SBSC on MathOdyssey [I] OlympiadBench I}
JEE-Bench E] and Omni-MATHE} We can observe on all these datasets, SBSC performances much
better than other SOTA methods. This proves the generalization of SBSC and also proves that there
has been no over fitting of exemplars done.
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Table 11: Last 3 Yrs AIME Accuracy for Different Exemplar Combinations

Exemplar Variations Last 3 Yrs AIME Accuracy (%)

vl 31.11
v2 32.22
v3 32.22
v4 33.33
v5 32.22
v6 30.00
v7 28.88
v8 33.33
v9 28.88

Table 12: MathOdyssey Accuracy for Different Exemplar Combinations

Exemplar Variations MathOdyssey Accuracy (%)

vl 39.86
v2 38.51
v3 37.17
v4 38.51
v5 41.89
v6 37.84
v7 39.86
v8 39.86
v9 37.84

A.6 UNDERSTANDING SBSC IN DETAIL

In this section, we demonstrate some scenarios where SBSC has been successful while TIR-ToRA
has failed, with the help of some example questions and investigating the responses obtained from
the two models.

Let’s consider the question in Example[l] involving a geometric progression of numbers written in
logarithmic form, which TIR-ToRA gets wrong.The method uses a binary search technique, which
is not very precise when dealing with exact values required for mathematical problems, especially
when fractions are involved.The solution uses a function to check whether the logarithms form a
geometric progression which introduces additional complexity and potential inaccuracies because it
involves comparing ratios that may not be exactly equal due to floating-point arithmetic.Also, this
single-turn method tends to overlook specified constraints or necessary simplifications, which are
often encountered in Olympiad level problems and instead makes false assumptions.

The question in Example [2]is an example scenario where TIR-ToRA fails because it makes an
incorrect assumption. It misinterprets the Lipschitz condition and incorrectly makes a simpler
assumption that the difference f(800) — f(400) is equal to the maximum possible difference, which
is 200. While the magnitude of the difference is bounded by 200, it does not mean that the actual
difference will always be 200. Iterative solutions, as are often the only way out in single program
based solutions, can sometimes lead to infinite loops, especially in cases where the stopping condition
is not clearly defined or understood by the LLM.

As can be seen in Example 3| the single code is unable to take advantage of the factorization of 202°,
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which is key to solving the problem efficiently and instead iterates over a very large range of potential
values for m, leading to inefficiency. The upper bound 2020 is extremely large and the sheer number
of iterations causes a timeout.

Example [ presents a scenario where TIR-ToRA makes up an assumption about the problem and
writes the code for terminating a loop accordingly, which leads to a timeout error, as the incorrect
assumption leads to an infinite loop. It lacks intermediate checks that would provide insights into
whether the sequence terms are of the form t%, which is crucial for solving the problem and would
have enabled it to chalk out the termination conditions suitably.

On the other hand, our Step-By-Step Coding method enforces a decomposition of the problem into
smaller sub-task. Each sub-task is tackled independently by the LLM, which generates code to solve
it and then uses the resulting output to suitably proceed to the next sub-task and this process continues
till the final answer is reached. Such an approach ensures that every part of the problem is addressed
with exact precision, reducing the risk of errors that might arise from skipped steps. Dividing the
problem into multiple sub-tasks also allows it to make necessary simplifications that would make the
future sub-tasks, and hence the entire problem, easier to solve.

Going back to the problem in Example[T} SBSC starts by defining the logarithms and setting up the
equations based on the geometric progression condition. It then simplifies the equations to reduce
them to a more manageable form, eliminating unnecessary complexity and allowing straightforward
solving. Throughout the problem, it uses precise mathematical formulations of the problem, ensuring
the solution is accurate. Since this method isn’t trying to solve the entire problem at one go, it doesn’t
need to make any assumptions to simplify the problem statement.

For the question in Example 2] it correctly interprets the problem, keeps applying the given Lipschitz
condition as it solves each sub-task and finds the correct maximum possible value of f(f(800)) —
f(f(400)). By systematically checking for constraints and edge cases at each stage, our method
guarantees that solutions are not only accurate but also valid under all possible conditions. This is
particularly crucial for problems with intricate conditions or multiple solution paths. Additionally,
our process explicitly defines loop conditions to ensure that termination criteria are clear, allowing
for correction if issues like infinite loops arise.

For the problem in Example[3] the first sub-task correctly identified by SBSC is to factorize the large
number 2020 into smaller powers, paving the path towards an efficient solution. In the subsequent
steps, it takes care of constraints like ensuring that m and n are integers and avoids over-counting by
properly iterating over valid powers, giving us the correct answer.

Likewise, in Example ] we see that our method generates each term of the sequence one at a time,
allowing for intermediate checks to confirm whether each term is of the desired form H%l Thus,
it accurately identifies the terms that meet the required condition and ensures that only the correct
indices are considered. This avoids the infinite loop risk and ensures the correctness of each step
before moving on. We also notice that the model runs into an error at the first sub-task itself but based
on the corresponding code output, it is able to take an alternate approach and successfully solves the
sub-task, moving onto later ones. This example also highlights our superior code debugging ability,
as discussed earlier.

Example Question 1: There is a unique positive real number x such that the three numbers logg 2,
log, = , andlog, x , in that order, form a geometric progression with positive common ratio. The
number x can be written as “* , where m and n are relatively prime positive integers. Find m + n

Incorrect solution by TIR-ToRA

Let’s approach this problem step-by-step:
1. Define a function to check if three numbers form a geometric progression.
2. Use binary search to find « that satisfies the condition.
3. Convert z to a fraction and return the sum of its numerator and denominator.
import math
from fractions import Fraction
def solution():

# Function to check if three numbers form
#a geometric progression
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def is_geometric_progression(a, b, c):
ratiol = b / a
ratio2 = c / b
return math.isclose(ratiol, ratio2) and ratiol > 1
# Binary search to find x
left, right = 1, 1000
while right - left > 1le-10:
x = (left + right) / 2
log8_2x = math.log(2+x, 8)
log4_x = math.log(x, 4)
log2_x = math.log(x, 2)
if is_geometric_progression(log8_2x, log4_x, log2_x):

break

elif (log4_x / log8_2x) > (log2_x / log4d_x):
left = x

else:
right = x

# Convert x to a fraction
frac = Fraction(x).limit_denominator ()
return frac.numerator + frac.denominator
result = solution{()
print (£"\\boxed{{{result}}}")

>>> output:
\boxed{2}

The answer is
Correct solution by SBSC:

Let’s solve this problem step by step using SymPy-based Python code.
Step 1: Define the symbols and set up the equations

from sympy import symbols, log, Eg, solve
# Define symbols

x, r = symbols('x r'")

# Define the three logarithms

logl = log(2*x, 8)

log2 = log(x, 4)

log3 = log(x, 2)

# Set up equations for geometric progression
eql = Eg(log2 / logl, r)

egq2 = Eg(log3 / log2, r)

print ("Equation 1:", eql)

print ("Equation 2:", eqg2)

>>> output
Equation 1: Eg(log(8)+*log(x)/ (log(4)*log(2%x)), r)
Equation 2: Eg(log(4)/log(2), r)

Let’s continue solving this problem step by step using SymPy-based Python code.
Step 2: Simplify the equations

from sympy import symbols, log, Eg, solve, simplify
# Define symbols

X, r = symbols('x r'")

# Define the three logarithms

logl = log(2*x, 8)

log2 = log(x, 4)

log3 log(x, 2)

# Set up equations for geometric progression

eql = Eg(log2 / logl, r)

eq2 = Eg(log3 / log2, r)

20



Published as a conference paper at ICLR 2025

# Simplify equations

eqgl_simplified = simplify(eql)

eqg2_simplified = simplify (eqg2)

print ("Simplified Equation 1:", egl_simplified)
print ("Simplified Equation 2:", eqg2_simplified)

>>> output:
Simplified Equation 1: Eg(r, 3xlog(x)/(2+«log(x) + 2+log(2)))
Simplified Equation 2: Eg(r, 2)

Let’s continue solving this problem step by step using SymPy-based Python code.
Step 3: Solve the equations

from sympy import symbols, log, Eg, solve, simplify
# Define symbols

X, r = symbols('x r'")

# Define the simplified equations

eql = Eq(r, 3xlog(x)/(2+«log(x) + 2+log(2)))

eqz2 = Eqg(r, 2)

# Solve the system of equations

solution = solve((egl, eg2), (x, 1))

print ("Solution:", solution)

>>> output
Solution: [(1/16, 2)]

Let’s continue solving this problem step by step using SymPy-based Python code.
Step 4: Extract the value of x and convert to a fraction

from sympy import symbols,log,Eq, solve, simplify, Rational
# Define symbols

X, r = symbols('x r'")

# Define the solution from the previous step
solution = [(Rational (1, 16), 2)]

# Extract the value of x

x_value = solution[0][0]

print ("x =", x_value)

# Convert x to a fraction

m = x_value.numerator

n = xX_value.denominator

print ("x as a fraction: {}/{}".format (m, n))

>>> output
x = 1/16
x as a fraction: 1/16

Let’s continue solving this problem step by step using SymPy-based Python code.
Step 5: Calculate m + n

from sympy import symbols,log,Eqg, solve, simplify, Rational
# Define symbols

X, r = symbols('x r'")

# Define the solution from the previous step
solution = [(Rational (1, 16), 2)]

# Extract the value of x

x_value = solution[0][0]

# Convert x to a fraction

m = x_value.numerator

n = x_value.denominator

# Calculate m + n

result = m + n

print ("m =", m)

print ("n =", n)

print ("m + n =", result)
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>>> output:
m =1

n =16
m+n =17

### END OF CODE
The final answer is m

Example Question 2: Consider functions f that satisfy |f(x) — f(y)| < 0.5|z — y| for all real
numbers x and y. Of all such functions that also satisfy the equation f(300) = f(900), what is the
greatest possible value of f(f(800) — f(£(400)))?

Incorrect solution by TIR-ToRA:

To solve this problem, we need to consider the properties of the given function and find the
maximum possible difference between f(f(800)) and f(f(400)). Let’s solve it using python:

def solution():
#Given: |f(x) - f(y)| <= 0.5|x - y| for all real x and y
#Also, f£(300) = £(900)
#Maximum difference between £ (800) and £ (400)
max_diff_800_400 = 0.5 = (800 - 400) +# 200
#Maximum value of f£(800) — £ (400)
max_f800_f400 = max_diff 800_400 # 200
#Maximum difference between £ (£(800)) and £ (£(400))
max_final diff = 0.5 x max_f800_f400 # 100
return max_final diff

result = solution ()

print (£"\\boxed{{{result}}}")

>>> output:
\boxed {100}

The answer is

Correct solution by SBSC:

Let’s approach this problem step by step using SymPy-based Python code where appropriate.
Step 1: Understand the given condition The condition If(x) - f(y)l 1/2Ix - yl implies that f is a
Lipschitz continuous function with Lipschitz constant 1/2. This means f doesn’t change too
rapidly.

Step 2: Analyze the equation f(300)=f(900).This equation tells us that f takes the same value at
x=300 and x=900. Let’s call this value k.

from sympy import symbols, Abs
k = symbols('k")
print (£"£(300) = £(900) = {k}")

>>> output:
£(300) = £(900) = k

Let’s continue solving this problem step by step.
Step 3: Apply the Lipschitz condition to f(800) and f(400) We can use the Lipschitz condition
to find bounds for f(800) and f(400) in terms of k.

from sympy import symbols, Abs, Min, Max
k = symbols('k")

# For £ (800)

f 800_min = k — Abs (800 - 900)/2

f 800_max = k + Abs (800 — 900)/2

# For £ (400)

f 400_min = k - Abs (400 - 300)/2
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f_400_max = k + Abs (400 - 300)/2
print (£"£(800) is between {£f_800_min} and {f_800_max}")
print (£"£(400) is between {f_400_min} and {f_400_max}")

>>> output:
£(800) is between k - 50 and k + 50
£f(400) is between k — 50 and k + 50

Let’s continue solving this problem step by step.
Step 4: Analyze f(f(800)) and f(f(400)) Now we need to apply the Lipschitz condition again

to f(f(800)) and f(f(400)).

from sympy import symbols, Abs, Min, Max

k = symbols('k")

# For f£(£(800))

ff 800_min = k - Abs(k + 50 - k)/2

ff_800_max = k + Abs(k - 50 - k)/2

# For £ (£(400))

ff 400_min = k - Abs(k + 50 k)/2

ff_400_max = k + Abs(k - 50 - k)/2

print (£"£(£(800)) 1is between {ff_800_min} and {ff_800_max}")
print (f"£(£(400)) is between {ff_400_min} and {ff_400_max}")

>>> output
£f(£(800)) 1is between k - 25 and k + 25
f(£(400)) 1s between k - 25 and k + 25

Let’s continue solving this problem step by step.
Step 5: Calculate the maximum possible difference Now we need to find the maximum possible

value of £(£(800)) — f(f(400)).

from sympy import symbols, Abs, Min, Max

k = symbols('k")

# Maximum possible difference

max_diff = (k + 25) - (k - 25)

print (£"The maximum possible difference £ (£(800))—-£f(£(400))
is {max_diff}")

>>> output:
The maximum possible difference f(£(800)) - £(£(400)) is 50

### END OF CODE
The final answer is

Example Question 3: Find the number of ordered pairs of positive integers (m,n) such that
m?n = 20%0

Incorrect solution by TIR-ToRA:

Let’s approach this problem step-by-step:

1. Iterate through possible values of m up to the square root of 2020

020

2. For each m, check if m? divides 202" evenly

3. Return the total count of valid pairs

import math
def solution():
count = 0
target = 20x%x20
for m in range(l, int (math.sqgrt (target)) + 1):
if target & (mxx2) ==
n = target // (m*x2)
count += 1
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return count
result = solution()
print (f"The number of ordered pairs (m,n) is:
f"\\boxed{ {{result}}}"")

>>> output:
TimeoutError: [Errno 110] Connection timed out

Looks like we got a timeout error, let’s try a different approach that should not result in any
error:

import math
def solution():
count = 0
target = 20x%x20
for m in range(l, int (math.sqgrt(target)) + 1):
if target % (m*x%x2) ==
n = target // (mx*2)
count += 1
return count
result = solution{()
print (f"The number of ordered pairs (m,n) is:
f"\\boxed{{{result}}}"")

>>> output:
TimeoutError: [Errno 110] Connection timed out

This loop continues without ultimately getting an answer.

Correct solution by SBSC:

Let’s approach this problem step by step using SymPy-based Python code.
Step 1: Define the equation and initialize variables

from sympy import symbols,Eq,solve, divisors, prime_factors
m, n = symbols('m n', positive=True, integer=True)

equation = Eg(mx*2 * n, 20%x20)

print ("Equation:", equation)

>>> output:
ImportError: cannot import name 'prime_factors' from 'sympy'

I apologize for the error. It seems the ‘prime factors® function is not available in the version of
SymPy you’re using. Let’s modify our approach and use the ‘factorint‘ function instead, which
is more commonly available. Here’s the corrected code:

Step 1: Define the equation and initialize variables

from sympy import symbols, Eq, solve, divisors, factorint
m, n = symbols('m n', positive=True, integer=True)
equation = Egq(mx*2 * n, 20%x20)

print ("Equation:", equation)

>>> output
Equation: Eg(mx*2%n, 104857600000000000000000000)

Let’s continue solving this problem step by step.
Step 2: Factor 20%° and analyze its structure

from sympy import symbols, Eq, solve, divisors, factorint
m, n = symbols('m n', positive=True, integer=True)
equation = Egq(m**2 * n, 20%x20)

# Factor 20720

factorization = factorint (20%x%20)
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print ("Factorization of 20720:", factorization)
# Analyze the structure

power_of_ 2 = factorization[2]

power_of_ 5 = factorization[5]

print ("Power of 2:", power_of_2)

print ("Power of 5:", power_of_5)

>>> output

Factorization of 20720: {2: 40, 5: 20}
Power of 2: 40

Power of 5: 20

Let’s continue solving this problem step by step.
Step 3: Determine possible values for m and n

from sympy import symbols, Eq, solve, divisors, factorint

m, n = symbols('m n', positive=True, integer=True)

equation = Eqgq(m**2 * n, 20%x20)

# Factor 20720

factorization = factorint (20%%20)

power_of_ 2 = factorization[2]

power_of_ 5 = factorization[5]

# Initialize counter for valid pairs

valid_pairs = 0

# Iterate through possible values of m

for m_power_of_2 in range (0, power_of_ 2 + 1, 2):
for m_power_of_5 in range (0, power_of_ 5 + 1):

# Calculate m

m_value = 2%xm_power_of_2 x S5xxm_power_of_ 5
# Calculate corresponding n
n_power_of_2 = power_of_ 2 - 2+m_power_of_ 2

n_power_of_ 5 = power_of 5 - m_power_of_ 5
# Check if n is a positive integer
if n_power_of_2 >= 0 and n_power_of_5 >= 0:
valid_pairs += 1
print ("Number of valid (m,n) pairs:", valid_pairs)

>>> output

Number of valid (m,n) pairs: 231

### END OF CODE
The final answer is m

Example Question 4: Consider the sequence (ai)_k > lof positive rational numbers defined

by a; = 2320 and for k > 1, if a = ™ for relatively prime positive integers m and n , then
apy1 = ’:Zillg Determine the sum of all positive integers j such that the rational number a; can be
written in the form t-%l for some positive integer t

Incorrect solution by TIR-ToRA:

Let’s proceed step-by-step:

1. Generate the sequence of fractions starting from a; = %.
2. For each term, check if it is in the form t% for some integer ¢. If so, add its index to a

running sum.
3. Generate the next term using the given formula.

4. Continue this process until we cycle back to the initial fraction. The sum of indices
t

where the fraction is in the form ) is our final answer.

from fractions import Fraction
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def next_term(a) :
return Fraction(a.numerator + 18, a.denominator + 19)
def is_of_form t_over_t_plus_1(frac):
return frac.denominator == frac.numerator + 1
def solution():
a = Fraction (2020, 2021)
J_sum = 0
3 =1
while True:
if is_of_form_t_over_t_plus_1(a):
j_sum += J
a = next_term(a)
J +=1
# Check if we've reached the initial fraction again
if a == Fraction (2020, 2021):
break
return j_sum
result = solution|()
print (£"\\boxed{{{result}}}")

Similar to the earlier example, this code results in a TimeOut error and then the loop keeps repeating.

Correct solution by SBSC:

Let’s solve this problem step by step using SymPy-based Python code.
Step 1: Define the sequence and initial value

from sympy import Rational, gcd
def next_term(a) :

m, n = a.numerator, a.denominator
return Rational(m + 18, n + 19)

a = [Rational (2020, 2021)]

print (f"a[1] = {a[0]}")

>>> output
a[l] = 2020/2021

Let’s continue solving this problem step by step using SymPy-based Python code.
Step 2: Generate the sequence until we find a term of the form t/(t+1)

from sympy import Rational, gcd
def next_term(a) :

m, n = a.numerator, a.denominator
return Rational(m + 18, n + 19)
a = [Rational (2020, 2021)]
3 =1
result = []
while True:
if a[-1].denominator == a[-1].numerator + 1:
result.append (j)
print (f"Found a[{j}] = {al-1]} of the form t/(t+1)")
J o+=1

a.append (next_term(al-1]))
if j > 100: # Limit to prevent infinite loop
break
print (f"Indices found: {result}")

>>> output

Found al[l] 2020/2021 of the form t/ (t+1)

Found af[2] = 1019/1020 of the form t/ (t+1)
Found a[8] = 161/162 of the form t/ (t+1)
Found a[l8] = 31/32 of the form t/ (t+1)
Found a[30] = 19/20 of the form t/ (t+1)
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Indices found: [1, 2, 8, 18, 30]

Let’s continue solving this problem step by step using SymPy-based Python code.
Step 3: Calculate the sum of the indicesfrom sympy import Rational, gcd

def next_term(a) :

m, n = a.numerator, a.denominator
return Rational(m + 18, n + 19)
a = [Rational (2020, 2021)]
J =1
result = []
while True:
if a[-1].denominator == a[-1].numerator + 1:
result.append(7j)
J o+=1

a.append (next_term(al[-1]1))
if j > 100: # Limit to prevent infinite loop
break
sum_of_indices = sum(result)
print (f"Indices found: {result}")
print (£"Sum of indices: {sum_of_indices}")

>>> output
Indices found: [1, 2, 8, 18, 30]
Sum of indices: 59

### END OF CODE
The final answer is

A.7 COMPARISON ON SYMPY USAGE BETWEEN SBSC AND TIR-TORA

In this section, we conduct a study to understand the usage of SymPy library by SBSC and TIR-ToRA
for last 10 years of AIME and AMC questions, shown in Table Specifically, we present the
number of questions in which these methods utilized that library, and we present the accuracy for
those set of questions. The number of questions is which both the methods utilized SymPy are similar.
For both AIME and AMC problems from the last 10 years, SBSC based solutions have used SymPy
only on 7 more questions in both test-sets. But when we look at the accuracy (among these filtered
questions), we can observe that SBSC had over 10% absolute accuracy lead in both the datasets.

Table 13: Comparison between TIR-ToRA and SBSC on questions solved utilising SymPy

Context AIME (#Qs) AIME (Accuracy %) AMC (#Qs) AMC (Accuracy %)
TIR-ToRA 200 15.50 299 36.79
SBSC 207 30.43 306 46.73

Table 14: Performance on common questions involving Sympy Usage by both the methods

Dataset # Common Qs TIR-ToRA SBSC
with Sympy Usage (Accuracy %) (Accuracy %)

AIME 163 15.95 28.22

AMC 252 38.49 47.62

Also, we further filtered the common questions, for both the test-sets, where both TIR-ToRA and
SBSC made use of Sympy. We present this study in the table We observed that more than 80%
questions are common for both the methods across the test sets. In table[I4] we compare the accuracy
of both the methods over these common questionsand find that SBSC has 10% absolute improvement
across both the test-sets.
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Table 15: Pass@k scores for SBSC and o1 scores on last 3 years AIME questions.

Topic SBSC ol
pass@1 pass@4 pass@9 pass@16 pass@25 preview mini
Algebra (21 Qs) 11 14 16 16 19 12 14
Combinatorics (23 Qs) 8 10 12 13 13 13 10
Geometry (32 Qs) 2 3 4 9 9 10 13
Number Theory (14 Qs) 7 9 9 11 11 4 7
Total (90 Qs) 28 36 41 49 52 39 44

A.8 STUDYING THE POTENTIAL OF SBSC TRAJECTORIES AND COMPARISON WITH O1

SBSC achieves SOTA but still room for improvement in accuracy: For frontier LLMs such
as Claude 3.5 Sonnet, we showed that SBSC surpasses not only greedy-decoding but also self-
consistency decoding results of TIR-ToRA, PAL & COT. We also show topic wise analysis as well to
show the improvement is across the topics. While we do achieve SOTA, accuracy but there is still
room for improvement as evident from the scores. On last 11 years of AIME questions, despite being
SOTA SBSC achieves 36% accuracy in pass@1. So there is a question on how much can SBSC
trajectory really solve more.

ol like complex reasoning methods achieves new SOTA for COT based math reasoning: So-
phisticated reasoning systems like ol (OpenAl 2024) perform "long thinking" to do potentially
tree-search/self-reflection/debate over natural-language reasoning chains to arrive at the final trajec-
tory (Huang et al.,[2024; |Qin et al.,|2024; OpenAl, [2024). They achieve significantly higher scores,
on AIME and AMC, compared to previous COT scores by frontier LLMs such as Sonnet and GPT4o0
and use human like COT reasoning.

Table 16: Analysis of Error Classes in Different Mathematical Domains for last 3 Yrs AIME

Error Type Algebra Combinatorics Geometry Number Theory
21Q) (23Q) (32Q) (14Q)

Reasoning Error 0 10 10 1

Hallucination 1 0 1 1

Spatial Misunderstanding 0 0 7 0

Incorrect Answer Reported 1 0 0

Total Errors 2 10 23 2

Error definition: Reasoning errors include mistakes due to incorrect reasoning steps or missing conditions.
Hallucination refers to fabrication of numbers or answers. Spatial misunderstanding involves misinterpretation
of given diagrams or geometric scenarios. Incorrect Answer Reported refers to cases with correct reasoning
solution but the final answer is wrong.

Understanding SBSC’s potential with pass@k metric and surpassing ol: We argue that SBSC
given its unique step-by-step coding nature holds lot of potential. It unlocks dynamic problem solving
via discovering and solving intermediate sub-tasks.

» We evaluate this first via quantitative analysis by calculating pass @k scores on last 3 years
AIME questions

* We observe that SBSC’s pass@ 16 and pass@25 are able to solve 48 and 52 questions out of
90 AIME questions respectively. Pass@25 SBSC score surpasses ol mini by 9% and ol
preview by13%. We also do topic wise analysis to understand the strengths and weaknesses
of SBSC.
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» We further do error analysis on the 38 questions that couldn’t be solved with pass@25 SBSC.
We do this across the math topics. We define different error types.

* By doing error analysis, we are able to understand that SBSC made majorly reasoning errors
during program generation leading to incorrect code. Hence majority of those 38 questions
can be solved by SBSC reasoning format if the model avoids certain reasoning error.

* However, we also understand that specifically in Geometry questions, SBSC struggles to
achieve o1 level accuracy even at pass@25. We mainly attribute this failure to diagram/spa-
tial understanding.

Note/Scope of this study: This study is to understand the potential of SBSC and not about claiming
COT like reasoning is not sufficient. We believe SBSC based program generation based method
could also unlock advanced mathematical reasoning. We have already demonstrated this across four
datasets in the paper and 2 more ( JEE-Bench and Omni-Math) in appendix. We try to show more
evidences with this study. Given, ol like new complex reasoning systems unlocks the SOTA/superior
COT trajectory, so we also perform a comparison against them.

Analysis on SBSC’s pass@k accuracy on last 3 years AIME

* Why use pass@k for SBSC: Here we leverage self-consistency strategy to make model
generate multiple SBSC trajectories to examine the pass@k curve by increasing k from 1 to
25. We are using pass @k metric as we want to know if the model can generate a correct
SBSC based reasoning path for a particular problem. ol explores multiple paths/trajectories
to arrive at the correct trajectory. Once we analyse SBSC’s pass @k for a few values of k,
it can help us better understand that when we build critic systems or thinking systems that
leverage SBSC, how much can these systems achieve. Hence in this study we focus on
pass@k for SBSC to understand its potential. We also benchmark against ol preview and
ol mini. We do pass@1 for the ol models as they already do through slow/long reasoning
internally before outputting the final correct reasoning path. Also since they are new SOTA
COT based method.

* Experiment details: We do this study on last 3 years AIME questions. We use claude-3.5-
sonnet as the base LLM. For self-consistency we use temperature 1 and top p = 0.95. ol
mini and ol preview represent the current SOTA COT based methods.

¢ Results: We present pass@1, pass @4, pass@ 16, pass@25 for SBSC in Table[13]

— Overall analysis: We observe that SBSC with just pass@4 approaches ol level
accuracy and with pass@9 it surpasses ol-preview and almost touches ol-mini. With
pass@16 and pass@25 SBSC takes significant lead wr.t ol models. At pass@16 SBSC
shows 6% absolute improvement with best ol mini and 11% improvement over
ol-preview. At pass@25 SBSC shows 9% absolute improvement compared to ol mini
and 13% improvement over ol preview. We can clearly understand that SBSC can
potentially unlock more correct chains and solve 52 questions out of 90

— Topic wise analysis:

* Algebra: We can observe that with just pass@4, SBSC achieves ol mini level
performance and with pass @25 setting, SBSC solves 90% of the algebra questions

+ Number Theory: With just pass@ 1, SBSC surpasses ol preview and matches ol
mini. At pass@16, SBSC is able to solve with 78% accuracy.

% Combinatorics: At pass@ 16 and pass@25, SBSC matches ol preview and surpasses
ol-mini by absolute 13%.

# Geometry: This is the only topic where SBSC lacks behind o1 models.

* Error Analysis: Within pass@25 the model was not able to generate correct SBSC trajectory
for 38 AIME questions out of 90 questions. We show topic wise error distribution below:
— 2 out of 21 from Algebra.
— 10 out of 23 from combinatorics
— 23 out of 32 from geometry
— 2 out of 14 from number theory

We manually go through the trajectories for these 38 questions. So we analyse 38 SBSC
paths. We classify the errors in multiple categories as shown in Table
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A.9 PAL EXEMPLARS

In this section, we provide the prompts for Program-Aided Language models (PAL) method. We
initially used the default prompt as mentioned in the original PAL paper, but the results were poor.
We noticed that the response often contained textual reasoning before or after the program, which
isn’t the desired format for PAL. Hence, we modify the instructions to confine the responses only to
include Python program and subsequently, also notice improved accuracy.

For AIME

Let’s use python program to solve math problems.
DO NOT USE ANY TEXTUAL REASONING.
Your response must start with: ““python

Your response must end with: print(result)

Here are some examples you may refer to.

Example Problem: A frog begins at Py = (0,0) and makes a sequence of jumps according to
the following rule: from P,, = (x,, y»), the frog jumps to P, 1, which may be any of the points
(xn 4+ T yn +2), (@ + 2,90 + 7), (xn, — 5,yn — 10), or (z,, — 10,y,, — 5). There are M points
(z,y) with |z| + |y| < 100 that can be reached by a sequence of such jumps. Find the remainder
when M is divided by 1000.

Example Solution:

def solution():
jumps = [(7, 2), (2, 7), (=5, -10), (=10, -5)]
# Set to keep track of all reachable points, starting from the origin
(0, 0).
reachable = set ([ (0, 0)1)
# Queue to process points, starting with the origin (0, 0).
queue = [(0, 0)]
# Breadth-first search (BFS) to explore reachable points.
while queue:
# Pop the first point from the queue.
X, y = queue.pop (0)
# Iterate over all possible jumps.
for dx, dy in Jjumps:
# Calculate new coordinates after the jump.
nx, ny = x + dx, y + dy
# Check if the Manhattan distance is within 100 and the point
hasn't been visited.
if abs(nx) + abs(ny) <= 100 and (nx, ny) not in reachable:
# Add the new point to the reachable set.
reachable.add((nx, ny))
# Add the new point to the queue to explore further.
queue.append( (nx, ny))
return len (reachable) % 1000
result = solution ()
print (result)

Example Problem: The AIME Triathlon consists of a half-mile swim, a 30-mile bicycle ride, and
an eight-mile run. Tom swims, bicycles, and runs at constant rates. He runs fives times as fast as he
swims, and he bicycles twice as fast as he runs. Tom completes the AIME Triathlon in four and a
quarter hours. How many minutes does he spend bicycling?

Example Solution:

from sympy import symbols, Eq, solve, Rational
def solution():
x = symbols('x")
# Set up the equation
eq = Eg(Rational(1,2)/x + 30/(10xx) + 8/(5+x), Rational (17,4))
# Solve the equation
solution = solve(eq) [0]
# Calculate bicycling time in hours
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bike_time = 30 / (10 % solution)
# Convert to minutes

bike_time_minutes = int (bike_time * 60)
return bike_time_minutes
result = solution()

print result

Example Problem: Let S be the increasing sequence of positive integers whose binary representation
has exactly 8 ones. Let IV be the 1000th number in S . Find the remainder when [V is divided by
1000

Example Solution:

def solution() :

count = 0 # Initialize a counter to track how many numbers have been
found

n =1 # Start checking numbers from 1 upwards

while count < 1000: # Continue the loop until we find the 1000th

number

# Check if the binary representation of the number 'n' has
exactly 8 'l's
if bin(n) .count ('1l') ==
count += 1 # Increment the counter when a number with 8 'l's
is found
# If this is the 1000th such number, return the remainder of
n divided by 1000
if count == 1000:
return n % 1000
n += 1 # Move to the next number
result = solution()
print (result)

Example Problem: Two geometric sequences a1, as, as, . .. and by, b, bs, . . . have the same com-
mon ratio, with a; = 27 b; = 99, and a15 = by1 . Find ag

Example Solution:

def solution():
# Initialize known values
al = 27
bl = 99
Calculate the common ratio
We know that alb5 = bll, so:
al » r*"14 = bl = r~10
27 % r~"14 = 99 x r~10
27 * r~4 = 99
r*4 = 99/27 = 11/3
= (11/3) =% (1/4)
# Calculate a9

oS = 3 o e e

a9 = al x (r ** 8)
return round(a9)
result = solution()

print (result)

For AMC:

Let’s use python program to solve math problems.
DO NOT USE ANY TEXTUAL REASONING.
Your response must start with: “‘python

Your response must end with: print(result)

Here are some examples you may refer to.

Example Problem: Small lights are hung on a string 6 inches apart in the order red, red, green,
green, green, red, red, green, green, green, and so on continuing this pattern of 2 red lights followed
by 3 green lights. How many feet separate the 3rd red light and the 21st red light? Note: 1 foot is
equal to 12 inches.
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Example Solution:

def solution():
# Find position of 3rd red light

n_3rd = 3
complete_cycles_3rd = (n_3rd - 1) // 2
remaining_lights_3rd = (n_3rd - 1) % 2

pos_3rd = complete_cycles_3rd x 5 x 6 + remaining lights_3rd x 6

# Find position of 21st red light

n_2lst = 21

complete_cycles_21lst = (n_21lst - 1) // 2

remaining_lights_21st = (n_21st - 1) % 2

pos_21lst = complete_cycles_21st * 5 % 6 + remaining_lights_21st *x 6
# Calculate the distance in inches

distance_inches = pos_21st - pos_3rd
# Convert to feet
distance_feet = distance_inches / 12
return distance_feet

result = solution ()

print (result)

Example Problem: A fruit salad consists of blueberries, raspberries, grapes, and cherries. The fruit
salad has a total of 280 pieces of fruit. There are twice as many raspberries as blueberries, three times
as many grapes as cherries, and four times as many cherries as raspberries. How many cherries are
there in the fruit salad?

Example Solution:

from sympy import symbols, Eq, solve
def solution() :
# Define the symbols for the variables
b, r, g, ¢ = symbols('b r g c')
# Define the equations based on the problem statement

eql = Eg(r, 2+b) # Equation 1: r = 2b
eq2 = Eqg(g, 3xc) # Equation 2: g = 3c
eq3 = Eqg(c, 4x*r) # Equation 3: c = 4r
eq4 = Egq(b + r + g + ¢, 280) # Equation 4: b + r + g + ¢ = 280

# Solve the system of equations
sol = solve((eqgl, eg2, eqg3, eqg4))
return sol[c]

result = solution|()

print (result)

Example Problem: Last summer 30% of the birds living on Town Lake were geese, 25% were
swans, 10% were herons, and 35% were ducks. What percent of the birds that were not swans were
geese?

Example Solution:

def solution() :
# Total percentage of all birds
total = 100
# Percentages of each bird type

geese = 30

swans = 25

herons = 10

ducks = 35

# Calculate percentage of birds that are not swans

not_swans = total - swans

# Calculate percentage of geese among birds that are not swans
geese_among_not_swans = (geese / not_swans) * 100

# Round to nearest whole number
return round(geese_among_not_swans)
result = solution()
print (result)
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Example Problem: At a twins and triplets convention, there were 9 sets of twins and 6 sets of triplets,
all from different families. Each twin shook hands with all the twins except his/her siblings and with
half the triplets. Each triplet shook hands with all the triplets except his/her siblings and with half the
twins. How many handshakes took place?

Example Solution:

def solution():
# Number of twins and triplets
twins = 9 % 2
triplets = 6 x 3
# Handshakes between twins

twin_handshakes = (twins * (twins - 2)) // 2
# Handshakes between triplets
triplet_handshakes = (triplets » (triplets - 3)) // 2

# Handshakes between twins and triplets
twin_triplet_handshakes = (twins * triplets) // 2
# Total handshakes
total_handshakes = twin_handshakes + triplet_handshakes +
twin_triplet_handshakes
return total_ handshakes

result = solution ()

print (result)

A.10 TIR-TORA EXEMPLARS

For AIME
Integrate step-by-step reasoning and Python code to solve math problems using the following
guidelines:

- Analyze the question and write functions to solve the problem; the function should not take any
arguments.

- Present the final result in LaTeX using a ‘7 without any units.

- Utilize the “pi‘ symbol and ‘Rational* from Sympy for 7 and fractions, and simplify all fractions
and square roots without converting them to decimal values.

Once you get the code output, just display the output answer within ‘7 and terminate.
Here are some examples you may refer to:

Example Problem: A frog begins at Py = (0,0) and makes a sequence of jumps according to
the following rule: from P,, = (2, y»), the frog jumps to P, 1, which may be any of the points
(xn + 7, yn + 2)a (xn +2,yn + 7)7 (xn =5, Yn — 1O)a or (an —10,yn — 5) There are M points
(z,y) with |z| + |y| < 100 that can be reached by a sequence of such jumps. Find the remainder
when M is divided by 1000.

Example Solution:
Let’s approach this problem step-by-step:

1. We need to find all points (x, y) that the frog can reach within the given constraint x| + lyl
100.

2. We’ll use a breadth-first search (BFS) algorithm to explore all possible points.

3. We'll keep track of visited points to avoid revisiting them.

4. We’ll count the number of unique points visited.

Here’s the Python code to solve this:

from collections import deque
def count_reachable_points():
# Possible jumps
jumps = [(7/ 2)! (21 7)/ (75/ 710)! (710/ 75)1
# Set to store visited points
visited = set ([ (0, 0)1])
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# Queue for BFS
queue = deque ([ (0, 0)])
while queue:
X, Yy = queue.popleft ()
for dx, dy in jumps:
new_x, new_y = x + dx, y + dy
# Check if the new point is within the constraint and not
visited
if abs(new_x) + abs(new_y) <= 100 and (new_x, new_y) not in
visited:
visited.add ((new_x, new_y))
queue.append ( (new_x, new_y))
# Count of reachable points is the size of visited set
M = len(visited)
# Return the remainder when M is divided by 1000
return M % 1000
result = count_reachable_points()
print (£"\\boxed{{{result}}}")

>>> output
\boxed {373}

The answer is

Example Problem: The AIME Triathlon consists of a half-mile swim, a 30-mile bicycle ride, and
an eight-mile run. Tom swims, bicycles, and runs at constant rates. He runs fives times as fast as he
swims, and he bicycles twice as fast as he runs. Tom completes the AIME Triathlon in four and a
quarter hours. How many minutes does he spend bicycling?

Example Solution:
Let’s approach this problem step-by-step:

1. Let’s define variables:
- Let x be Tom’s swimming speed in miles per hour
- Then 5x is his running speed in miles per hour
- And 10x is his bicycling speed in miles per hour

2. We can set up equations based on the given information:
- Swimming time: 0.5 / x hours
- Bicycling time: 30 / (10x) hours
- Running time: 8 / (5x) hours

3. The total time is 4.25 hours, so we can set up an equation:
0.5/x + 30/(10x) + 8/(5x) = 4.25

4. Let’s solve this equation and find the bicycling time.

Here’s the Python code to solve this:

from sympy import symbols, Eq, solve, Rational
def solve_triathlon () :

x = symbols('x")

# Set up the equation

eq = Eg(Rational(1,2)/x + 30/ (10%x) + 8/ (5*x), Rational(17,4))

# Solve the equation

solution = solve(eq) [0]

# Calculate bicycling time in hours

bike_time = 30 / (10 * solution)

# Convert to minutes

bike_time_minutes = int (bike_time x 60)

return f£"\\boxed{{{bike_time_minutes}}}"
print (solve_triathlon())

>>> output:
\boxed {150}
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The answer is

Example Problem: Let .S be the increasing sequence of positive integers whose binary representation
has exactly 8 ones. Let NV be the 1000th number in S' . Find the remainder when N is divided by
1000

Example Solution:
Let’s approach this step-by-step:

1. We need to generate the sequence S of numbers with exactly 8 ones in their binary represen-
tation.

2. We’ll find the 1000th number in this sequence.

3. Finally, we’ll calculate the remainder when this number is divided by 1000.

Here’s the Python code to solve this:

def count_ones (n) :
return bin(n).count ('1")
def solution():

count = 0
n=1
while count < 1000:
if count_ones(n) == 8:
count += 1
if count == 1000:
return n % 1000
n += 1
result = solution/()

print (result)

>>> output:
\boxed {32}

The answer is

Example Problem: Two geometric sequences a1, as, as, . . . and by, bo, bs, . . . have the same com-
mon ratio, with a; = 27 b1 = 99, and a15 = b11 . Find ag

Example Solution:

Let’s approach this step-by-step:
1. Let’s denote the common ratio as r.
2. We can express a and b in terms of their first terms and r.
3. We can then equate these expressions to find r.

4. Once we have r, we can calculate a.

Here’s the Python code to solve this:

from sympy import symbols, Eqg, solve, Rational
def find_a9():

r = symbols('r")
# a = a * T
# b = Db r
# a = b

eq = Eq(27 x r*%x14, 99 % rxx10)
# Solve for r
solution = solve (eq)
# We expect only one positive real solution
r_value = [sol for sol in solution if sol.is_real and sol > 0][0]
# Calculate a
a9 = 27 * r_valuexx8
return a9
result = find_a9()
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print (£"\\boxed{{{result}}}")

>>> output
\boxed {363}

The answer is
For AMC

Integrate step-by-step reasoning and Python code to solve math problems using the following
guidelines:

- Analyze the question and write functions to solve the problem; the function should not take any
arguments. - Present the final result in LaTeX using a ‘—° without any units. - Utilize the ‘pi‘ symbol
and ‘Rational® from Sympy for 7 and fractions, and simplify all fractions and square roots without
converting them to decimal values.

Once you get the code output, just display the output answer within ' and terminate. Here are some
examples you may refer to:

Example Problem: Small lights are hung on a string 6 inches apart in the order red, red, green,
green, green, red, red, green, green, green, and so on continuing this pattern of 2 red lights followed
by 3 green lights. How many feet separate the 3rd red light and the 21st red light? Note: 1 foot is
equal to 12 inches.

Example Solution:
Let’s approach this step-by-step:

1. First, we need to understand the pattern of lights:
- Every 5 lights (2 red + 3 green) complete one cycle of the pattern.
- Each cycle is 30 inches long (5 lights * 6 inches).

2. We need to find how many complete cycles are between the 3rd and 21st red lights:
- 3rd red light is at the end of the 2nd cycle (as each cycle has 2 red lights).
- 21st red light is at the end of the 11th cycle (as 21 +2 = 10.5, rounded up to 11).
- So there are 9 complete cycles between them (11 -2 =9).

3. Calculate the distance:
- 9 cycles * 30 inches per cycle = 270 inches
- Convert 270 inches to feet: 270 ~ 12 = 22.5 feet

Here’s the Python code to solve this:

from sympy import Rational

def calculate_distance () :
lights_per_cycle = 5
inches_per_light 6
inches_per_cycle = lights_per_cycle * inches_per_light
start_cycle = 2 # 3rd red light is at the end of 2nd cycle
end_cycle = 11 # 21st red light is at the end of 11lth cycle
cycles_between = end_cycle - start_cycle
total_inches = cycles_between x inches_per_ cycle
total_feet = Rational (total_inches, 12)
return f"\\boxed{{{total_ feet}}}"

print (calculate_distance())

>>> output:
\boxed{45/2}

The answer is

Example Problem: A fruit salad consists of blueberries, raspberries, grapes, and cherries. The fruit
salad has a total of 280 pieces of fruit. There are twice as many raspberries as blueberries, three times
as many grapes as cherries, and four times as many cherries as raspberries. How many cherries are
there in the fruit salad?
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Example Solution:
Let’s approach this problem step-by-step:

1. Let’s define variables for each fruit:
b = number of blueberries
r = number of raspberries
g = number of grapes
¢ = number of cherries

2. We can set up equations based on the given information:
r = 2b (twice as many raspberries as blueberries)
g = 3c (three times as many grapes as cherries)
¢ = 4r (four times as many cherries as raspberries)

3. We also know that the total number of fruits is 280:
b+r+g+c=280

4. Now, let’s write a Python function to solve this system of equations:

from sympy import symbols, Eqgq, solve
def solve_fruit_salad():

b, r, g, ¢ = symbols('b r g c")

eql = Eg(r, 2xb)

eq2 = Eq(g, 3xc)
eq3 = Eqg(c, 4x*r)
eqd = Eg(b + r + g + ¢, 280)

solution = solve((eql, eqg2, eg3, eqgd))

return f£"\\boxed{{{solution[c]l}}}"
print (solve_fruit_salad())

>>> output:
\boxed {64}

The answer is

Example Problem: Last summer 30% of the birds living on Town Lake were geese, 25% were
swans, 10% were herons, and 35% were ducks. What percent of the birds that were not swans were
geese?

Example Solution:
Let’s approach this step-by-step:

1. First, we need to calculate the percentage of birds that were not swans.

2. Then, we’ll calculate what percentage of this non-swan group were geese.

Here’s the Python code to solve this:

from sympy import Rational
def calculate_geese_percentage() :
# Total percentage of birds
total = 100
# Percentage of swans
swans = 25
# Percentage of non-swans
non_swans = total - swans
# Percentage of geese among all birds
geese = 30
# Calculate the percentage of geese among non-swans
geese_among_non_swans = Rational (geese, non_swans) * 100
# Simplify the fraction
result = geese_among_non_swans.simplify ()
return f£"\\boxed{{{result}}}"
print (calculate_geese_percentage ())

>>> output
\boxed {40}
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The answer is

Example Problem: At a twins and triplets convention, there were 9 sets of twins and 6 sets of triplets,
all from different families. Each twin shook hands with all the twins except his/her siblings and with
half the triplets. Each triplet shook hands with all the triplets except his/her siblings and with half the
twins. How many handshakes took place?

Example Solution:
Let’s approach this problem step-by-step:

1. Calculate the number of handshakes between twins

2. Calculate the number of handshakes between triplets

3. Calculate the number of handshakes between twins and triplets
4. Sum up all handshakes

Here’s the Python code to solve this:

from sympy import Rational
def calculate_handshakes () :
# Number of twins and triplets
twins = 9 x 2
triplets = 6 » 3
# Handshakes between twins
twin_handshakes = (twins * (twins - 2)) // 2 # Each twin shakes
hands with all but 1 other twin
# Handshakes between triplets
triplet_handshakes = (triplets * (triplets - 3)) // 2 # Each triplet
shakes hands with all but 2 other triplets
# Handshakes between twins and triplets
twin_triplet_handshakes = twins x triplets » Rational (1, 2) # Each
twin shakes hands with half the triplets
# Total handshakes
total_handshakes = twin_handshakes + triplet_handshakes +
twin_triplet_handshakes
return f£"\\boxed{{{int (total_handshakes)}}}"
print (calculate_handshakes())

>>> output
\boxed {441}

The answer is

A.11 SBSC PROMPT FOR AMC

You are given a math problem and you need to think of a stepwise approach/process to be followed to
solve the problem. Use sympy-based python code to codify each of these steps in sequential manner.
You must end each of your code snippet with a print statement followed by output in the next line.
Use the results from the output of the code snippets of each step and continue to the next step until
you finish the final step and solve the problem completely.

In each new code block, you must define the variables and symbols again based on the previous code
snippets or their outputs as suitable.

Use sympy in appropriate way, as and when required.

Once you complete the last step, write this line: ### END OF CODE

Then just print the final numeric answer (without any units) like this: The final answer is boxed{ }.
If the executed code snippet returns an error, use it to correct the current step’s code snippet. DO
NOT restart solving from Step 1.

Here are a few examples for your reference.

Example Problem: Small lights are hung on a string 6 inches apart in the order red, red, green,
green, green, red, red, green, green, green, and so on continuing this pattern of 2 red lights followed
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by 3 green lights. How many feet separate the 3rd red light and the 21st red light? Note: 1 foot is
equal to 12 inches.

Example Solution: Let’s solve this problem step by step using SymPy-based Python code.
Step 1: Define the pattern and calculate the number of lights in one complete pattern

from sympy import symbols, Rational

# Define the number of red and green lights in one pattern
red_lights_per_pattern = 2

green_lights_per_pattern = 3

# Calculate total lights in one pattern

lights_per_pattern = red_lights_per pattern + green_lights_per_ pattern
print (f"Number of lights in one complete pattern: {lights_per_pattern}")

>>> output:
Number of lights in one complete pattern: 5

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 2: Calculate the number of complete patterns between the 3rd and 21st red lights

from sympy import symbols, Rational

# Define the number of red lights we're considering

start_red_light = 3

end_red_light = 21

# Calculate the number of red lights between the 3rd and 21st (inclusive)

red_lights_between = end_red_light - start_red_ light + 1

# Calculate the number of complete patterns

complete_patterns = (red_lights_between - 1) // 2

print (f"Number of complete patterns between the 3rd and 21st red lights:
{complete_patterns}")

>>> output:
Number of complete patterns between the 3rd and 21st red lights: 9

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 3: Calculate the total number of lights between the 3rd and 21st red lights

from sympy import symbols, Rational

# Define the number of red and green lights in one pattern

red_lights_per_pattern = 2

green_lights_per_pattern = 3

lights_per_pattern = red _lights_per pattern + green_lights_per_ pattern

# Number of complete patterns

complete_patterns = 9

# Calculate total lights

total_lights = complete_patterns * lights_per_pattern + 1 # +1 for the
21st red light

print (f"Total number of lights between the 3rd and 21st red lights (
inclusive): {total_lights}")

>>> output:
Total number of lights between the 3rd and 21st red lights (inclusive):
46

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 4: Calculate the total distance in inches

from sympy import symbols, Rational
# Total number of lights
total_lights = 46

# Distance between lights in inches

distance_between_lights = 6
# Calculate total distance in inches
total_distance_inches = (total_lights - 1) * distance_between_lights

print (f"Total distance in inches: {total_distance_inches}")
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>>> output:
Total distance in inches: 270

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 5: Convert the distance from inches to feet

from sympy import symbols, Rational

# Total distance in inches

total_distance_inches = 270

# Convert inches to feet

inches_per_foot = 12

total_distance_feet = Rational (total_distance_inches, inches_per_ foot)
print (f"Total distance in feet: {total_distance_feet}")

>>> output:
Total distance in feet: 45/2

### END OF CODE

45
2

The final answer is

Example Problem: A fruit salad consists of blueberries, raspberries, grapes, and cherries. The fruit
salad has a total of 280 pieces of fruit. There are twice as many raspberries as blueberries, three times
as many grapes as cherries, and four times as many cherries as raspberries. How many cherries are
there in the fruit salad?

Example Solution: Let’s solve this problem step by step using SymPy-based Python code.
Step 1: Define the variables and set up the equations

from sympy import symbols, Eq, solve

# Define symbols for each type of fruit

b, r, g, ¢ = symbols('b r g c')

# Set up equations based on the given information

eql = Eg(b + r + g + ¢, 280) # Total pieces of fruit

eqg2 = Eq(r, 2+b) # Twice as many raspberries as blueberries
eg3 = Eg(g, 3%*c) # Three times as many grapes as cherries
eqg4 = Eq(c, 4*r) # Four times as many cherries as raspberries
print ("Equations:")

print (eql)

print (eg2)

print (eg3)

print (eg4)

>>> output:

Equations:

Eg(b + ¢ + g + r, 280)

Eq(r, 2+Db)

Eq(g, 3%c)

Eg(c, 4+*r)

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 2: Solve the system of equations

from sympy import symbols, Eqg, solve

# Define symbols for each type of fruit

b, r, g, ¢ = symbols('b r g c')

# Set up equations based on the given information

eql = Eg(b + r + g + ¢, 280) # Total pieces of fruit

eq2 = Eq(r, 2xb) # Twice as many raspberries as blueberries
eg3 = Eqg(g, 3*c) # Three times as many grapes as cherries
eqg4 = Egq(c, 4*r) # Four times as many cherries as raspberries

# Solve the system of equations
solution = solve((eql, eg2, eg3, eqg4))
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print ("Solution:")
print (solution)

>>> output:
Solution:
{b: 8, c: 64, g: 192, r: 16}

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.

Step 3: Extract the number of cherries from the solution

from sympy import symbols, Eq, solve

# Define symbols for each type of fruit

b, r, g, ¢ = symbols('b r g c')

# Set up equations based on the given information

eql = Eg(b + r + g + ¢, 280) # Total pieces of fruit

eqg2 = Eq(r, 2+b) # Twice as many raspberries as blueberries
eg3 = Eg(g, 3%c) # Three times as many grapes as cherries

eqg4 = Eq(c, 4*r) # Four times as many cherries as raspberries

# Solve the system of equations

solution = solve((eql, eg2, eg3, eg4))

# Extract the number of cherries

cherries = solution|c]

print (£f"The number of cherries in the fruit salad is: {cherries}")

>>> output:
The number of cherries in the fruit salad is: 64

END OF CODE The final answer is

Example Problem: Last summer 30% of the birds living on Town Lake were geese, 25% were
swans, 10% were herons, and 35% were ducks. What percent of the birds that were not swans were

geese?

Example Solution: Let’s solve this problem step by step using SymPy-based Python code.

Step 1: Define the percentages of each type of bird

from sympy import symbols, Rational
geese = Rational (30, 100)
swans = Rational (25, 100)
herons = Rational (10, 100)
ducks = Rational (35, 100)

print (f"Percentage of geese: {geese}")
print (f"Percentage of swans: {swans}")
print (f"Percentage of herons: {herons}")
print (f"Percentage of ducks: {ducks}")

>>> output:

Percentage of geese: 3/10
Percentage of swans: 1/4
Percentage of herons: 1/10
Percentage of ducks: 7/20

Let’s continue with the next steps to solve this problem. Step 2: Calculate the percentage of birds

that are not swans

from sympy import symbols, Rational

geese = Rational (30, 100)

swans = Rational (25, 100)

herons = Rational (10, 100)

ducks = Rational (35, 100)

not_swans = 1 - swans

print (f"Percentage of birds that are not swans: {not_swans}")

>>> output:
Percentage of birds that are not swans: 3/4
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Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 3: Calculate the percentage of geese among the birds that are not swans

from sympy import symbols, Rational

geese = Rational (30, 100)

swans = Rational (25, 100)

herons = Rational (10, 100)

ducks = Rational (35, 100)

not_swans = 1 - swans

geese_among_not_swans = geese / not_swans

print (f"Percentage of geese among birds that are not swans: ({
geese_among_not_swans}")

>>> output:
Percentage of geese among birds that are not swans: 2/5

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 4: Convert the fraction to a percentage

from sympy import symbols, Rational
geese = Rational (30, 100)
swans = Rational (25, 100)
herons = Rational (10, 100)
ducks = Rational (35, 100)

not_swans = 1 - swans
geese_among_not_swans = geese / not_swans
percentage = geese_among_not_swans x 100

print (f"Percentage of geese among birds that are not swans: {percentage}$s
H)

>>> output:
Percentage of geese among birds that are not swans: 40%

### END OF CODE
The final answer is

Example Problem: At a twins and triplets convention, there were 9 sets of twins and 6 sets of triplets,
all from different families. Each twin shook hands with all the twins except his/her siblings and with
half the triplets. Each triplet shook hands with all the triplets except his/her siblings and with half the
twins. How many handshakes took place?

Example Solution: Let’s solve this problem step by step using SymPy-based Python code.
Step 1: Define the given information

from sympy import symbols, Rational

# Number of sets of twins and triplets
twin_sets = 9

triplet_sets = 6

# Number of individuals

twins = twin_sets * 2

triplets = triplet_sets x 3

print (f"Number of twins: {twins}")

print (f"Number of triplets: {triplets}")

>>> output:
Number of twins: 18
Number of triplets: 18

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 2: Calculate handshakes between twins

from sympy import symbols, Rational
# Number of sets of twins and triplets
twin_sets = 9
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triplet_sets = 6

# Number of individuals

twins = twin_sets *x 2

triplets = triplet_sets x 3

# Handshakes between twins

twin_handshakes = (twins * (twins - 2)) // 2 # Each twin shakes hands
with all twins except self and sibling

print (f"Handshakes between twins: {twin_handshakes}")

>>> output
Handshakes between twins: 144

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 3: Calculate handshakes between triplets

from sympy import symbols, Rational

# Number of sets of twins and triplets
twin_sets = 9

triplet_sets = 6

# Number of individuals

twins = twin_sets * 2

triplets = triplet_sets % 3

# Handshakes between twins

twin_handshakes = (twins = (twins - 2)) // 2
# Handshakes between triplets
triplet_handshakes = (triplets * (triplets - 3)) // 2 # Each triplet

shakes hands with all triplets except self and two siblings
print (f"Handshakes between triplets: {triplet_handshakes}")

>>> output
Handshakes between triplets: 135

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 4: Calculate handshakes between twins and triplets

from sympy import symbols, Rational

# Number of sets of twins and triplets
twin_sets = 9

triplet_sets = 6

# Number of individuals

twins = twin_sets x 2

triplets = triplet_sets x 3

# Handshakes between twins

twin_handshakes = (twins = (twins - 2)) // 2
# Handshakes between triplets
triplet_handshakes = (triplets * (triplets - 3)) // 2

# Handshakes between twins and triplets

twin_triplet_handshakes = twins x (triplets // 2) # Each twin shakes
hands with half the triplets

print (f"Handshakes between twins and triplets: {twin_triplet_handshakes}"

)

>>> output:
Handshakes between twins and triplets: 162

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 5: Calculate the total number of handshakes

from sympy import symbols, Rational

# Number of sets of twins and triplets
twin_sets = 9

triplet_sets = 6

# Number of individuals

twins = twin_sets x 2

43



Published as a conference paper at ICLR 2025

triplets = triplet_sets % 3
# Handshakes between twins

twin_handshakes = (twins = (twins - 2)) // 2
# Handshakes between triplets
triplet_handshakes = (triplets * (triplets - 3)) // 2

# Handshakes between twins and triplets

twin_triplet_handshakes = twins * (triplets // 2)

# Total handshakes

total_handshakes = twin_handshakes + triplet_handshakes +
twin_triplet_handshakes

print (f"Total number of handshakes: {total_handshakes}")

>>> output
Total number of handshakes: 441

### END OF CODE
The final answer is

A.12 SBSC PROMPT FOR AIME

You are given a math problem and you need to think of a stepwise approach/process to be followed to
solve the problem. Use sympy-based python code to codify each of these steps in sequential manner.
You must end each of your code snippet with a print statement followed by output in the next line.
Use the results from the output of the code snippets of each step and continue to the next step until
you finish the final step and solve the problem completely.

In each new code block, you must define the variables and symbols again based on the previous code
snippets or their outputs as suitable.

Use sympy in appropriate way, as and when required.

Once you complete the last step, write this line: ### END OF CODE

Then just print the final numeric answer (without any units) like this: The final answer is boxed{ }.
If the executed code snippet returns an error, use it to correct the current step’s code snippet. DO
NOT restart solving from Step 1.

Here are a few examples for your reference.

Example Problem: A frog begins at P, = (0,0) and makes a sequence of jumps according to
the following rule: from P,, = (z,, y»), the frog jumps to P, 11, which may be any of the points
(n +T,yn +2), (xn +2,yn +7), (xn — 5, yn — 10), or (2, — 10,y, — 5). There are M points
(x,y) with |z| + |y| < 100 that can be reached by a sequence of such jumps. Find the remainder
when M is divided by 1000.

Example Solution: Let’s approach this problem step by step using SymPy-based Python code.
Step 1: Import necessary libraries and define the jump rules

from sympy import symbols, Abs

import numpy as np

# Define the possible jumps from any position (x, V)
def jumps(x, Vy):

return [
(x + 7, v + 2), # Jump by (7, 2)
(x + 2, v +7), # Jump by (2, 7)
(x - 5, y - 10), # Jump by (-5, -10)
(x — 10, y — 5) # Jump by (=10, -5)

]

print ("Jump rules defined.")

>>> output
Jump rules defined.

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 2: Implement a breadth-first search to find all reachable points
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from sympy import symbols, Abs

import numpy as np

from collections import deque

# Reuse the jumps function to define possible moves
def jumps (x, V):

return [
(x+ 7, vy +2),
(x + 2, v +17),
(x = 5, v - 10),
(x — 10/ Y—5)

]
# Define the breadth-first search (BFS) function

def bfs():
queue = deque ([ (0, 0)]) # Start BFS from the point (0, 0)
visited = set ([(0, 0)]) # Keep track of visited points to avoid
reprocessing

# Process each point in the queue
while queue:
X, y = queue.popleft ()
for nx, ny in jumps(x, y): # Try all possible jumps from the
current point
if (nx, ny) not in visited and abs(nx) + abs(ny) <= 100:
visited.add ((nx, ny)) # Mark the new point as visited
queue.append ( (nx, ny)) # Add the new point to the queue
to explore further
return len(visited) vy
M = bfs()
print (f"Number of reachable points (M): {M}")

>>> output:
Number of reachable points (M): 1373

Let’s continue with the final step to solve this problem. Step 3: Calculate the remainder when M is
divided by 1000

from sympy import symbols, Abs

import numpy as np

M = 1373 # M _value from previous step

# Find the remainder when M is divided by 1000

remainder = M % 1000
print (f"Remainder when M is divided by 1000: {remainder}")

>>> output
Remainder when M is divided by 1000: 373

### END OF CODE
The final answer is

Example Problem: The AIME Triathlon consists of a half-mile swim, a 30-mile bicycle ride, and
an eight-mile run. Tom swims, bicycles, and runs at constant rates. He runs fives times as fast as he
swims, and he bicycles twice as fast as he runs. Tom completes the AIME Triathlon in four and a
quarter hours. How many minutes does he spend bicycling?

Example Solution: Let’s solve this problem step by step using SymPy-based Python code.
Step 1: Define the variables and set up the basic equations

from sympy import symbols, Eqg, solve

# Define variables

s, b, r = symbols('s b r'") # s: swim speed, b: bike speed, r: run speed
# Set up equations based on the given information

eqgl = Eq(r, 5+s) # Tom runs 5 times as fast as he swims

eqg2 = Eq(b, 2xr) # Tom bicycles twice as fast as he runs

print ("Equation 1:", eql)

print ("Equation 2:", eqg2)
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>>> output
Equation 1: Eqg(r, 5xs)
Equation 2: Eqg(b, 2xr)

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 2: Set up the equation for the total time

from sympy import symbols, Eq, solve

# Reuse earlier code

s, b, r = symbols('s b r'")

egl = Eqg(r, 5*s)

eg2 = Eqg(b, 2*r)

# Total time equation (in hours)

total_time = 0.5/s + 30/b + 8/r #The AIME Triathlon consists of a half-
mile swim, a 30-mile bicycle ride, and an eight-mile run.

eq3 = Eg(total_time, 4.25) # Total time is 4.25 hours

print ("Total time equation:", eqg3)

>>> output:
Total time equation: Eq(0.5/s + 8/r + 30/b, 4.25)

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 3: Substitute the relationships between speeds into the total time equation

from sympy import symbols, Eqg, solve, simplify

# Resue earlier code

s, b, r = symbols('s b r'")

eql = Eg(r, 5xs)

eq2 = Eq(b, 2xr)

total_time = 0.5/s + 30/b + 8/r

eg3 = Eg(total_time, 4.25) # Total time is 4.25 hours
# Substitute r and b in terms of s to simplify the equation
eg3_substituted = eg3.subs ([ (r, 5*s), (b, 10%s)])
eg3_simplified = simplify(egq3_substituted)

print ("Simplified equation:", eg3_simplified)

>>> output:
Simplified equation: Eqg(5.1/s, 4.25)

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 4: Solve for the swim speed (s)

from sympy import symbols, Eq, solve, simplify

# Redefine variables

s, b, r = symbols('s b r') # s: swim speed, b: bike speed, r: run speed
# Simplified equation from previous step

eq3_simplified = Eg(5.1/s, 4.25)

# Solve for s

s_solution = solve(eqg3_simplified, s)

print ("Swim speed (s):", s_solution[0])

>>> output
Swim speed (s): 1.20000000000000

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 5: Calculate the bike speed (b)

from sympy import symbols, Eq, solve, simplify

# Redefine variables

s, b, r = symbols('s b r') # s: swim speed, b: bike speed, r: run speed
# Swim speed from previous step

s_value = 1.20000000000000

# Calculate bike speed
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b_value = 10 * s_value # b = 2r = 2(5s) = 10s
print ("Bike speed (b):", b_value)

>>> output
Bike speed (b): 12.0

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 6: Calculate the time spent bicycling

from sympy import symbols, Eq, solve, simplify

# Redefine variables

s, b, r = symbols('s b r') # s: swim speed, b: bike speed, r: run speed
# Bike speed from previous step

b_value = 12.0

# Calculate time spent bicycling

bike_distance = 30 # miles

bike_time = bike_distance / b_value # hours

# Convert to minutes

bike_time_minutes = bike_time * 60

print ("Time spent bicycling (in minutes) :", bike_time_minutes)

>>> output
Time spent bicycling (in minutes): 150.0

### END OF CODE
The final answer is

Example Problem: Let .S be the increasing sequence of positive integers whose binary representation
has exactly 8 ones. Let IV be the 1000th number in S . Find the remainder when [V is divided by
1000

Example Solution: Let’s solve this problem step by step using SymPy-based Python code.

Step 1: Import necessary libraries and define a function to count ones in binary representation

from sympy import symbols, binomial

import math

# Function to count the number of 'l's in the binary representation of a
number

def count_ones (n) :
return bin(n).count ('1l") # Convert n to binary and count occurrences
of '1'

print ("Function to count ones in binary representation defined.")

>>> output:
Function to count ones in binary representation defined.

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 2: Find the smallest number in the sequence S

from sympy import symbols, binomial

import math

# Reuse the function to count the number of 'l's in binary

def count_ones(n) :
return bin(n).count ('1")

# The smallest number in the sequence S is represented by 8 consecutive
'l's in binary

smallest_number = int('1l' = 8, 2) # Convert '11111111"'" (binary) to
decimal

print (f"The smallest number in sequence S is: {smallest_number}")

>>> output
The smallest number in sequence S is: 255

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 3: Find the largest number in the sequence S
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from sympy import symbols, binomial

import math

# Reuse the function to count the number of 'l's in binary

def count_ones(n) :
return bin(n) .count ('1")

smallest_number = int ('1l' * 8, 2)

# The largest number in sequence S is represented by 8 consecutive 'l's
followed by 24 '0O's

largest_number = int('l' = 8 + '0' * 24, 2) # Convert
'11111111000000000000000000000000" to decimal

print (f"The largest number in sequence S is: {largest_number}")

>>> output
The largest number in sequence S is: 4278190080

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 4: Calculate the total number of elements in sequence S

from sympy import symbols, binomial

import math

def count_ones (n)
return bin(n).count ('1")

smallest_number = int ('1l' * 8, 2)

largest_number = int ('1'" = 8 + '0' x 24, 2)

# Calculate the total number of elements in sequence S using binomial (32,
8)

# This represents the number of ways to choose 8 positions out of 32 bits
to set to '1l'

total_elements = binomial (32, 8)

print (f"The total number of elements in sequence S is: {total_elements}")

>>> output
The total number of elements in sequence S is: 10518300

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 5: Find the 1000th number in sequence S

from sympy import symbols, binomial
import math
#Reuse all earlier code
def count_ones(n) :
return bin(n) .count ('1")
smallest_number = int ('1l' * 8, 2)
largest_number = int ('1l' « 8 + '0' % 24, 2)
total_elements = binomial (32, 8)
# Find the 1000th number in the sequence
count = 0 # Initialize a counter for the sequence
N = smallest_number # Start from the smallest number in S
# Iterate through numbers and check for 8 'l's in the binary

representation
while count < 1000:
if count_ones (N) == 8: # If the current number has exactly 8 'l's
count += 1 # Increment the count
if count == 1000: # Stop if we've found the 1000th number
break

N += 1 # Move to the next number
print (f"The 1000th number (N) in sequence S is: {N}")

>>> output
The 1000th number (N) in sequence S is: 7032

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 6: Calculate the remainder when N is divided by 1000

from sympy import symbols, binomial
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import math
def count_ones(n) :
return bin(n) .count ('1")
N = 7032 # From the previous step
# Calculate the remainder when N is divided by 1000
remainder = N % 1000
print (f"The remainder when N is divided by 1000 is: {remainder}")

>>> output
The remainder when N is divided by 1000 is: 32

### END OF CODE
The final answer is

Example Problem: Two geometric sequences a1, as, as, ... and by, ba, bs, . . . have the same com-
mon ratio, with a; = 27 b1 = 99, and a5 = b11 . Find ag

Example Solution: Let’s solve this problem step by step using SymPy-based Python code.
Step 1: Define the variables and set up the initial conditions

from sympy import symbols, Eq, solve

# Define symbols

r = symbols('r") # common ratio

al, bl = 27, 99 # first terms of sequences a and b
print (f"al = {al}, bl = {b1l}")

print ("Common ratio is represented by r")

>>> output
al = 27, bl = 99
Common ratio is represented by r

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 2: Set up the equation for al5 =bl1

from sympy import symbols, Eqgq, solve
# Redefine symbols

r = symbols('r")

al, bl = 27, 99

# Set up the equation al5 = bll

eq = Egq(al x rx+14, bl x r*x%10)
print ("Equation: al5 = bll")

print (f"Symbolically: {eq}l")

>>> output
Equation: al5 = bll
Symbolically: Eq(27+xr*%14, 99xr*x10)

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 3: Solve the equation for r

from sympy import symbols, Eq, solve
# Redefine symbols

r = symbols('r")

al, bl = 27, 99

# Set up the equation al5 = bll

eq = Eg(al x rx%x14, bl x rx%10)

# Solve for r

solution = solve(eqg, r)

print ("Solutions for r:")

print (solution)

>>> output

Solutions for r:
[0, —11x*(1/4)*3xx(3/4)/3, 11**(1/4)*3%*(3/4)/3]
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Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 4: Identify the correct value for r

from sympy import symbols, Eq, solve, N
# Reuse earlier code

r = symbols('r")

al, bl = 27, 99

eq = Eg(al » rxx14, bl * r*x*10)

solution = solve(eq, r)
# The correct value for r is the positive real solution
r_value = max(sol for sol in solution if sol.is_real)

print (f"The common ratio r is: {N(r_value, 6)}")

>>> output
The common ratio r is: 1.38378

Let’s continue with the next steps to solve this problem and leveraging the outputs of previous steps.
Step 5: Calculate a9

from sympy import symbols, Eg, solve, N

# Reuse earlier code

r = symbols('r")

al, bl = 27, 99

eq = Eg(al x rx%x14, bl x rxx10)

solution = solve(eq, r)

r_value = max(sol for sol in solution if sol.is_real)
# Calculate a9

a9 = al * r_valuex=*8

print (f"a9 = {N(a9, 10)}")

>>> output
a9 = 363.0000000

### END OF CODE

The final answer is

A.13 RESULTS WITH STANDARD DEVIATIONS

We present the main table results along with standard deviation scores in Table

Table 17: Benchmarking SBSC against different math reasoning methods across three datasets.

We report average accuracy over 3 runs with standard deviation within parentheses. Best result in each

setting is highlighted in bold and second best is underlined. Absolute improvement in performance
by SBSC over the previous best method in each setting is indicated in subscript.

Method AMC AIME MathOdyssey Olympiad Bench
greedy maj@7  greedy maj@7 greedy maj@7 greedy maj@7
Claude-3.5-Sonnet
COT 31.16 (£1.0) 35.79 9.09 (+1.0) 1091 11.89 (£0.6) 16.89 39.35 (£0.47) 42.46
PAL 35.79 (£1.0) 36.42 27.48 (+0.6) 28.79 27.23 (£0.6) 31.01 41.07 (£0.82) 44.44
TIR-ToRA 38.59 (£0.6) 43.16 24.64 (£3.2) 26.67 27.23 (£0.6) 32.43 47.69 (£0.47) 50.60
SBSC (Ours) 49.33 (+3.1)1107 -16.2 3545 (£1.7)rs  -16.7 39.86 (+1.0)112.6 -174 5331 (£0.94)156  -1o7
GPT-40

COT 35.94 (£0.6) 37.47 10.39 (+2.1) 12.12 13.51 (£1.0) 17.57 41.80 (£1.89) 47.22
PAL 36.48 (£0.6) 38.11 24.63 (£0.6) 26.97 15.74 (£0.6) 20.27 41.67 (£2.16) 46.43
TIR-ToRA 37.33 (£2.5) 40.42 2242 (£1.7) 25.45 19.59 (£2.6) 23.64 43.32 (£1.70) 49.61
SBSC (Ours)  44.55 (£0.6)17.2  -pa1 30.7 (£1.1)161  -13.7 26.55 (£1.1)47 -12.9 48.74 (£1.89))15.4  -10.87

A.14 LEAST-TO-MOST PROMPTING
Least-to-Most (L2M) (Zhou et al} [2022) is a two-stage prompting strategy where the aim is: in

first stage, to break down a complex problem into a series of simpler subproblems and then, in
second stage, solve these predefined subproblems. PAL (Gao et al.,|2022) reported a L2M version
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of PAL in their work. We follow the reported prompts and replicate it by designing exemplars for
both the stages. We find L2ZM-PAL inherits the same issues that PAL & TIR-TORA has. L2M-PAL
comes up with entire sub-problems at once and also its uses single program-block to solve those
sub-problems. SBSC dynamically generates the next sub-task and the corresponding program to solve
it leveraging the previous turns results. In Table[T8] we show the results obtained from L2M + PAL
using Claude-3.5-Sonnet on our AMC and AIME test datasets. Even after allowing self-correction for
stage 2 with max turns n=15, L2M-PAL approaches PAL scores. Hence for our main results, we stick
to PAL & TIR-ToRA along with self-consistency (Shao et al.,|2024)) due to resource optimisation and
wide adaption of those prompting strategies for math-problem solving.

Table 18: Least-to-Most Prompting results on AIME and AMC

Method AMC AIME
greedy maj@7 greedy maj@7

COT 31.16 35.79 9.09 10.91
PAL 35.79 36.42 27.48 28.79
L2M-PAL (n=1) 3347 38.53 25.45 28.79
L2M-PAL (n=15) 34.32 25.45

TIR-ToRA 38.59 43.16 24.64 26.67
SBSC (Ours) 49331107 —16.2 3545:8  —16.7
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