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Abstract

Task-Oriented Parsing (TOP) enables conversa-001
tional assistants to interpret user commands ex-002
pressed in natural language, transforming them003
into structured outputs that combine elements004
of both natural language and intent/slot tags.005
Recently, Large Language Models (LLMs) have006
achieved impressive performance in synthe-007
sizing computer programs based on a natural-008
language prompt, mitigating the gap between009
natural language and structured programs. Our010
paper focuses on harnessing the capabilities of011
LLMs for semantic parsing tasks, addressing012
the following three key research questions: 1)013
How can LLMs be effectively utilized for seman-014
tic parsing tasks? 2) What defines an effective015
prompt? and 3) How can LLM overcome the016
length constraint and streamline prompt design017
by including all examples as prompts? We intro-018
duce k Nearest Neighbor In-Context Learning019
(kNN-ICL), which simplifies prompt engineer-020
ing by allowing it to be built on top of any de-021
sign strategy while providing access to all demo022
examples. Extensive experiments show that: 1)023
Simple ICL without kNN search can achieve024
a comparable performance with strong super-025
vised models on the TOP tasks, and 2) kNN-026
ICL significantly improves the comprehension027
of complex requests by seamlessly integrating028
ICL with a nearest-neighbor approach. Notably,029
this enhancement is achieved without the need030
for additional data or specialized prompts.031

1 Introduction032

Task-Oriented Parsing (TOP), which aims to trans-033

late the natural-language commands from users034

into specific actions, such as booking a restaurant,035

is an essential component in conversational sys-036

tems (Chen et al., 2020; Budzianowski et al., 2018;037

Wu et al., 2023). Over the past few years, a wide038

range of methods have been developed, ranging039

from rule-based methods (Zelle and Mooney, 1996;040

Dong and Lapata, 2018) to neural program syn-041

thesis methods (Shin et al., 2019; Mansimov and042

Utterance: Driving directions to the Eagles game
Semantic Parse Tree Representation:

API: 
GET_DIRECTIONS ( DESTINATION = 
                                           GET_EVENT (NAME_EVENT = “ Eagles “),
                                    CAT_EVENT = “ game “ )

Driving directions to SL:DESTINATION

IN:GET_EVENT

SL:NAME_EVENT

Eagles

SL:CAT_EVENT

game

IN: GET_DIRECTIONS

the

Figure 1: Reduction of an utterance from Topv2 with
semantic parse tree to Python style API.

Zhang, 2022; Drozdov et al., 2022). 043

The recent advancements in TOP involve for- 044

mulating the task as a sequence-to-sequence prob- 045

lem, relying on a wealth of labeled data. This pro- 046

cess typically entails feeding user utterances into 047

Transformer models (Liu et al., 2019; Devlin et al., 048

2018; Raffel et al., 2020) and designing specialized 049

Transformer architectures to generate structured 050

outputs that combine natural language with intent 051

and slot tags like "IN:" and "SL:". Some alternative 052

approaches attempt to reframe TOP as conventional 053

tasks, such as canonical paraphrasing (Shin et al., 054

2021) and abstractive question answering (Zhao 055

et al., 2022). These approaches aim to reduce the 056

model’s burden by eliminating the need to ratio- 057

nalize non-linguistic labels that were not part of 058

pre-training. However, in real-world scenarios, ob- 059

taining high-quality training examples with expert 060

annotations can be challenging. Additionally, API 061

documentation, which contains valuable informa- 062

tion, often remains underutilized within the fine- 063

tuning paradigm. 064

On the contrary, Large Language Models (LLMs) 065

excel in challenging few-shot scenarios, where they 066

only need a few examples to generate the desired 067

output and can also understand extensive API doc- 068
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umentation. In this paper, we delve into an exam-069

ination and analysis of the performance of ICL070

in the context of TOP. Besides, following a com-071

prehensive review of prompt design strategies, we072

introduce kNN-ICL, which offers adaptable inte-073

gration with any prompt design strategy, further074

augmenting model performance.075

We conducted experiments using three repre-076

sentative models: GPT-Neox-20B (Black et al.,077

2022), CodeGen-16B-Multi (Shin et al., 2019), and078

Codex (Chen et al., 2021) code-davinci-002 to as-079

sess the performance of LLMs in TOP. Our re-080

search revolves around three key questions:081

Question 1: How can we effectively leverage082

LLMs for TOP tasks? We transform TOP into083

a code generation task, mapping semantic parse084

trees to Python code (referred to as ‘API’ hereafter)085

to align with LLMs’ output format, as shown in086

Figure 1.087

Question 2: What constitutes proper prompt088

design for TOP using LLMs? We analyze ICL089

performance under various prompt design strate-090

gies, including factors: API documentation and ex-091

emplar selection methods. Our findings include:092

API documentation benefits the more powerful093

CODEX model but can be distracting for the less-094

capable CODEGEN and GPT-NEOX models. Un-095

supervised demo selection proves most effective096

with ICL, thanks to its flexibility in capturing se-097

mantically similar examples holistically.098

Question 3: How can we overcome the LLM’s099

length constraint and simplify prompt design by100

including all examples as prompts? Instead of101

solely focusing on LLM performance through com-102

plex prompt design strategies, we draw inspiration103

from the retrieval language model approach (Khan-104

delwal et al., 2019, 2021) and introduce kNN-ICL.105

kNN-ICL enables LLMs to access all available106

demo exemplars during inference, harnessing syn-107

ergy between the copy mechanism and the labeling108

task. We tackle two key challenges. First, how to in-109

fuse TOP knowledge into LLMs, considering their110

limited domain expertise due to the scarcity of la-111

beled data? We address this by including a few112

demos as kNN-ICL prompts, guiding LLMs to113

follow the desired output pattern. Second, how to114

retrieve the nearest neighbor when there’s a repre-115

sentation discrepancy between the kNN-ICL data-116

store and the LLM prompt? To address this chal-117

lenge, instead of using the hidden state ht directly118

from the LLM as the current step representation,119

we utilize a combination of the target utterance and 120

previously generated words from the LLM at time 121

step t. This ensures consistency in representation 122

between the kNN-ICL datastore and LLMs, offer- 123

ing flexibility in adapting to various prompt design 124

strategies. 125

In summary, our contributions can be distilled 126

into three key aspects: 1). We examine prompt de- 127

sign strategies for LLMs in the context of TOP 128

by framing TOP as a code generation task. We 129

conclude that similarity-based demo selection is ef- 130

fective for both black-box and open-source models, 131

with stronger LLMs benefiting more from docu- 132

mentation; 2). We introduce kNN-ICL to address 133

the length constraints of LLMs, offering flexibility 134

to integrate with any prompt design strategy; and 135

3). Extensive experimental results showcase that 136

kNN-ICL can enhance the generation of better- 137

nested API structures by leveraging guidance from 138

nearest neighbors. 139

2 Methodology 140

In this section, we outline the methodology em- 141

ployed in this study. Our approach consists of two 142

key components: (1) Prompt Design for Seman- 143

tic Parsing (Section 2.3): We begin by crafting an 144

effective prompt for TOP. This involves varying 145

two crucial elements within the prompt: API doc- 146

umentation and exemplar selection strategies. (2) 147

Integration with kNN-ICL (Section 2.4): we then 148

integrate all the exemplars to LLM in kNN-ICL. 149

This integration allows us to harness the collective 150

knowledge from all exemplars within the demo 151

pool, enhancing the generation of the semantic 152

parse API. 153

2.1 Preliminaries 154

In-Context Learning (ICL), which involves no pa- 155

rameter updates or fine-tuning for downstream 156

tasks, has demonstrated competitiveness across 157

multiple Natural Language Understanding (NLU) 158

and Natural Language Generation (NLG) tasks. 159

Typically, prompts are designed as task instruc- 160

tions, often comprising a few exemplars paired with 161

input-output examples retrieved from a demo pool. 162

However, due to the limited input length of LLMs, 163

the number of exemplars is constrained. 164

More recently, the concept of retrieval language 165

models (Khandelwal et al., 2019; Borgeaud et al., 166

2022) has emerged. In this paradigm, language 167

models have access to extensive corpora and em- 168
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Figure 2: An illustration of kNN-ICL at decoding time step t. The input to LLM is the user utterance “Driving di-
rections to the Eagles game” combined with the previously generated output “GET_DIRECTIONS ( DESTINATION
=”. The target token “GET_EVENT” is generated as output.

ploy explicit memory mechanisms for text gener-169

ation. This approach has proven to enhance the170

capabilities of language models significantly.171

2.2 Reduction to Code Generation172

We utilize pre-trained code style knowledge, as173

found in models like CODEX, CODEGEN, and174

GPT-NEOX, trained on extensive code style cor-175

pora. We transform the API representations into176

Python code style, mapping the root node’s intent177

name from the TOP semantic parse tree to the out-178

ermost Python function name. The tree branches179

serve as variable-value pairs within the Python180

function structure, enabling effective use of pre-181

trained code style knowledge.182

2.3 Prompt Design for Semantic Parsing183

The fundamental prompt design for TOP184

consists of three core elements: “[API185

documentation]+[exemplars]+[target186

utterance].” The target utterance represents187

the expected prediction by the LLMs, based on the188

provided prompt. We will delve into the first two189

components in the subsequent discussion.190

2.3.1 API Documentation191

In each domain, the API name, which includes192

intent and slot names from the TOP dataset, is rep-193

resented symbolically, like GET_LOCATION. The194

API document or description offers natural lan-195

guage explanations of the domain service, aiding196

pre-trained LLMs in comprehension.197

2.3.2 Demo Selection198

We explore three exemplar selection strategies.199

Random Selection Exemplars are randomly drawn200

from the demo pool to create the prompt.201

Unsupervised Selection with SentenceBERT Uti-202

lizing SentenceBERT, we generate sentence-level203

embeddings for both the target utterance and all 204

exemplar utterances. We rank the cosine similar- 205

ity scores for all demos in the pool and select the 206

top-k most similar exemplars. In experiments, we 207

set the number of exemplars (m) to 10 for all three 208

models. 209

Supervised Selection with Paraphrasing In con- 210

trast to SentenceBERT, we train a more precise 211

classifier to rank utterances based on the similarity 212

at the outermost intent level. We frame the simi- 213

larity ranking as a paraphrasing task. To construct 214

pairwise data for the paraphrase model, we label 215

[a, b] as True if a and b share the same intent 216

name from a parent node of the semantic parse tree, 217

where b is sampled from the demo pool. For each 218

utterance a, the ratio of constructed True pairs to 219

False pairs is 1 to 5. During inference, we use 220

the probability of predicting the label True as the 221

ranking score. 222

2.4 k-Nearest Neighbour In-Context Learning 223

LLMs face a limitation in fully utilizing the exem- 224

plar information from the demo pool, making the 225

demo selection strategy a critical factor influenc- 226

ing generation quality for ICL. Here, we introduce 227

a comprehensive model, kNN-ICL, designed to 228

enable ICL to consider all demo exemplars from 229

the demo pool, irrespective of the length constraint 230

imposed by LLMs. 231

An Overview of kNN-ICL is shown in Figure 2: 232

kNN-ICL leverages both LLMs’ predictions and k 233

nearest neighbor search to generate the final predic- 234

tion. This involves probability distribution over the 235

LLMs’ vocabulary during the decoding process and 236

the retrieval of the top-k nearest neighbors from the 237

datastore. 238

A challenge for kNN-ICL arises from the need 239

to copy a span from the target utterance as a slot 240
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value, a requirement of the TOP task. Unfortu-241

nately, traditional kNN-LM (Khandelwal et al.,242

2019) or kNN-MT (Khandelwal et al., 2020) meth-243

ods do not naturally support this. Furthermore, the244

constrained size of the demonstration pool may245

not encompass all potential slot values during the246

inference process. To tackle these challenges, we247

undertake the following steps:248

LLM prompt kNN-ICL bridges the informa-249

tion formality gap between LLM and the data-250

store. ICL has demonstrated promising copying251

ability from target utterances. Hence, we prompt252

the LLMs with a combination of exemplars and253

the target utterance to compensate for the limited254

datastore records, ensuring that the slot value is255

grounded in the target utterance.256

Datastore Creation We create a datastore offline,257

comprising multiple key-value pairs. The key repre-258

sents the contextualized representation of the input259

sentence encoded by LLM, and the value corre-260

sponds to the subsequent token of the input sen-261

tence. Given a set of training contexts denoted as262

C and a target represented as T , the formulation of263

the datastore D is as follows:264

D
def
= (K,V) = {(f(ci), ti)|
∀ci ∈ C,∀ti ∈ T, (ci, ti) ∈ (C, T )}

(1)265

For each example in the training set, we store multi-266

ple datastore records containing only tokens corre-267

sponding to the semantic parsing labels as targets.268

Similarity Search Another challenge arises be-269

cause the hidden state produced by LLM at time270

step t resides in a different representation space271

than the datastore. To address this, at time step t272

when generating token yt, we calculate the current273

hidden state representation as a combination of the274

target utterance s and the previously generated API275

tokens y1...i−1. This alignment ensures compatibil-276

ity with the datastore representation space. Given277

the limited size of the datastore in TOP, the distri-278

bution of retrieved k nearest neighbors tends to be279

skewed. To mitigate overfitting to the most simi-280

lar retrieval, we introduce a temperature parameter281

Temp to flatten the distribution.282
283

pkNN (yt|c, y1:t−1) ∝284 ∑
(kj ,vj)∈N

1yt=vj exp

(
−Dis(kj , f(c, y1:t−1))

Temp

)
(2)

285

Interpolation The decoding process involves in- 286

terpolating the k nearest neighbor from the datas- 287

tore with the language model distribution. To en- 288

able the model to accurately predict slot values by 289

copying spans from the target utterance, we employ 290

the full vocabulary from LLM rather than restrict- 291

ing it to the intersection between LLM vocabulary 292

and the k nearest neighbor vocabulary. 293
294

p(yt|x, y1:t−1) = λpkNN (yt|c, y1:t−1) 295

+ (1− λ)plm(yt|x, y1:t−1) (3) 296

kNN-ICL vs. kNN-MT kNN-ICL is a generaliza- 297

tion of kNN-MT for conditional generation tasks 298

using In-Context Learning (ICL), seamlessly inte- 299

grating with LLMs. It introduces some significant 300

differences compared to kNN-MT. First, the LLM 301

conditions not only on the source sequence but also 302

on the provided prompt, which typically includes 303

a few selected demonstrations. This enables the 304

LLM to align more closely with the pattern of the 305

target demonstration. Second, while the datastore 306

in kNN-MT is constructed solely from the source 307

and target mappings, the LLM produces representa- 308

tions that are conditioned on the entire prompt and 309

target. This results in a discrepancy when selecting 310

the k nearest neighbors. To address this, we rely 311

on representations derived from both the source 312

and the previously generated tokens in the target to 313

ensure consistency during similarity search. 314

3 Experiments 315

In this section, we address the following key 316

research questions through our experiments: (1) 317

What constitutes an effective prompt design to en- 318

hance the performance of LLMs? (2) How does 319

ICL compare to state-of-the-art supervised models 320

on TOP tasks? (3) What impact does kNN-ICL, 321

which incorporates all available demo examples 322

from the demo pool through interpolation, have on 323

prediction quality? 324

3.1 Dataset, LLMs, and Evaluation 325

We conduct experiments on the TOPv2 326

dataset (Chen et al., 2020), an extension of 327

the TOP (Gupta et al., 2018) dataset designed for 328

voice assistants. TOPv2 encompasses 8 domains, 329

including 6 new additions, providing a diverse 330

range of task-oriented semantic parsing examples. 331

Due to the resource-intensive nature of running 332

LLMs, we select 4 representative domains for 333

our testing: Navigation, Reminder, Alarm, and 334
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Exemplars Doc GPT-NEOX CODEGEN CODEX

Random ✗ 2.02 3.54 19.20
Unsupervised ✗ 6.23 10.27 36.03

Supervised ✗ 4.04 9.60 37.54

Random ✓ 1.68 3.37 26.43
Unsupervised ✓ 4.04 7.91 39.23

Supervised ✓ 4.04 9.43 41.25

Table 1: Exact Match results for TOPv2 dataset on
Navigation domain using LLMs with varying prompt
components.

Weather. These domains were chosen based on335

their complexity, with Navigation and Reminder336

representing more intricate domains with complex337

nested semantic parses and a larger number of338

intent slot names, while Alarm and Weather339

offer relatively simpler examples with fewer340

complexities in terms of intent and slot names.341

For our experiments, we employ GPT-342

Neox-20B (Black et al., 2022), CodeGen-16B-343

Multi (Shin et al., 2019), and Codex (Chen et al.,344

2021) (code-davinci-002) to assess the345

performance of LLMs in ICL. GPT-Neox and346

CodeGen models are publicly available and can be347

hosted locally, whereas Codex is accessible solely348

through a commercial API provided by OpenAI.349

Codex cannot be downloaded and implemented350

directly with our proposed method kNN-ICL.351

Hence, we employ CodeGen and GPT-Neox for352

experimenting with kNN-ICL.353

We evaluate model performance using exact354

match criteria, where a prediction is considered355

correct (scored as 1) if it matches the ground-truth356

precisely and incorrect (scored as 0) if there is any357

discrepancy between the prediction and the ground-358

truth. This evaluation metric disregards the order359

of the semantic parse tree branches, focusing solely360

on the correctness of the prediction.361

3.2 Baselines362

We consider three sets of baselines. Supervised363

State-of-the-Art Models: To establish a perfor-364

mance benchmark for LLMs on TOP, we include365

supervised state-of-the-art models. RINE (Man-366

simov and Zhang, 2022) introduces a recursion367

insertion-based encoder tailored for TOP, breaking368

the task into smaller steps where each step predicts369

either an intent or slot name along with its starting370

and ending positions. CodeT5 (Wang et al., 2021),371

a unified pre-trained encoder-decoder model based372

on T5, showcases strong performance in code gen-373

eration tasks. ICL: Unless specified otherwise, we 374

will use ICL with randomly selected demos as the 375

prompt. kNN-LM: In this baseline, we use kNN- 376

LM without the inclusion of exemplar prompts for 377

LLMs. 378

3.3 Implementation Details 379

For ICL, we utilize 10 exemplars to construct the 380

prompt for LLMs. In the case of kNN-ICL, we 381

explore a range of parameter values, including tem- 382

perature (chosen from 50, 100, 200, 300, 400, 500), 383

interpolation weight (selected from 0.1, 0.3, 0.5, 384

0.7), and the number of neighbors (picked from 385

20, 100, 1000). We conduct an exhaustive search 386

for the best parameter combinations within each 387

domain. We use FAISS (Johnson et al., 2019), an 388

open-source library for fast nearest-neighbor re- 389

trieval in high dimensional spaces. 390

Our experiments are conducted on machines 391

equipped with 8 Tesla V100 GPUs, each with 392

16GB of memory. In the context of kNN-ICL, the 393

inference batch size is set to 3 for CODEGEN and 394

1 for GPT-NEOX, respectively. 395

To assess kNN-ICL’s performance, we estab- 396

lish the SPIS10 data split for each domain, where 397

each domain comprises a maximum of 10 exam- 398

ples for intent or slot labels, simulating a few-shot 399

setting. Additionally, we evaluate kNN-ICL on 400

a larger data setting with a demo pool containing 401

2000 randomly sampled examples. 402

3.4 Prompt Design Results (RQ1) 403

Table 1 presents the exact match scores achieved 404

through the ablation of different prompt compo- 405

nents, including the presence of API documentation 406

and the use of three exemplar selection strategies. 407

Due to resource constraints, we randomly selected 408

20% of the validation data from the Navigation 409

domain, resulting in 596 examples. Additionally, 410

we include the results obtained using RINE and 411

CodeT5 to provide a benchmark for ICL by compar- 412

ing them with fine-tuning state-of-the-art results. 413

To summarize, first, the best performance for 414

GPT-NeoX and CodeGen is achieved with prompts 415

that do not include API documentation and utilize 416

similarity-based selection strategies. This suggests 417

that these two models struggle to leverage the doc- 418

umentation due to the input sequence length lim- 419

itations, making it challenging to extract useful 420

information. However, Codex benefits from API 421

documentation when combined with the Sentence- 422

BERT similarity strategy. This difference may be 423
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LLM Method Navigation Reminder Alarm Weather Avg

CODET5
FINE-TUNE

10.02 6.61 15.72 6.60 9.74
RINE 42.28 36.87 32.09 32.53 35.94

GPT-NEOX
ICL 1.81 5.28 9.54 16.56 8.30
kNN-LM 1.22 3.48 6.54 2.28 3.38
kNN-ICL 5.69 8.48 19.40 24.52 14.52

CODEGEN

ICL 3.94 5.99 10.88 13.84 8.66
kNN-LM 0.51 0.14 5.07 1.01 1.68
kNN-ICL 8.37 10.49 19.10 25.19 15.79

CODEX
ICL 18.78 30.46 45.08 45.70 35.01
kNN-ICL ∗ 35.74 41.36 57.56 53.35 47.00

Table 2: Results of Exact Match on SIPS10 demo pool. We selected four domains using three LLMs: GPT-NEOX,
CODEGEN, and CODEX on TOP. ICL refers to vanilla LM using randomly selected examples as demo; kNN-LM
uses the external dataset as retrieval pool while no demo is used as prompt; and kNN-ICL is the proposed method
using retrieved demo and external datastore. ∗ indicates an estimated result from the black-box CODEX model using
retrieved semantic similar demo examples.

attributed to Codex’s stronger capacity to handle424

longer prompts and effectively utilize API docu-425

mentation.426

When comparing the SentenceBERT and para-427

phrase similarity-based selection strategies, Sen-428

tenceBERT yields a better prompt when documen-429

tation is not included. The paraphrased model pro-430

vides higher-quality exemplars in terms of outer-431

most intent name similarity, but it falls short of432

capturing the nested semantic parse tree structure,433

which is crucial for predicting the correct API.434

3.5 ICL vs. Supervised Methods (RQ2)435

Table 2 reports the results for supervised models:436

RINE and CODET5 on the few-shot setting. We cre-437

ate SPIS10 data split for each domain in which each438

domain contains at most 10 examples for intent or439

slot label.440

We compare ICL with fine-tuned SOTA mod-441

els. Since CODEX is a black-box model, we use442

the top-k most similar examples as prompt to esti-443

mate its kNN-ICL performance, as shown in Ta-444

ble 2. We observed that the CODEX model consis-445

tently outperforms RINE by an average margin of446

11.06 across four domains, with notable improve-447

ments of 4.5%, 25.5%, and 20.8% in the Reminder,448

Alarm, and Weather domains, respectively. How-449

ever, RINE shows better performance on the most450

challenging domain Navigation. To summarize, the451

CODEX model demonstrates superior performance452

over SOTA models especially on flattener domains,453

while slightly under-performs on the domain with454

more challenging examples. Although GPT-NEOX455

and CODEGEN models lag behind CODET5 and456

RINE model, CODEX results show the potential of 457

ICL from the high capacity model. 458

3.6 kNN-ICL Results (RQ3) 459

Few-shot setting In Table 2, we showcase the re- 460

sults for our novel approach, kNN-ICL, alongside 461

the baseline method, kNN-LM. From this table, 462

we can observe that kNN-ICL outperforms kNN- 463

LM across all domains, demonstrating its effec- 464

tiveness in leveraging prompts for TOP. Notably, 465

kNN-ICL achieves improvements of 11.1% and 466

14.1% when compared to kNN-LM, using GPT- 467

NEOX and CODEGEN, respectively. 468

We also compare kNN-ICL with its ICL coun- 469

terpart. The results show that for GPT-NEOX and 470

CODEGEN, kNN-ICL provides a boost in perfor- 471

mance across an average of four domains, with 472

gains of 6.22% and 7.13% in exact match scores. 473

It’s worth noting that our datastore size is limited, 474

containing approximately 100 examples, which 475

matches the size of the demo pool. Therefore, kNN- 476

ICL effectively leverages all available example in- 477

formation to achieve these improved results. 478

Scale Up We conducted experiments to test the 479

performance of kNN-ICL on a larger datastore, 480

which includes 2000 examples. The goal was to 481

determine if kNN-ICL could benefit more from 482

a larger datastore compared to kNN-LM. When 483

comparing kNN-ICL with kNN-LM, we found 484

that the performance gap between the two models 485

becomes larger in the presence of the larger data- 486

store. Notably, kNN-ICL outperforms kNN-LM 487

by 20.3% and 19.0% using CODEGEN and GPT- 488

NEOX as backbone models respectively. Further- 489
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LLM Method Navigation Reminder Alarm Weather average

CODEGEN

ICL-Retrieve 37.00 23.40 48.10 65.80 43.58
kNN-LM 21.30 3.10 26.99 46.60 24.50
kNN-ICL 38.20 24.20 50.40 66.60 44.85

GPT-NEOX
ICL-Retrieve 33.40 24.10 46.70 65.70 42.48
kNN-LM 14.30 6.70 33.50 40.00 23.63
kNN-ICL 33.30 24.00 46.90 66.30 42.63

Table 3: Results for Exact Match on a randomly sampled pool of 2000 demonstrations, illustrating the scalability of
kNN-ICL.

Depth
GPT-NEOX CODEGEN

ICL kNN-ICL ICL kNN-ICL

1 2.53 6.42 5.90 10.16
2 1.14 5.72 1.72 6.45
3 0.00 1.93 0.16 4.98

Table 4: Analysis of accuracy with respect to nesting
depth (1/2/3) for the TOPv2 dataset in the Navigation
domain using different models.

more, we compared kNN-ICL to ICL-Retrieve, a490

method that retrieves the most semantically similar491

example from the demo. In this comparison, kNN-492

ICL outperforms CODEGEN by 1.2%, 0.8%, 2.3%,493

and 0.8% on the Navigation, Reminder, Alarm, and494

Weather domains, respectively. This improvement495

highlights that even when a demo selection strat-496

egy is fixed, kNN-ICL can still bring about perfor-497

mance enhancements.498

For GPT-NEOX, the kNN-ICL shows similar499

performance on the Navigation and Reminder do-500

mains, with a slight improvement observed in the501

Alarm and Weather domain.502

3.7 Additional Analysis: Depth vs. Accuracy503

Table 4 illustrates the model’s performance con-504

cerning the semantic depth in the Topv2 dataset.505

Our analysis focuses on the Navigation domain,506

which contains the most complex average semantic507

parse tree depth. Notably, ICL on GPT-NEOX and508

CODEGEN exhibits a consistent performance drop509

with increasing depth. On the other hand, kNN-510

ICL significantly enhances the performance of ex-511

amples compared to its ICL counterpart.512

3.8 Case Study513

In order to assess the performance of state-of-the-514

art models, specifically ICL, kNN-LM, and kNN-515

ICL, we present a case study in Figure 3. This516

case study provides examples of utterances, corre-517

sponding ground-truth APIs, and model predictions.518

Utterance:  How long will it take to drive to New Orleans if I leave 
my house at 3 am
GroundTruth:  GET_ESTIMATED_DURATION 
( METHOD_TRAVEL = " drive " , DESTINATION = " New Orleans 
" , SOURCE = GET_LOCATION_HOME ( CONTACT = " my " ) , 
DATE_TIME_DEPARTURE = " at 3 am " )
 
CodeT5:  GET_ESTIMATED_DURATION ( METHOD_TRAVEL = 
" drive ", DESTINATION = GET_LOCATION ( POINT_ON_MAP = 
" New Orleans " ), DATE_TIME_DEPARTURE = " at 3 am " )
 
ICL:  "GET_ESTIMATED_DURATION ( METHOD_TRAVEL = 
“ drive " , SOURCE = GET_LOCATION_HOME 
( CONTACT_RELATED = " my ") , DESTINATION = 
GET_LOCATION_WORK ( CONTACT = " my " ) , 
DATE_TIME_ARRIVAL = " at 3 am " )
 
kNN-LM:  GET_INFO_TRAFFIC ( LOCATION = GET_LOCATION 
( ) )
 
kNN-ICL:  GET_ESTIMATED_DURATION ( METHOD_TRAVEL 
= " drive ", DESTINATION = " New Orleans ", SOURCE = 
GET_LOCATION_HOME ( CONTACT = " my “ ), 
DATE_TIME_DEPARTURE = " at 3 am " )

Figure 3: A case study from Topv2. The wrong intent
and slot name from prediction are marked in red, and
the hallucinated nested API call is marked in blue. The
ICL, kNN-ICL, kNN-LM uses GPT-NEOX model.

The showcased example includes a nested semantic 519

parse tree structure with a depth of 3. 520

First, CODET5 exhibits overall good qual- 521

ity, except for hallucinating the slot name 522

POINT_ON_MAP on the deepest tree branch. 523

However, ICL had a hard time generating 524

API calls for deeper-level APIs, such as hallu- 525

cinating GET_LOCATION_WORK ( CONTACT 526

= " my " ) for slot DESTINATION. kNN- 527

LM suffers from the wrong outermost intent name 528

prediction as well as the slot name prediction be- 529

cause no prompt is provided, causing severe devi- 530

ation from the expected output. In contrast, kNN- 531

ICL performs best on this complex example with 532

the aid of both prompting, producing an accurate 533

utterance span as a slot value, and the k nearest 534

neighbor guidance, choosing the proper nested API 535

structure. 536
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4 Related Work537

Semantic Parsing Semantic parsing plays a vi-538

tal role in developing commercial personal as-539

sistants for understanding spoken language. Su-540

pervised models, including sequence-to-sequence541

models (Mesnil et al., 2013; Liu and Lane, 2016)542

and pretrained language models (Devlin et al.,543

2018; Chen et al., 2019), have demonstrated com-544

petitive performance. In structured semantic pars-545

ing, recent approaches break down semantic tree546

construction into multiple steps. For instance,547

RINE (Mansimov and Zhang, 2022) recursively in-548

serts predicted labels at predicted positions to con-549

struct the semantic parse tree. Additionally, some550

methods, like (Zhao et al., 2022), transform seman-551

tic parsing into multi-turn abstractive question an-552

swering. In few-shot scenarios, techniques such as553

meta-learning (Chen et al., 2020) and label seman-554

tics (Paolini et al., 2021; Desai et al., 2021) enhance555

neural semantic parsers. Furthermore, (Shu et al.,556

2022) simplifies semantic parsing to program syn-557

thesis and integrates the predicted program into an558

executable environment.559

In-Context Learning With the emergence of560

Large Language Models (Nijkamp et al., 2022b;561

Black et al., 2022; Brown et al., 2020; Scao et al.,562

2022; Chen et al., 2021; Chowdhery et al., 2022),563

model parameters have scaled from 16 billion to564

over 500 billion. The substantial resource require-565

ments for hosting LLMs have made it challeng-566

ing to fine-tune them for downstream tasks. As a567

result, the paradigm for utilizing language mod-568

els has shifted from traditional pre-training and569

fine-tuning to more efficient approaches, such as570

parameter-efficient fine-tuning(Lester et al., 2021;571

Li and Liang, 2021; He et al., 2021) and in-context572

learning (Dong et al., 2022; Liu et al., 2022). ICL573

has demonstrated its reasoning capabilities in both574

plain text (Wei et al., 2022; Zhang et al., 2022) and575

structured text formats (Chen, 2022; Chen et al.,576

2022). Researchers have also analyzed the factors577

contributing to the effectiveness of ICL (Dai et al.,578

2022; Min et al., 2022; von Oswald et al., 2022) in579

general tasks. However, existing literature primar-580

ily focuses on the overall performance of ICL in581

generic tasks. Our work, on the other hand, falls582

within a specific domain, where we investigate the583

performance of ICL in the context of task-oriented584

semantic parsing problems.585

Retrieval-Augmented Large Language Model 586

Recent advancements in Retrieval-Augmented Lan- 587

guage Models (RALMs) have garnered significant 588

attention within the NLP community. LLMs face 589

challenges in terms of scaling (Khandelwal et al., 590

2019) and acquiring long-tail knowledge (Mallen 591

et al., 2023; Izacard et al., 2022). RALMs (Guu 592

et al., 2020; Liu et al., 2023) present a promising 593

solution by seamlessly integrating non-parametric 594

data stores with their parametric counterparts. To 595

enhance the adaptability of RALMs for down- 596

stream tasks, researchers have devised strategies 597

such as zero or few-shot prompting (Shi et al., 2022; 598

Xu et al., 2023) and fine-tuning (Shi et al., 2023). 599

To the best of our knowledge, our work stands 600

as the pioneering effort to combine the k nearest 601

neighbor retrieval language model with in-context 602

learning on generative tasks. 603

Code Generation Automated code generation 604

dates back as far as a few decades ago (Backus 605

et al., 1957; Manna and Waldinger, 1971). Re- 606

cently, the code generation has been dominated 607

by the LLMs, including the closed-source models 608

AlphaCode (Li et al., 2022) and ChatGPT (Ope- 609

nAI, 2022), as well the open-source models such 610

as CodeT5 (Wang et al., 2021), CodeT5+ (Wang 611

et al., 2023), CodeGen (Nijkamp et al., 2022a), 612

InCoder (Fried et al., 2022), StarCoder (Li et al., 613

2023), and Code Llama (Rozière et al., 2023). In- 614

spired by this line of research, our work extends 615

the scope of TOP to encompass code generation. 616

5 Conclusion 617

In this paper, we delved into the intricacies of 618

prompt design and introduced kNN-ICL to in- 619

clude all demo examples on the Task-Oriented se- 620

mantic parsing task, addressing input length chal- 621

lenges during decoding and lessening prompt en- 622

gineering efforts. Our findings highlight the sub- 623

stantial impact of prompt design on TOP, with 624

models like CODEX deriving more benefits from 625

structured documentation than less capable mod- 626

els. The similarity-based exemplar retrieval strat- 627

egy enhanced model performance significantly. Fur- 628

thermore, kNN-ICL’s integration with a large lan- 629

guage model and k Nearest Neighbor search en- 630

sures comprehensive use of training data, offering 631

more consistent results across tasks. This study un- 632

derscores the critical role of prompt design, point- 633

ing to promising avenues for future research. 634
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6 Limitations635

Generalization of Prompt Design This study high-636

lights the varying impact of prompt design on dif-637

ferent models based on their capacities. Instead of638

advocating a universal prompt design strategy, the639

optimal choice should be model-agnostic. A poten-640

tial avenue for future research is enabling models641

to autonomously select their preferred prompt de-642

signs (Zamfirescu-Pereira et al., 2023; Zhou et al.,643

2022). Depending on the LLM’s chosen strategy,644

kNN-ICL can serve as a plugin to further enhance645

model performance by harnessing all available ex-646

amples.647

Generalization to High-Capacity Models This pa-648

per offers an initial exploration of kNN-ICL with649

LLMs. While CODEX is not publicly accessible650

and the resource limitation, we have used GPT-651

NEOX and CODEGEN as representative models for652

kNN-ICL experiments. Nevertheless, given the653

substantial performance disparity between GPT-654

NEOX, CODEGEN, and CODEX, future research655

should delve into assessing the influence of kNN-656

ICL on more robust models.657
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