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Abstract

Since most large language models (LLMS) are001
trained once and never updated, they strug-002
gle to dynamically adapt to our ever-changing003
world. In this work, we present FRESHQA, a004
dynamic QA benchmark that tests a model’s005
ability to answer questions that may require006
reasoning over up-to-date world knowledge.007
We develop a two-mode human evaluation pro-008
cedure to measure both correctness and hal-009
lucination, which we use to benchmark both010
closed and open-source LLMS by collecting011
>50K human judgments. We observe that all012
LLMS struggle to answer questions that re-013
quire fast-changing world knowledge as well014
as questions with false premises that need015
to be debunked. In response, we develop016
FRESHPROMPT, a few-shot prompting method017
that curates and organizes relevant informa-018
tion from a search engine into an LLM’s019
prompt. Our experiments show that FRESH-020
PROMPT outperforms both competing search021
engine-augmented prompting methods such as022
SELF-ASK (Press et al., 2022) as well as com-023
mercial systems such as PERPLEXITY.AI. To fa-024
cilitate future work, we additionally develop025
FRESHEVAL, a reliable autorater for quick eval-026
uation and comparison on FRESHQA. Our lat-027
est results with FRESHEVAL suggest that open-028
source LLMS such as MIXTRAL (Jiang et al.,029
2024), when combined with FRESHPROMPT,030
are competitive with closed-source and com-031
mercial systems on search-augmented QA.032

1 Introduction033

Despite their impressive capabilities, modern LLMS034

often “hallucinate” plausible but factually incor-035

rect information (Maynez et al., 2020; Liu et al.,036

2023), which reduces their trustworthiness espe-037

cially in settings where accurate and up-to-date in-038

formation is critical. This behavior can be partially039

attributed to the presence of outdated knowledge040

encoded in their parameters. While additional train-041

ing using human feedback (Ouyang et al., 2022)042

or knowledge-enhanced tasks can mitigate this is- 043

sue, it is not easily scalable for real-time knowl- 044

edge updates (e.g., stock prices). In-context learn- 045

ing (Brown et al., 2020) is an appealing alternative 046

by which real-time knowledge can be injected into 047

an LLM’s prompt. While recent work has begun to 048

explore augmenting LLM prompts with web search 049

results (Lazaridou et al., 2022; Press et al., 2022), 050

it is unclear how to take full advantage of search 051

engine outputs to increase LLM factuality. 052

In this work, we collect FRESHQA, a novel bench- 053

mark to evaluate the factuality of LLM generations. 054

FRESHQA consists of 600 natural questions that 055

are broadly divided into the four main categories 056

shown in Figure 1. FRESHQA’s questions span a di- 057

verse set of topics with diverse difficulty levels (re- 058

quiring single-hop and multi-hop reasoning), and 059

require a model to “understand” up-to-date world 060

knowledge to be able to answer correctly. Addi- 061

tionally, FRESHQA is dynamic in nature: some of 062

the ground-truth answers may change over time, 063

and a question classified under a specific category 064

may undergo reclassification at some later point in 065

time (e.g., the current false-premise question “How 066

long has Elon Musk been married to his current 067

spouse?” will fall into the fast-changing category 068

if Elon Musk gets married again in the future). 069

We benchmark a diverse range of both closed 070

and open-source LLMS under a two-mode evalu- 071

ation procedure: RELAXED, which measures only 072

whether the main answer is correct; and STRICT, 073

which measures whether all of the claims in the 074

response are factual and up-to-date (i.e., no hallu- 075

cination). Through an extensive human evaluation 076

(> 50K judgements), we shed light on limitations 077

of these models and demonstrate significant room 078

for improvement: for example, all models (regard- 079

less of model size) struggle on questions that in- 080

volve fast-changing knowledge and false premises. 081

Motivated by these findings, we develop FRESH- 082

PROMPT, a few-shot prompting strategy that takes 083
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Type Question Answer (as of this writing)

never-changing Has Virginia Woolf's novel about the Ramsay family entered the 
public domain in the United States?

Yes, Virginia Woolf's 1927 novel To the Lighthouse 
entered the public domain in 2023.

never-changing What breed of dog was Queen Elizabeth II of England famous 
for keeping? Pembroke Welsh Corgi dogs.

slow-changing How many vehicle models does Tesla offer? Tesla offers six vehicle models: Model S, Model X, 
Model 3, Model Y, Tesla Semi, and Cybertruck.

slow-changing Which team holds the record for largest deficit overcome to win 
an NFL game?

The record for the largest NFL comeback is held 
by the Minnesota Vikings.

fast-changing Which game won the Spiel des Jahres award most recently? Dorfromantik won the 2023 Spiel des Jahres.

fast-changing What is Brad Pitt's most recent movie as an actor Brad Pitt recently starred in Babylon, directed 
by Damien Chazelle. 

false-premise What was the text of Donald Trump’s first tweet in 2022, made 
after his unbanning from Twitter by Elon Musk? He did not tweet in 2022.

false-premise In which round did Novak Djokovic lose at the 2022 Australian 
Open?

He was not allowed to play at the tournament 
due to his vaccination status.

Figure 1: FRESHQA exemplars. Our questions are broadly divided into four main categories: never-changing, in
which the answer almost never changes; slow-changing, in which the answer typically changes over the course of
several years; fast-changing, in which the answer typically changes within a year or less; and false-premise, which
includes questions whose premises are factually incorrect and thus have to be rebutted.

full advantage of a search engine by integrating up-084

to-date and relevant information into the prompt,085

including knowledge from related questions asked086

by other search users. FRESHPROMPT significantly087

boosts LLM factuality: for example, our best GPT-4088

+ FRESHPROMPT variant yields an improvement of089

32.6% and 49.0% accuracy over the vanilla GPT-090

4 (OpenAI, 2023) on FRESHQA under RELAXED and091

STRICT, respectively. Further analysis of FRESH-092

PROMPT reveals that both the number of retrieved093

evidences and their order are key factors behind the094

correctness of LLM-generated answers.095

We make FRESHQA freely available and commit096

to updating the ground-truth answers weekly to en-097

courage exploration of methods to improve LLM098

factuality. To facilitate future work, we develop099

FRESHEVAL, an LLM-based autorater that reliably100

replicates human judgments of model responses (>101

96% average agreement with human annotators).102

Intriguingly, our latest evaluation with FRESHEVAL103

in February 2024 reveals that open-source LLMS104

such as MIXTRAL, when paired with FRESHPROMPT,105

rival the performance of closed-source and com-106

mercial systems on search-augmented QA (MIXTRAL107

8X7B + FRESHPROMPT obtains a 11% absolute ac-108

curacy improvement over PERPLEXITY.AI’s ONLINE109

LLM 70B), highlighting the potential of accessible110

AI solutions.111

2 FreshQA112

To address LLM factuality assessment, we build113

FRESHQA, a dynamic benchmark with 600 ques-114

tions covering diverse question and answer types. 115

We collected FRESHQA by recruiting both NLP re- 116

searchers1 and online freelancers2 to write ques- 117

tions of varying difficulty and topics (arts, music, 118

politics, government, religion, science and tech- 119

nology, environment, transportation, sports, etc.), 120

focusing on questions whose answers evolve over 121

time. Annotators were shown exemplars of the four 122

broad question types (see Figure 1) and asked to 123

write questions at two difficulty levels: one-hop, 124

where the question directly states all information 125

needed for the answer (e.g., “Who is the CEO of 126

Tesla”); and multi-hop, where the question requires 127

additional reasoning steps to find the answer (e.g., 128

“What country does the Wimbledon women’s cham- 129

pion play for?”). Annotators were encouraged to 130

write questions that involve fresh knowledge and 131

appear natural as search engine queries. For false- 132

premise questions, we requested a brief explanation 133

elucidating why the question is flawed.3 134

Quality control: Upon obtaining the initial 135

dataset, we performed rigorous data cleaning and 136

quality checks. This included manual review for 137

well-formed questions, removal of duplicates and 138

invalid questions (e.g., too easy or controversial), 139

and verification of answers and supporting URLS.4 140

1including the authors and their colleagues
2We use UPWORK (https://www.upwork.com) with a com-

pensation rate of $2 per example.
3Additionally, annotators were asked to include the year

the answer last changed and a supporting URL.
4For each question, we also manually collected additional

valid answers (e.g., different names of the same person) and
included the expected next review date. To facilitate future
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Data splits: FRESHQA is divided into a test set141

with 500 examples (125 per question type), a de-142

velopment set with 100 examples (25 per question143

type), and a 15-example demonstration set for few-144

shot learning. The development set is reserved for145

future use and was not used in this paper.5146

2.1 Evaluation147

Model responses were evaluated by two authors in148

a two-mode evaluation procedure: RELAXED, which149

assesses the correctness of the main answer; and150

STRICT, which additionally examines whether all151

of the facts in the answer are accurate (i.e., no152

hallucination). This approach provides both ends153

of the spectrum for evaluating factuality with the154

difference between a model’s STRICT and RELAXED155

performance indicating the degree of hallucination.156

In both modes, the primary answer must be correct157

and either definitively stated or obviously infer-158

able. Any additional information must not contra-159

dict the primary answer. For false-premise ques-160

tions, the model must identify false premises to get161

credit. Our protocol also considers many other edge162

cases (e.g., approximate numbers, ungrammatical163

answers), which are detailed fully in Appendix A.164

Here, we provide an illustrative example:165

Question: Who won the biggest single-166
tournament payday in tennis history?167
Gold answer: Novak Djokovic168
Model response: The biggest single-tournament169
payday in tennis history was won by Novak170
Djokovic at the 2021 Australian Open.171

The model receives credit under RELAXED for a172

correct primary answer; however, the tournament173

in question was actually the 2022 ATP Finals, so174

the answer is judged as incorrect under STRICT.175

Inter-rater agreement: Two authors indepen-176

dently evaluated a subset of 100 model responses177

in both modes and had an agreement of 99% for RE-178

LAXED and 96% for STRICT, validating the reliability179

of our evaluation protocol.180

FRESHEVAL: Human evaluation of LLM-181

generated answers can be extremely time-182

consuming, especially for long responses in the183

STRICT setting. To facilitate future evaluation and184

comparison, we develop FRESHEVAL, a simple185

autorater that uses few-shot in-context learning186

answer updates, we excluded questions whose answers are
likely to change more frequently than once per week.

5Although our data splits are initially balanced across ques-
tion types, the distribution may change over time due to re-
classification of questions from one category to another.

to teach an LLM to evaluate correctness and 187

hallucination in LLM-generated responses given 188

the questions and their valid answers, achieving 189

an average agreement of 96.5% with human 190

judgments for RELAXED and 96% for STRICT. We 191

use FRESHEVAL in Section 5 to evaluate the latest 192

LLMS; all other results in this paper are from 193

human judgments. See Appendix B for more 194

details about FRESHEVAL. 195

3 Offline LLMS struggle on FRESHQA 196

We first use FRESHQA to benchmark LLMS without 197

access to real-time data or web browsing capabil- 198

ities.6 All models were benchmarked on April 199

26, 2023. We simply feed individual questions 200

into each model and use greedy decoding. While 201

all LLMS (regardless of size) predictably struggle 202

on questions requiring up-to-date knowledge, they 203

also underperform on false-premise questions. 204

Baselines: We evaluate a series of models: 205

T5 (Raffel et al., 2020; Lester et al., 2021), 206

PALM and PALMCHILLA (Chowdhery et al., 2022) 207

(varying in size from 770M to 540B parameters), 208

optionally using FEW-SHOT prompting (Brown 209

et al., 2020) and Chain-of-Thought (COT) prompt- 210

ing (Wei et al., 2022); FLAN-T5 and FLAN- 211

PALM (Chung et al., 2022; Longpre et al., 2023), 212

GPT-3.5 (Ouyang et al., 2022), CODEX (Chen et al., 213

2021a), CHATGPT, and GPT-4.7 See Appendix C 214

for more details. 215

3.1 Results and Discussion 216

FRESHQA presents a challenge for LLMS: Fig- 217

ure 2 shows the accuracy of different LLMS on 218

FRESHQA (see Appendix E for concrete numbers). 219

All models struggle on FRESHQA, with overall accu- 220

racy ranging from 0.8% to 32.0% under STRICT, and 221

0.8% to 46.4% under RELAXED. There is a marked 222

decrease in accuracy for CHATGPT and GPT-4 when 223

switching from RELAXED to STRICT due to the lack 224

of access to up-to-date information, often result- 225

ing in “outdated” answers (starting with “As of my 226

6Note that even without access to up-to-date information,
a model can still give accurate answers to some current ques-
tions by making random guesses or using past valid responses.
For example, for the question “Which drama series won the
most recent Primetime Emmy Award for Outstanding Drama
Series?”, a model trained in 2021 might correctly answer

“Succession” (as of this writing) since it won in both 2020 and
the most recent year.

7We used CHATGPT built upon GPT-3.5. We note that both
CHATGPT and GPT-4 have access to the current date. CHATGPT
PLUS subscribers now have GPT-4 with browsing capabilities.
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Overall Fast-changing questions False-premise questions

Figure 2: Accuracy of different LLMS on FRESHQA under RELAXED and STRICT (no hallucination) evaluations as
of April 26, 2023. All models (regardless of model size) fall short on fast-changing and false-premise questions.

knowledge cutoff date”) or refusal to answer (e.g.,227

“I cannot provide real-time information”). PALM’s228

accuracy also drops significantly under STRICT, pri-229

marily due to ill-formed responses (conversation-230

like responses with unexpected end-of-turn [eot]231

tokens) and hallucination. In contrast, FLAN-PALM232

and CODEX show minimal hallucination due to their233

concise and direct answers.234

LLMS struggle with questions involving up-to-235

date information and false premises: Outdated236

knowledge drastically lowers model accuracies on237

questions about fast-changing or recent knowledge.238

While GPT-4 generally obtains the highest accu-239

racy on these questions, it never exceeds 15% in240

both evaluation modes. Our evaluation shows that241

CHATGPT and GPT-4 have been exposed to data con-242

taining information beyond their knowledge cutoff243

(see Appendix F). GPT-4 is more reluctant to an-244

swer fast-changing questions (refusing to answer245

60% of the time) compared to CHATGPT (16%).246

Questions with false premises also pose a hurdle247

for LLMS. Larger models do not improve accuracy248

for T5 and PALM (“flat scaling”), with performance249

ranging from 0.0% to 1.6%. However, GPT-3.5,250

CHATGPT, and GPT-4 outperform other models sig-251

nificantly, achieving accuracies between 25.8% to252

42.7% under STRICT and 32.3% to 66.9% under RE-253

LAXED. Our findings suggest that these models may254

have been trained to handle false-premise queries.255

COT increases hallucination and multi-hop rea-256

soning is challenging for LLMS: Overall, FEW-257

SHOT and COT prompting confer benefits to large258

and moderately-sized models on questions with259

valid premises about never-changing or old knowl-260

edge. Under STRICT, FEW-SHOT and COT yields261

+36.1% and +26.9% accuracy improvement, respec-262

tively, over zero-shot prompting with PALM 540B263

on questions about pre-2022 knowledge (+21.9%264

and +29.7% under RELAXED). COT generally outper- 265

forms FEW-SHOT under RELAXED, whereas FEW-SHOT 266

performs better under STRICT, as COT introduces 267

more room for hallucination. 268

Most LLMS have difficulty with multi-hop ques- 269

tions. T5 LARGE and XL are incapable of dealing 270

with this type of questions, while FLAN-PALM 540B, 271

CODEX, and GPT-3.5 suffer the most when switch- 272

ing from one-hop to multi-hop questions. GPT-4, 273

on the other hand, maintains stability across both 274

types of questions, with less than a 2% difference 275

in accuracy. See Appendix E for details. 276

4 Prompting Search Engine-Augmented 277

Language Models 278

The low accuracies in Section 3 are expected, 279

as none of the evaluated models had access to 280

real-time information. Here, we evaluate the im- 281

pact of search engine augmentation to LLMS on 282

FRESHQA. We present FRESHPROMPT, a simple few- 283

shot prompting method that substantially boosts 284

LLM factuality by incorporating up-to-date infor- 285

mation from a search engine into the prompt. 286

4.1 FRESHPROMPT 287

FRESHPROMPT uses a text prompt to (1) incorpo- 288

rate contextually relevant and current information 289

(including answers to relevant questions) from a 290

search engine into a model, and (2) teach the model 291

to reason over retrieved evidences. More specifi- 292

cally, given a question q, we first use q verbatim to 293

query a search engine, i.e., GOOGLE SEARCH8, and 294

retrieve all search results, including the answer 295

box, organic results, and other useful information, 296

such as the knowledge graph, questions and an- 297

swers from crowdsourced QA platforms, and re- 298

8We scrape the results from GOOGLE SEARCH using SERPAPI

(https://serpapi.com).
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 {source_webpage}
 {publication_date}
 {title}

 {text_snippet}
 

{highlighted_words}

{demonstrations}   # details omitted for brevity

 {question}
{retrieved_evidences}   # chronological order
question: {question}
answer: {reasoning_and_answer}

Figure 3: FRESHPROMPT’s format. We standardize all retrieved evidences into a unified format with useful infor-
mation: source webpage, date, title, text snippet, and highlighted words (left). The prompt begins with few-shot
demonstrations, each presenting an example question along with a list of retrieved evidences, followed by reason-
ing to determine the most relevant and current answer (right).

lated questions from search users (see Figure 9299

in Appendix G). For each result, we extract the300

associated text snippet x along with details, such301

as source s (e.g., WIKIPEDIA), date d, title t, high-302

lighted words h. These snippets are standardized303

and then organized into a list of k retrieved ev-304

idences E = {(s, d, t, x, h)} (Figure 3, left).305

To prioritize recent evidences, we arrange the evi-306

dences E in the prompt from oldest to newest.307

To guide the model in learning the task, we pro-308

vide a few input-output exemplars at the start of309

the prompt. Each demonstration includes an ex-310

ample question and a list of retrieved evidences,311

followed by a chain-of-thought reasoning to derive312

the most relevant and current answer (Figure 3,313

right). While we include some examples with false314

premises, we also test an explicit false premise315

check in the prompt: “Please check if the ques-316

tion contains a valid premise before answering”.317

Figure 10 in Appendix H shows a realistic prompt.318

4.2 Experiment setup319

We closely follow the setup in Section 3, except320

for cases where we lack control over the model’s321

decoding via an API (e.g., PERPLEXITY.AI). We322

evaluate all models on April 26, 2023.9 In ad-323

dition to GPT-3.5 and GPT-4, we evaluate GOOGLE324

SEARCH10; PERPLEXITY.AI (PPLX.AI), which com-325

bines an LLM and a search engine to respond to326

users’ queries;11 and SELF-ASK (Press et al., 2022),327

which uses few-shot in-context learning to teach328

an LLM to decompose a question into simpler sub-329

9We note that some of the evaluated models may have
evolved, posing a challenge to result reproducibility.

10We simply query GOOGLE SEARCH and use the answer
in the answer box (if any) or the text snippet of the top-1
search result.

11https://www.perplexity.ai. At the time of evalua-
tion, PPLX.AI was a combination of GPT-3.5 and BING SEARCH,
and was able to provide both concise and detailed answers.
We evaluated its concise answers.

questions that are answered via GOOGLE SEARCH.12 330

FRESHPROMPT setup: We employ FRESHPROMPT for 331

both GPT-3.5 and GPT-4, sequentially adding the 332

following retrieved evidences to the input prompt: 333

o organic search results, r related questions from 334

search users, a questions and answers from crowd- 335

sourced platforms, and the snippets from the knowl- 336

edge graph and answer box (if available). Due to 337

context limits, we retain the top n evidences (clos- 338

est to the end of the prompt) sorted by date. Default 339

values are (o, r,a,n,m) = (10, 2, 2, 5) for GPT- 340

3.5, and (o, r,a,n,m) = (10, 3, 3, 10) for GPT-4. 341

Additionally, we include m = 5 question-answer 342

demonstrations at the start of the prompt. 343

4.3 Results and Discussion 344

FRESHPROMPT significantly boosts FRESHQA ac- 345

curacy: Table 1 shows our results under STRICT 346

(see Appendix I for RELAXED). FRESHPROMPT offers 347

large improvements over vanilla GPT-3.5 and GPT-4 348

across the board. GPT-4 + FRESHPROMPT achieves 349

absolute accuracy improvements of 47% and 31.4% 350

over GPT-4 under STRICT and RELAXED, respectively. 351

The absolute accuracy gap between STRICT and RE- 352

LAXED diminishes substantially with FRESHPROMPT 353

(from 17.8% to 2.2%), indicating a significant re- 354

duction in outdated and hallucinated answers. The 355

most significant improvements for both models 356

occur in categories related to recent knowledge, 357

including fast-changing and slow-changing ques- 358

tions. However, even questions pertaining to older 359

knowledge benefit from FRESHPROMPT (+30.5% and 360

+9.9% improvements for GPT-4 under STRICT and 361

RELAXED, respectively, on questions with valid 362

premises about pre-2022 knowledge). Further- 363

more, FRESHPROMPT yields notable accuracy gains 364

on false-premise questions (+37.1% and +8.1% re- 365

spective improvements under STRICT and RELAXED). 366

12We used the few-shot prompt provided by SELF-ASK’s au-
thors and applied it to both GPT-3.5 and GPT-4. For simplicity,
we evaluated solely the final answer from SELF-ASK, disregard-
ing intermediate answers.
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Model (size) knowl. all valid premise false premise

cutoff all fast slow never < 2022 ≥ 2022 1-hop m-hop all < 2022

comparison against baselines
GOOGLE SEARCH (N/A) UTD 39.6 48.9 32.0 46.4 68.3 67.4 37.9 55.6 32.4 11.3 9.7

GPT-3.5 (N/A) 2021 26.0 26.1 4.0 15.2 58.7 61.0 5.1 28.0 21.3 25.8 34.4
GPT-3.5 + SELF-ASK (N/A) UTD 41.6 51.1 36.8 43.2 73.0 73.8 37.4 52.2 48.1 12.9 17.2
GPT-3.5 + FRESHPROMPT UTD 56.0 62.5 46.4 60.8 80.2 71.6 57.0 68.7 47.2 36.3 43.0
PPLX.AI (N/A) UTD 52.2 57.2 38.4 53.6 79.4 73.0 47.7 63.8 40.7 37.1 38.7

GPT-4 (N/A) 2021+ 28.6 26.9 12.0 4.0 64.3 58.2 8.1 27.2 25.9 33.9 41.9
GPT-4 + SELF-ASK (N/A) UTD 47.8 47.1 39.2 46.4 55.6 51.8 44.3 43.7 55.6 50.0 61.3
GPT-4 + FRESHPROMPT UTD 75.6 77.1 59.2 77.6 94.4 88.7 70.2 81.3 66.7 71.0 77.4

sensitivity and ablation studies
GPT-3.5 (N/A) 2021 26.0 26.1 4.0 15.2 58.7 61.0 5.1 28.0 21.3 25.8 34.4
GPT-3.5 + FRESHPROMPT UTD 56.0 62.5 46.4 60.8 80.2 71.6 57.0 68.7 47.2 36.3 43.0
w/ PREMISE CHECK UTD 35.2 27.1 14.4 28.0 38.9 36.2 21.7 31.0 17.6 59.7 67.7

GPT-4 (N/A) 2021+ 28.6 26.9 12.0 4.0 64.3 58.2 8.1 27.2 25.9 33.9 41.9

GPT-4 w/ SNIPPETS ONLY & SEARCH ORDER UTD 74.0 75.5 56.8 75.2 94.4 87.9 68.1 79.9 64.8 69.4 77.4
GPT-4 w/ SNIPPETS ONLY & TIME ORDER UTD 74.8 75.5 58.4 74.4 93.7 87.9 68.1 79.9 64.8 72.6 82.8
GPT-4 w/ SNIPPETS ONLY & RANDOM ORDER UTD 72.4 73.7 56.8 69.6 94.4 87.9 65.1 78.4 62.0 68.5 76.3

GPT-4 + FRESHPROMPT UTD 75.6 77.1 59.2 77.6 94.4 88.7 70.2 81.3 66.7 71.0 77.4
w/ PREMISE CHECK UTD 75.0 74.2 56.8 76.0 89.7 85.1 67.7 79.5 61.1 77.4 79.6
w/o ANSWER BOX UTD 74.2 74.7 57.6 74.4 92.1 88.7 66.4 79.1 63.9 72.6 78.5
w/o ANSWER BOX & RELEVANT INFO UTD 72.4 72.9 54.4 71.2 92.9 87.2 64.3 78.0 60.2 71.0 78.5
w/ 1 EVIDENCE UTD 61.4 60.9 40.0 55.2 87.3 79.4 49.8 66.8 46.3 62.9 75.3
w/ 5 EVIDENCES UTD 70.6 72.1 56.0 69.6 90.5 81.6 66.4 78.0 57.4 66.1 73.1
w/ 15 EVIDENCES UTD 77.6 78.5 60.8 78.4 96.0 88.7 72.3 81.7 70.4 75.0 80.6
w/ 15 DEMONSTRATIONS UTD 74.6 75.5 56.8 76.0 93.7 87.9 68.1 79.9 64.8 71.8 76.3
w/ LONG DEMONSTRATION ANSWERS UTD 73.0 72.6 55.2 71.2 91.3 83.7 66.0 77.6 60.2 74.2 81.7

Table 1: Accuracy of different search engine-augmented LLMS on FRESHQA under STRICT (no hallucination)
evaluation as of April 26, 2023. Accuracy reported across various question categories: fast-changing (fast), slow-
changing (slow), never-changing (never), false-premise, questions about pre-2022 knowledge (< 2022) and post-
2022 knowledge (≥ 2022), one-hop (1-hop) and multi-hop (m-hop) questions. + indicates a model with access to
the current date. UTD stands for “up-to-date”.

FRESHPROMPT outperforms other search-367

augmented methods by a large margin: GPT-4368

+ FRESHPROMPT surpasses all other methods by369

a substantial margin, with its best variant (15370

retrieved evidences per question) achieving 77.6%371

and 79.0% overall accuracies under STRICT and372

RELAXED, respectively. Compared to PPLX.AI and373

SELF-ASK (all built on top of GPT-3.5), GPT-3.5 +374

FRESHPROMPT demonstrates a respective increase375

of +3.8% and +14.4% in overall accuracy under376

STRICT. However, under RELAXED, PPLX.AI377

outperforms GPT-3.5 + FRESHPROMPT by +4.2%,378

mainly due to its higher accuracy on false-premise379

questions (58.1% vs. 41.1%). The significant380

14.0% accuracy gap between STRICT and RELAXED381

for PPLX.AI indicates a considerable amount382

of hallucination in its outputs. Overall, all383

search-engine augmented approaches (SELF-ASK,384

PPLX.AI, and FRESHPROMPT) provide substantial385

improvements over vanilla GPT-3.5 and GPT-4, as386

well as GOOGLE SEARCH.387

Premise check improves accuracy on false-388

premise questions but can hurt accuracy on389

valid premise questions: Our findings indicate390

that GPT-3.5, GPT-4, and PPLX.AI, are likely trained391

to address false-premise queries. Additionally, we 392

empirically find that several LLMS can debunk false- 393

premise questions if explicitly prompted: “Please 394

check if the question contains a valid premise be- 395

fore answering”, resulting in significant accuracy 396

improvements on false-premise questions. For ex- 397

ample, adding this premise check boosts accuracy 398

by +23.4% and +6.4% for GPT-3.5 and GPT-4, re- 399

spectively, under STRICT (+22.6% and +11.3% un- 400

der RELAXED). However, this is detrimental for 401

GPT-3.5 across other question types, reducing over- 402

all accuracy by 20.8% and 21% under STRICT and 403

RELAXED, respectively. Conversely, GPT-4 experi- 404

ences minimal impact, with only a 0.6% decrease 405

under STRICT and a 1.2% increase under RELAXED. 406

Including more relevant and up-to-date evi- 407

dences at the end of the input context is bene- 408

ficial: We also analyze how the order of the ev- 409

idences in the prompt impacts GPT-4’s accuracy. 410

Our results show that using the order returned by 411

GOOGLE SEARCH (SEARCH ORDER, top search results 412

at the end of the input context) or sorting the evi- 413

dences by their associated date information (TIME 414

ORDER, more recent results at the end) generally re- 415

sults in better accuracy compared to using a random 416
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Model knowl. all valid premise false premise

cutoff all fast slow never < 2024 ≥ 2024 1-hop m-hop all < 2024

without access to a search engine

GPT-4 2023/04+ 63.0 61.2 26.0 65.6 92.7 65.7 30.6 64.6 51.0 68.5 70.2
MIXTRAL (8X7B) 2023/12+ 39.2 37.0 17.3 31.2 62.9 40.7 12.2 37.1 36.5 46.0 47.1
LLAMA-2 (70B) 2023/07+ 36.8 35.6 12.6 32.0 62.9 39.8 8.2 40.7 20.8 40.3 41.3

with access to a search engine

GPT-4 + FRESHPROMPT Online 80.6 80.9 67.7 79.2 96.0 84.1 59.2 85.7 66.7 79.8 81.0
MIXTRAL (8X7B) + FRESHPROMPT Online 73.8 73.4 59.1 70.4 91.1 76.5 53.1 78.6 58.3 75.0 76.0
LLAMA-2 (70B) + FRESHPROMPT Online 53.8 46.3 25.2 47.2 66.9 51.4 12.2 53.2 26.0 76.6 76.9

PPLX.AI’S ONLINE LLM (70B) Online 62.8 72.6 56.7 75.2 86.3 76.8 44.9 78.6 55.2 33.1 33.1
YOU.COM’S WEB LLM Online 53.4 56.9 27.6 60.0 83.9 64.5 6.1 63.9 36.5 42.7 43.8

Table 2: Accuracy of different LLMS on FRESHQA under RELAXED evaluations with FRESHEVAL as of February 5,
2024. We use greedy decoding for all models. For FRESHPROMPT, we use 5 retrieved evidences per question for
LLAMA (due to a maximum context length of 4097 tokens) and 15 for other models.

order (RANDOM ORDER), with up to a +2.2% higher417

overall accuracy in both evaluation modes. How-418

ever, using only the text snippet for each evidence419

without additional information (e.g., source, date)420

as in GPT-4 + FRESHPROMPT slightly decreases accu-421

racy, with less than 1% in both evaluation modes.422

423

Additional retrieved information beyond or-424

ganic search results provides further gains:425

Incorporating additional retrieved evidences be-426

yond organic search results, such as answer boxes427

and related questions from search users, enhances428

performance. Removing answer boxes decreases429

GPT-4 + FRESHPROMPT’s overall accuracy by 1.4%430

under STRICT (1.6% under RELAXED). Removing431

both answer boxes and other relevant informa-432

tion (including related questions) reduces GPT-4433

+ FRESHPROMPT’s overall accuracy by 3.2% under434

STRICT (3.0% under RELAXED).435

Increasing the number of retrieved evidences436

enhances FRESHPROMPT’s effectiveness: We ex-437

plore the effect of the number of retrieved ev-438

idences per question as well as the number of439

demonstrations by varying these numbers for GPT-4440

+ FRESHPROMPT. By default, we use 10 retrieved evi-441

dences for each question and 5 demonstrations. Our442

results reveal that the number of retrieved evidences443

per question is the most important ingredient for444

achieving highest accuracy. Under STRICT, increas-445

ing this number from 1 to 5, 10, and 15 results446

in respective accuracy improvements of of +9.2%,447

+14.2%, and +16.2%. This indicates GPT-4’s adept-448

ness in accommodating an increasing number of449

retrieved evidences, including conflicting answers,450

to provide responses grounded in the most factual451

and current information. Conversely, increasing the452

number of demonstrations from 5 to 15 marginally 453

decreases accuracy in both evaluation modes, with 454

a 1% overall decrease under STRICT. 455

Verbose demonstrations help with complex 456

questions but also amplify hallucinations: To 457

evaluate the effect of the writing style of the answer 458

(including the reasoning) in each demonstration, 459

we manually rewrite these answers into a more ver- 460

bose version (LONG DEMONSTRATION ANSWERS). Our 461

manual inspection reveals that while verbose an- 462

swers may aid in tackling intricate questions, they 463

can also be detrimental by allowing for hallucina- 464

tion, leading to a 2.6% decrease in overall accuracy 465

under STRICT. 466

5 An updated evaluation in 2024 467

While our previous experiments were conducted 468

in 2023, we use FRESHEVAL to evaluate new LLMS 469

on an updated version of FRESHQA (February 5, 470

2024). We evaluate GPT-4, MIXTRAL 8X7B, LLAMA- 471

2 (Touvron et al., 2021), PPLX.AI’s ONLINE LLM, 472

and YOU.COM’s WEB LLM on the same date of Febru- 473

ary 5, 2024. See Appendix D for more details. 474

As shown in Table 2, even the most recent 475

LLMS, with or without search engine augmenta- 476

tion, struggle with questions requiring up-to-date 477

knowledge (with accuracies ranging from 6.1% to 478

44.9% on questions about post-2024 knowledge) 479

as well as questions with false premises (accura- 480

cies ranging from 33.1% to 68.5%). Strikingly, we 481

discover that open-source LLMS such as MIXTRAL 482

8X7B, when paired with FRESHPROMPT, are com- 483

petitive with closed-source and commercial sys- 484

tems on FRESHQA. For example, MIXTRAL 8X7B + 485

FRESHPROMPT obtains a 11% absolute accuracy im- 486
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provement over PPLX.AI’s ONLINE LLM 70B. FRESH-487

PROMPT narrows the performance gap between GPT-488

4 and MIXTRAL 8X7B to under 9% in all question489

categories, with the largest gap on slow-changing490

questions decreasing from 34.4% to 8.8%.491

6 Related Work492

Knowledge augmented LLMS: Many prior493

works study semi-parametric knowledge augmen-494

tation in LLMS via additional fine-tuning (Guu495

et al., 2020; Lewis et al., 2020; Borgeaud et al.,496

2022; Izacard et al., 2022), while others advocate497

for knowledge generation instead of retrieval (Yu498

et al., 2023a; Sun et al., 2023). FRESHPROMPT aligns499

with the recent trend of retrieval-augmented gener-500

ation (Nakano et al., 2021; Lazaridou et al., 2022;501

Menick et al., 2022; Yao et al., 2022; Press et al.,502

2022; Khattab et al., 2022; Schick et al., 2023;503

Luo et al., 2023). Similar to our method, Lazari-504

dou et al. (2022) employ a few-shot prompting ap-505

proach that inserts documents from GOOGLE SEARCH506

into LLM prompts. We refrain from comparing to507

their method due to its expensive inference cost,508

as they chunk retrieved documents into evidence509

paragraphs and perform k = 50 inference calls to510

the LLM to generate k answers followed by LLM511

reranking. In contrast, FRESHPROMPT only performs512

a single inference call to the LLM. SELF-ASK (Press513

et al., 2022) also uses few-shot in-context learning514

to teach an LLM to ask itself follow-up questions515

before answering the initial question, although it516

focuses more on decomposition.517

Time-sensitive QA: FRESHQA fits into a grow-518

ing body of work benchmarking LLMS’ temporal519

reasoning capabilities (Chen et al., 2021b; Zhang520

and Choi, 2021; Liska et al., 2022; Kasai et al.,521

2022). Chen et al. (2021b) created TIMEQA by522

extracting evolving facts from WIKIDATA and then523

synthesizing timestamped question-answer pairs.524

Zhang and Choi (2021) constructed SITUATEDQA by525

annotating realistic questions from existing open-526

domain QA datasets with temporal context (i.e.,527

timestamps). STREAMINGQA (Liska et al., 2022)528

consists of both LLM-generated and human-written529

questions, all answerable using a corpus of times-530

tamped news articles. Also related is the dynamic531

REALTIMEQA benchmark (Kasai et al., 2022), which532

evaluates models weekly on multiple-choice ques-533

tions about new events extracted from news web-534

sites. In contrast, FRESHQA contains a fixed set535

of human-written open-ended questions whose an-536

swers by nature can change based on new develop- 537

ments in the world and thus offers a complementary 538

generative evaluation of time-sensitive QA. 539

QA over questionable or counterfactual 540

premises: Recent work has also introduced 541

QA benchmarks with questionable premises (Yu 542

et al., 2023c; Kim et al., 2023) or counterfactual 543

premises (Yu et al., 2023b). CREPE (Yu et al., 544

2023c) includes Reddit questions with false 545

premises annotated by human workers. Kim 546

et al. (2023) constructed (QA)2 using frequently 547

searched queries annotated by expert annotators 548

and crowdworkers, distinguishing between those 549

with and without questionable premises. Consis- 550

tent with these efforts, we find that current LLMS 551

struggle with false premise questions; additionally, 552

several LLMS can debunk a false-premise question 553

if explicitly asked to check for the premise’s 554

validity. Similar to above, these benchmarks 555

are complementary and combining them is a 556

promising direction for future work. 557

7 Conclusion 558

Our work offers a fine-grained and exhaustive eval- 559

uation of the capabilities of modern LLMS to adapt 560

to ever-changing world knowledge with and with- 561

out search engine augmentation. In the process, we 562

develop a new dataset—FRESHQA—of 600 ques- 563

tions that test a broad range of reasoning abilities, 564

from the incorporation of fast-changing knowledge 565

to identification of questions with false premises. 566

Our two-mode evaluation also provides a way to 567

measure both correctness and hallucination. Addi- 568

tionally, we propose a simple few-shot in-context 569

learning algorithm called FRESHPROMPT that incor- 570

porates relevant evidences retrieved from a search 571

engine into an LLM’s prompt. FRESHPROMPT sig- 572

nificantly improves performance over competing 573

search engine-augmented approaches on FRESHQA, 574

and an ablation reveals that factors such as the 575

number of incorporated evidences and their order 576

impact the correctness of LLM-generated answers. 577

We release FRESHQA and commit to updating its an- 578

swers regularly to facilitate future research. Addi- 579

tionally, we develop FRESHEVAL, a reliable autorater 580

for quick evaluation and comparison on FRESHQA. 581

8 Limitations and Future Work 582

One obvious challenge with FRESHQA is the need 583

for regular answer updating by the maintainers; in 584

the interim period between updates, the answers to 585

8



some questions might become stale. This could be586

addressed by support from the open-source com-587

munity. On the method side, FRESHPROMPT only588

performs one search query per question, and thus589

it can be further improved via question decompo-590

sition and multiple search queries (Khattab et al.,591

2022). Since FRESHQA consists of relatively simple592

questions, it is also unclear how well FRESHPROMPT593

performs in the context of long-form QA (Fan et al.,594

2019). Finally, FRESHPROMPT relies on in-context595

learning and thus may underperform approaches596

that fine-tune the base LLM on new knowledge.597
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Appendix821

A Evaluation protocol822

Figure 4 shows specific examples of each evalua-823

tion criteria.824

B Inter-rater agreement and automatic825

evaluation826

Two authors independently evaluated a randomly827

sampled subset of 100 answers across models (in-828

cluding 50 questions with valid premises and 50829

questions with false premises) in both modes RE-830

LAXED and STRICT.831

To facilitate future evaluations, we also develop832

FRESHEVAL, an autorater that uses few-shot in-833

context learning to teach an LLM to judge model834

responses. In each evaluation, the model is condi-835

tioned on a given question, a list of valid answers,836

and a model response, and is then expected to gen-837

erate a comment on the correctness of the response,838

followed by a final judgement. At the start of each839

input prompt, we also provide an instruction of the840

evaluation task, and sample comments and evalu-841

ations of the examples in Figure 4 as demonstra-842

tions.13 See Figure 5 and Figure 6 for FRESHEVAL’s843

prompts for RELAXED and STRICT evaluations, and844

Figure 7 for FRESHEVAL’s sample output for STRICT845

evaluation.846

Table 3 reports the inter-rater agreement between847

the two human raters, and between FRESHEVAL and848

each human rater, in terms of exact accuracy. The849

two human raters had an agreement of 99% for850

RELAXED and 96% for STRICT, while FRESHEVAL851

achieved an average agreement of 96.5% with hu-852

man evaluations for RELAXED and 96% for STRICT.853

Overall, the high accuracies demonstrate that our854

evaluation protocol is reproducible and reliable,855

and FRESHEVAL can be used in place of human eval-856

uation on FRESHQA.857

C Additional experiment setup details858

for Section 3859

To increase reproducibility, we used greedy decod-860

ing (with a temperature of 0), which selects the861

most likely token at every decoding timestep, and a862

13In our experiments, we found that using separate prompts
for RELAXED and STRICT evaluations resulted in better perfor-
mance compared to using a single, combined prompt for both
evaluation modes. We also found that additionally incorpo-
rating retrieved evidences for the question into the prompt
did not improve inter-rater agreement between FRESHEVAL and
human raters.

maximum number of 256 generated tokens for all 863

models. Note that the API for some models is non- 864

deterministic by default, even with a temperature 865

of 0. 866

For non-chat models that were not pre-trained 867

with a QA task, we fed them a text prompt of the 868

format: “Q: <question>\nA: ” (“\ n” is the new 869

line character). For few-shot in-context learning 870

with T5 and PALM, we used the 5-shot demonstra- 871

tions for TRIVIAQA (Joshi et al., 2017) used in Sun 872

et al. (2023). 873

For OPENAI models, we used the 874

2023-03-15-preview API in AZURE OPENAI SER- 875

VICE with the model names text-davinci-003, 876

code-davinci-002, gpt-3.5-turbo, and gpt-4 877

for GPT-3.5, CODEX, CHATGPT, and GPT-4, 878

respectively. 879

D Additional experiment setup details 880

for Section 5 881

For the evaluated models, we used OPENAI API for 882

GPT-4 (gpt-4-0125-preview), TOGETHER API for 883

MIXTRAL (Mixtral-8x7B-Instruct-v0.1) and 884

LLAMA-2 (Llama-2-70b-chat-hf), PPLX-API for 885

PPLX.AI’s ONLINE LLM (pplx-70b-online), and 886

YOU API for YOU.COM’s WEB LLM. 887

For the base LLM of FRESHEVAL, we used GPT-4 888

(gpt-4-1106-preview). 889

E Additional experiment results for 890

Section 3 891

Table 4 and Table 5 show the accuracy of different 892

LLMS on FRESHQA under STRICT (no hallucination) 893

and RELAXED evaluations, respectively. 894

F CHATGPT/GPT-4’s awareness of 895

recent knowledge 896

Although CHATGPT and GPT-4 were originally 897

trained in 2021, our manual evaluation suggests 898

that they have been exposed to data containing in- 899

formation beyond their knowledge cutoff date in 900

September, 2021. Figure 8 indicates that CHATGPT 901

is aware of the recent Russian invasion of Ukraine 902

on February 24, 2022. 903

G GOOGLE SEARCH results 904

Figure 9 shows different types of search results 905

from GOOGLE SEARCH for given a query. 906
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H A realistic prompt for FreshPrompt907

Figure 10 displays a realistic prompt for FRESH-908

PROMPT.909

I Additional experiment results for910

Section 4911

Table 6 presents the accuracy of different search912

engine-augmented LLMS on FRESHQA under RE-913

LAXED.914
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ID Question Type Primary answer  
(as of this writing) Model response Relaxed Strict Explanation

1 How old is the world's oldest 
verified living person?

fast-changing 116 years old The oldest verified living person is Maria Branyas Morera, who was born on 
March 4, 1907, making her 116 years old.

the primary answer is correct, and all the provided 
information is accurate and up-to-date

2 When did the UK adopt the 
Euro?

false-premise The UK has never 
adopted the Euro.

The UK has never adopted the Euro as its official currency. The country has 
retained the British pound sterling (GBP) as its currency.

the response debunks the question's false 
premise, and all the provided information is 
accurate and up-to-date

3 How much longer will Brittney 
Griner spend in the Russian 
prison?

false-premise She was released in 
2022.

I'm sorry, but I have no information to suggest that Brittney Griner is currently in a 
Russian prison.

a confident and definitive answer is required

4 Which language has the third 
largest population by number 
of native speakers?

slow-changing English 1. Mandarin 2. Spanish 3. English though the correct answer can be obviously 
inferred from the response, a response without an 
explicit statement is less desirable

5 Has Virginia Woolf's novel 
about the Ramsay family 
entered the public domain in 
the United States?

never-changing Yes 1927's To the Lighthouse is in the public domain in the United States. The 
final answer is To the Lighthouse.

the final answer when standing alone must be 
correct

6 Is Tesla's stock price above 
$200 a share?

fast-changing Yes Tesla's stock price is above $200 a share. The stock is trading at a price of $120. conflicting information

7 When did Lionel Messi win his 
second FIFA World Cup?

false-premise Messi has not won a 
second FIFA World 
Cup.

This question does not contain a valid premise. Lionel Messi has never won a 
FIFA World Cup.

despite debunking the question's false premise, 
the response inaccurately shapes one's 
knowledge perception

8 How many times has Jeremy 
Corbyn served as Prime 
Minister of the UK?

false-premise Corbyn has never 
served as Prime 
Minister of the UK.

Zero. a rebuttal is always required for false-premise 
questions

9 Who founded Amazon? never-changing Jeff Bezos 100% of people said Jeff. a complete name or commonly recognized name 
is required

10 How many books has Colleen 
Hoover published?

fast-changing 25 Colleen Hoover has published over 20 books and novellas. approximate numbers are not accepted unless 
included in the ground-truth answers

11 What is the largest model size 
of GPT-3?

never-changing 175B parameters 175 billion parameters. It is a 175 billion parameter, 1.37TB, 137B token, 137B 
wordpiece, 137B BPE, 137B byte pair encoding, 137B BPE token, 137B BPE 
wordpiece, 137B BPE token, 137B BPE wordpiece,...

the primary answer is correct, but the response is 
ill-formed

12 How many member nations 
exist in the United Nations?

slow-changing 193 As of my knowledge cutoff date in September 2021, there were 193 member 
nations in the United Nations.

the primary answer is correct, but it is unclear 
whether the information is still up-to-date

13 Who won the biggest single-
tournament payday in tennis 
history?

slow-changing Novak Djokovic The biggest single-tournament payday in tennis history was won by Novak 
Djokovic at the 2021 Australian Open.

the primary answer is correct, but the response 
contains hallucinated information

14 Who was the first football 
player to score one hundred 
international goals?

never-changing Ali Daei As of my knowledge cutoff date in September 2021, Ali Daei, a former Iranian 
footballer, was the first player to score 100 international goals.

all the information is correct and it is evident that 
the knowledge has not changed

15 Who is the latest winner of the 
Formula 1 world 
championship?

fast-changing Max Verstappen Max Verstappen won the 2022 Formula 1 world championship. He is a Dutch 
racing driver who competes in Formula One for Red Bull Racing. He is the son of 
former Formula One driver Jos Verstappen. Verstappen started his racing career 
in karting at the age of seven. He won the 2013 European Karting Championship 
and the 2013 World Karting Championship. In 2014, he moved to single-seater 
racing, competing in the European Formula Three Championship. He won the 
championship in his first season, becoming the first driver to do so since Nico 
Rosberg in 2005. In 2015, Verstappen moved to Formula One, driving for Toro 
Rosso. He became the youngest driver to compete in Formula One at the age of 
17. He scored his first points in Formula One at the 2015 Hungarian GrandPrix. 
In 2016, Verstappen moved to Red Bull Racing. He won his first race at the 2016 
Spanish Grand Prix. He became the youngest driver to win a race in Formula 
One at theage of 18. Verstappen finished the 2016 season in third place in the 
drivers' championship. In 2017, Verstappen won four races and finished the 
season in second place in the drivers' championship. In 2018, Verstappen won 
seven races and finished the season in second place in the drivers' 
championship. In 2019, Verstappen won nine races and finished the season in 
first place in the drivers' championship. He is the first Dutch driver to win the 
Formula One world championship.

the primary answer is correct, but the response 
contains several hallucinations (e.g., Max 
Verstappen did not win the Formula Three 
European Championship in 2014)

Figure 4: FRESHQA sample evaluation. To get credit in both evaluation modes RELAXED and STRICT, all the
information in the answer must be accurate and up-to-date (examples 1 and 2). In both modes, we credit a model’s
response only if it provides a confident and definitive answer (example 3), or the correct answer can be obviously
inferred from the response (provided all other requirements are satisfied, see example 4). The primary or final
answer when standing alone must be accurate (example 5). Any additional information that is provided must
not contradict the primary answer (example 6) or reshape one’s perception of it (example 7). For false-premise
questions, the model must point out the presence of a false premise to receive credit (example 8). For answers that
involve names of entities (e.g., people), complete names or commonly recognized names are expected (example
9). Regarding numerical answers, approximate numbers are generally not accepted unless explicitly included in
the ground-truth answers (example 10). Under RELAXED, we accept ill-formed responses (including those in a non-
English language), as well as hallucinated or outdated information that does not significantly impact the primary
answer; under STRICT, however, a response that contains any hallucination, no matter how minor, will not receive
credit (examples 11, 12, and 13). Furthermore, we accept a response in STRICT when the model indicates that the
information might be outdated (e.g., “As of my knowledge cutoff date in September 2021”) only if it is evident that
the knowledge has not changed (example 14).

Table 3: Inter-rater agreement between two authors (RATER 1 and RATER 2), and between FRESHEVAL and each
human rater, in terms of exact accuracy across 100 RELAXED judgements, 100 STRICT judgements, and all ALL

200 judgements. In each of these three categories, in addition to the overall accuracy (overall), we report accuracy
across questions with valid premises (vp) and questions with false premises (fp). The high accuracies demonstrate
that our evaluation protocol is reproducible and reliable, and FRESHEVAL can be used in place of human evaluation
on FRESHQA.

RELAXED STRICT ALL

overall vp fp overall vp fp overall vp fp

RATER 1 vs. RATER 2 99.0 98.0 100 96.0 100.0 92.0 97.5 99.0 96.0
FRESHEVAL vs. RATER 1 97.0 98.0 96.0 97.0 100.0 94.0 97.0 99.0 95.0
FRESHEVAL vs. RATER 2 96.0 96.0 96.0 95.0 100.0 90.0 95.5 98.0 93.0
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Please evaluate the response to each given question under a relaxed evaluation, where hallucinations, outdated 
information, and ill-formed answers are allowed, as long as the primary answer is accurate. Please credit the 
response only if it provides a confident and definitive answer, or the correct answer can be obviously inferred 
from the response. The primary or final answer when standing alone must be accurate. Any additional 
information that is provided must not contradict the primary answer or reshape one's perception of it. For 
false-premise questions, the response must point out the presence of a false premise to receive credit. For 
answers that involve names of entities (e.g., people), complete names or commonly recognized names are 
expected. Regarding numerical answers, approximate numbers are generally not accepted unless explicitly 
included in the ground-truth answers. We accept ill-formed responses (including those in a non-English 
language), as well as hallucinated or outdated information that does not significantly impact the primary answer.

# some demonstrations are omitted for brevity

question: Is Tesla's stock price above $250 a share?
correct answer(s): Yes
response: Yes, it is. The stock price is currently at $207.
comment: This is a valid question. While the primary answer in the response (Yes) is accurate, the additional 
information contradicts the primary answer ($207 is not above $250). Thus, the response is not credited.
evaluation: incorrect

question: Who is the latest winner of the Formula 1 world championship?
correct answer(s): Max Verstappen | Max Emilian Verstappen
response: Max Verstappen won the 2022 Formula 1 world championship. He is a Dutch racing driver who 
competes in Formula One for Red Bull Racing. He is the son of former Formula One driver Jos Verstappen. 
Verstappen started his racing career in karting at the age of seven. He won the 2013 European Karting 
Championship and the 2013 World Karting Championship. In 2014, he moved to single-seater racing, competing 
in the European Formula Three Championship. He won the championship in his first season, becoming the first 
driver to do so since Nico Rosberg in 2005… # the rest is omitted for brevity
comment: This is a valid question. Even though the response contains several instances of hallucinated 
information (e.g., Max Verstappen did not win the Formula Three European Championship in 2014), the primary 
answer in the response (Max Verstappen) is still accurate. Thus, the response is credited.
evaluation: correct

question: In what year did bodybuilding become an Olympic sport?
correct answer(s): Bodybuilding is not an Olympic sport.
response: Bodybuilding is not currently an Olympic sport. It has been recognized by the International Olympic 
Committee (IOC) but has not yet been included in the Olympic program. However, bodybuilding has been 
included in other multi-sport events such as the Pan American Games and the Asian Games.
comment: 

Figure 5: FRESHEVAL’s prompt for RELAXED evaluation.
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Please evaluate the response to each given question under a strict evaluation, where no hallucinations, outdated 
information, or ill-formed answers are allowed. Please credit the response only if it provides a confident and 
definitive answer, or the correct answer can be obviously inferred from the response. The primary or final answer 
when standing alone must be accurate. Any additional information that is provided must not contradict the primary 
answer or reshape one's perception of it. For false-premise questions, the response must point out the presence 
of a false premise to receive credit. For answers that involve names of entities (e.g., people), complete names or 
commonly recognized names are expected. Regarding numerical answers, approximate numbers are generally not 
accepted unless explicitly included in the ground-truth answers. A response that contains any hallucination, no 
matter how minor, will not receive credit. Furthermore, when the response indicates that the information might be 
outdated, we accept it only if it is evident that the knowledge has not changed (e.g., through common sense or 
well-known facts).

# some demonstrations are omitted for brevity

question: How old is the world's oldest verified living person?
correct answer(s): 116 years old | 116
response: As of today {current_date} , the most up-to-date and relevant information regarding this query is as 
follows. The oldest verified living person is Maria Branyas Morera, who was born on March 4, 1907, making her 116 
years old.
comment: This is a valid question. The primary answer in the response (116 years old) is accurate, and all the 
provided information is accurate and up-to-date. Thus, the response is credited.
evaluation: correct

question: Who is the latest winner of the Formula 1 world championship?
correct answer(s): Max Verstappen | Max Emilian Verstappen
response: Max Verstappen won the 2022 Formula 1 world championship. He is a Dutch racing driver who 
competes in Formula One for Red Bull Racing. He is the son of former Formula One driver Jos Verstappen. 
Verstappen started his racing career in karting at the age of seven. He won the 2013 European Karting 
Championship and the 2013 World Karting Championship. In 2014, he moved to single-seater racing, competing in 
the European Formula Three Championship. He won the championship in his first season, becoming the first driver 
to do so since Nico Rosberg in 2005… # the rest is omitted for brevity
comment: This is a valid question. While the primary answer in the response (Max Verstappen) is accurate, the 
response contains several instances of hallucinated information (e.g., Max Verstappen did not win the Formula 
Three European Championship in 2014). Thus, the response is not credited.
evaluation: incorrect

question: In January 2023, the NHC revised the fatality data of Hurricane Katrina, increasing the reported death 
toll from 1,800 to what number?
correct answer(s): The reported death toll decreased to 1,392.
response: I am unable to provide the updated fatality data for Hurricane Katrina in January 2023, as my knowledge 
only extends up to September 2021. Please consult a more recent source for the latest information.
comment: 

Figure 6: FRESHEVAL’s prompt for STRICT evaluation.
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question: How much did Elon Musk buy Activision Blizzard for?
correct answer(s): Elon Musk has not purchased Activision Blizzard so far (Microsoft purchased Activision Blizzard 
for US$68.7 billion in January 2022).
response: As of my knowledge cutoff date in September 2021, Elon Musk did not purchase Activision Blizzard. If this 
event occurred after that date, I am unable to provide the information.

question: Which cryptocurrency has a higher market cap than Bitcoin?
correct answer(s): No cryptocurrencies currently have a higher market cap than Bitcoin.
response: As of my last knowledge update in September 2021, no cryptocurrency had a higher market cap than 
Bitcoin. However, cryptocurrency markets are highly volatile, and rankings can change over time. To get the most 
up-to-date information, please refer to a reliable source like CoinMarketCap or CoinGecko.

question: What's the world record time for running a mile?
correct answer(s): 3:43.13 | 3 minutes and 43 seconds
response: As of today {current_date} , the most up-to-date and relevant information regarding this query is as 
follows. The world record time for running a mile is 3 minutes 43.13 seconds, set by Hicham El Guerrouj of Morocco 
on July 7, 1999.

comment: The question contains a false premise. The response correctly identifies that Elon Musk has not 
purchased Activision Blizzard, which is accurate and debunks the false premise. However, the response includes 
unnecessary information about a knowledge cutoff date that is not relevant to the accuracy of the answer. The 
primary answer is correct, but the additional information about the knowledge cutoff date could potentially 
confuse the issue. Thus, the response is not credited.
evaluation: incorrect

comment: The question contains a false premise. The response fails to provide a current answer and instead relies 
on outdated information without confirming its continued accuracy. Thus, the response is not credited.
evaluation: incorrect

comment: This is a valid question. The primary answer in the response (3 minutes 43.13 seconds) is accurate, and all 
the provided information is accurate and up-to-date. Thus, the response is credited.
evaluation: correct

Figure 7: FRESHEVAL’s sample output for STRICT evaluation.
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Model (size) knowl. all valid premise false premise

cutoff all fast slow never < 2022 ≥ 2022 1-hop m-hop all < 2022

without access to a search engine
OPENAI CODEX (N/A) 2021 25.0 31.4 5.6 28.0 60.3 64.5 11.5 34.7 23.1 5.6 7.5
GPT 3.5 (N/A) 2021 26.0 26.1 4.0 15.2 58.7 61.0 5.1 28.0 21.3 25.8 34.4
CHATGPT (N/A) 2021+ 32.0 28.5 7.2 16.0 61.9 63.1 7.7 29.9 25.0 42.7 52.7
GPT 4 (N/A) 2021+ 28.6 26.9 12.0 4.0 64.3 58.2 8.1 27.2 25.9 33.9 41.9

FLAN-PALM (540B) 2022 23.4 30.3 10.4 24.8 55.6 60.3 12.3 32.5 25.0 2.4 3.2

PALM (540B) 2021 7.2 9.3 0.8 11.2 15.9 20.6 2.6 9.3 9.3 0.8 1.1
w/ FEW-SHOT 20.0 26.3 5.6 19.2 54.0 56.7 8.1 25.7 27.8 0.8 1.1
w/ COT 15.4 19.1 0.8 9.6 46.8 47.5 2.1 20.5 15.7 4.0 5.4

PALMCHILLA (62B) 2022 12.2 16.0 2.4 15.2 30.2 35.5 4.3 17.2 13.0 0.8 1.1

PALM (62B) 2021 6.2 8.2 1.6 8.8 14.3 16.3 3.4 7.8 9.3 0.0 0.0
w/ FEW-SHOT 12.8 16.8 3.2 15.2 31.7 35.5 5.5 17.9 13.9 0.8 1.1
w/ COT 7.0 9.0 0.8 6.4 19.8 21.3 1.7 10.1 6.5 0.8 1.1

PALM (8B) 2021 5.6 7.5 0.8 5.6 16.0 16.2 2.1 8.6 4.6 0.0 0.0
w/ FEW-SHOT 8.4 11.2 0.8 9.6 23.0 24.8 3.0 14.2 3.7 0.0 0.0
w/ COT 7.8 10.4 0.0 6.4 24.6 24.8 1.7 11.2 8.3 0.0 0.0

FLAN-T5 XXL (11B) 2022 6.6 8.8 3.2 10.4 12.7 13.5 6.0 10.1 5.6 0.0 0.0

T5 XXL (11B) 2019 7.0 8.8 2.4 4.8 19.0 16.3 4.3 10.4 4.6 1.6 2.2
w/ FEW-SHOT 8.4 11.2 5.6 11.2 16.7 17.7 7.2 13.4 5.6 0.0 0.0
w/ COT 6.2 8.2 2.4 6.4 15.9 15.6 3.8 8.6 7.4 0.0 0.0

T5 XL (3B) 2019 4.4 5.9 2.4 4.8 10.3 10.6 3.0 7.5 1.9 0.0 0.0
w/ FEW-SHOT 6.0 8.0 4.0 8.8 11.1 13.5 4.7 8.2 7.4 0.0 0.0
w/ COT 2.8 3.7 2.4 1.6 7.1 7.8 1.3 4.1 2.8 0.0 0.0

T5 LARGE (770M) 2019 2.6 3.5 0.8 4.0 5.6 5.7 2.1 3.7 2.8 0.0 0.0
w/ FEW-SHOT 0.8 1.1 0.0 0.0 3.2 2.8 0.0 1.1 0.9 0.0 0.0
w/ COT 0.8 1.1 0.8 0.0 2.4 2.1 0.4 1.1 0.9 0.0 0.0

Table 4: Accuracy of different search engine-augmented LLMS on FRESHQA under STRICT (no hallucination)
evaluation as of April 26, 2023. Accuracy reported across various question categories: fast-changing (fast), slow-
changing (slow), never-changing (never), false-premise, questions about pre-2022 knowledge (< 2022) and post-
2022 knowledge (≥ 2022), one-hop (1-hop) and multi-hop (m-hop) questions. + indicates a model with access to
the current date. UTD stands for “up-to-date”.
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Model (size) knowl. all valid premise false premise

cutoff all fast slow never < 2022 ≥ 2022 1-hop m-hop all < 2022

without access to a search engine
OPENAI CODEX (N/A) 2021 25.6 32.2 6.4 29.6 60.3 66.0 11.9 35.4 24.1 5.6 7.5
GPT 3.5 (N/A) 2021 32.4 32.4 8.0 28.0 61.1 68.1 11.1 34.7 26.9 32.3 43.0
CHATGPT (N/A) 2021+ 41.4 36.7 10.4 32.8 66.7 76.6 12.8 36.2 38.0 55.6 66.7
GPT 4 (N/A) 2021+ 46.4 39.6 14.4 35.2 69.0 80.9 14.9 39.2 40.7 66.9 83.9

FLAN-PALM (540B) 2022 23.6 30.3 10.4 24.8 55.6 60.3 12.3 32.5 25.0 3.2 4.3

PALM (540B) 2021 12.2 16.0 2.4 14.4 31.0 34.8 4.7 16.4 14.8 0.8 1.1
w/ FEW-SHOT 20.2 26.3 5.6 19.2 54.0 56.7 8.1 25.7 27.8 1.6 2.2
w/ COT 22.8 28.2 4.0 20.0 60.3 64.5 6.4 28.4 27.8 6.5 8.6

PALMCHILLA (62B) 2022 15.0 19.4 2.4 19.2 36.5 43.3 5.1 20.1 17.6 1.6 2.2

PALM (62B) 2021 8.6 11.2 2.4 11.2 19.8 22.0 4.7 11.6 10.2 0.8 1.1
w/ FEW-SHOT 14.2 18.4 4.0 15.2 35.7 39.0 6.0 18.7 17.6 1.6 2.2
w/ COT 12.8 16.2 2.4 15.2 31.0 34.8 5.1 17.5 13.0 2.4 3.2

PALM (8B) 2021 8.8 11.2 0.8 11.2 21.6 21.1 5.2 13.1 6.5 1.6 2.1
w/ FEW-SHOT 9.2 12.2 0.8 10.4 25.4 27.0 3.4 15.3 4.6 0.0 0.0
w/ COT 11.4 15.2 2.4 11.2 31.7 32.6 4.7 16.8 11.1 0.0 0.0

FLAN-T5 XXL (11B) 2022 7.2 9.6 3.2 12.0 13.5 14.2 6.8 10.8 6.5 0.0 0.0

T5 XXL (11B) 2019 10.8 13.8 3.2 12.8 25.4 22.7 8.5 16.0 8.3 1.6 2.2
w/ FEW-SHOT 9.0 12.0 5.6 11.2 19.0 19.1 7.7 14.6 5.6 0.0 0.0
w/ COT 13.0 17.3 4.0 17.6 30.2 31.2 8.9 19.0 13.0 0.0 0.0

T5 XL (3B) 2019 5.8 7.7 4.0 5.6 13.5 13.5 4.3 9.0 4.6 0.0 0.0
w/ FEW-SHOT 6.0 8.0 4.0 8.8 11.1 13.5 4.7 8.2 7.4 0.0 0.0
w/ COT 5.2 6.9 3.2 4.0 13.5 14.2 2.6 8.6 2.8 0.0 0.0

T5 LARGE (770M) 2019 4.4 5.3 2.4 4.8 8.7 7.1 4.3 5.6 4.6 1.6 2.2
w/ FEW-SHOT 0.8 1.1 0.0 0.0 3.2 2.8 0.0 1.1 0.9 0.0 0.0
w/ COT 2.2 2.9 0.8 0.8 7.1 7.1 0.4 3.4 1.9 0.0 0.0

Table 5: Accuracy of different search engine-augmented LLMS on FRESHQA under RELAXED evaluation as of
April 26, 2023. Accuracy reported across various question categories: fast-changing (fast), slow-changing (slow),
never-changing (never), false-premise, questions about pre-2022 knowledge (< 2022) and post-2022 knowledge
(≥ 2022), one-hop (1-hop) and multi-hop (m-hop) questions. + indicates a model with access to the current date.
UTD stands for “up-to-date”.
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Figure 8: Despite its knowledge cutoff date in September 2021, CHATGPT is aware of the recent Russian invasion
of Ukraine on February 24, 2022. Questions asked on April 9, 2023.
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Figure 9: GOOGLE SEARCH produces different types of search results for given a query, including the answer
box, organic results, and other useful information, such as the knowledge graph, questions and answers from
crowdsourced QA platforms, and related questions from search users. Each result contains an associated text
snippet along with details, such as source webpage, date, title, and highlighted words.
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{other_demonstrations}  # omitted for brevity

{current_date}

{retrieved_evidences}  # omitted for brevity  

Figure 10: A realistic prompt for FRESHPROMPT. We standardize all retrieved evidences into a unified format
with useful information: source webpage, date, title, text snippet, and highlighted words. The prompt begins with
few-shot demonstrations, each presenting an example question along with a list of retrieved evidences, followed
by reasoning to determine the most relevant and current answer.
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Model knowl. all valid premise false premise

cutoff all fast slow never < 2022 ≥ 2022 1-hop m-hop all < 2022

comparison against baselines
GOOGLE SEARCH UTD 47.4 58.8 42.4 56.0 77.8 74.5 49.4 66.4 39.8 12.9 11.8

GPT-3.5 2021 32.4 32.4 8.0 28.0 61.1 68.1 11.1 34.7 26.9 32.3 43.0
GPT-3.5 + SELF-ASK UTD 42.0 51.6 36.8 44.8 73.0 74.5 37.9 53.0 48.1 12.9 17.2
GPT-3.5 + FRESHPROMPT UTD 62.0 68.9 51.2 70.4 84.9 78.0 63.4 75.0 53.7 41.1 49.5
PPLX.AI UTD 66.2 68.9 48.8 67.2 90.5 85.1 59.1 76.1 50.9 58.1 60.2

GPT-4 2021+ 46.4 39.6 14.4 35.2 69.0 80.9 14.9 39.2 40.7 66.9 83.9
GPT-4 + SELF-ASK UTD 50.4 48.4 40.0 49.6 55.6 52.5 46.0 45.1 56.5 56.5 69.9
GPT-4 + FRESHPROMPT UTD 77.8 78.7 61.6 79.2 95.2 90.8 71.5 83.2 67.6 75.0 80.6

sensitivity and ablation studies
GPT-3.5 2021 32.4 32.4 8.0 28.0 61.1 68.1 11.1 34.7 26.9 32.3 43.0
GPT-3.5 + FRESHPROMPT UTD 62.0 68.9 51.2 70.4 84.9 78.0 63.4 75.0 53.7 41.1 49.5
w/ PREMISE CHECK UTD 41.0 33.5 23.2 32.0 45.2 44.0 27.2 37.7 23.1 63.7 72.0

GPT-4 2021+ 46.4 39.6 14.4 35.2 69.0 80.9 14.9 39.2 40.7 66.9 83.9

GPT-4 w/ SNIPPETS ONLY & SEARCH ORDER UTD 77.6 78.2 59.2 80.0 95.2 90.8 70.6 82.1 68.5 75.8 83.9
GPT-4 w/ SNIPPETS ONLY & TIME ORDER UTD 77.6 78.2 59.2 79.2 96.0 90.1 71.1 82.1 68.5 75.8 86.0
GPT-4 w/ SNIPPETS ONLY & RANDOM ORDER UTD 75.4 76.1 58.4 73.6 96.0 90.8 67.2 80.6 64.8 73.4 81.7

GPT-4 + FRESHPROMPT UTD 77.8 78.7 61.6 79.2 95.2 90.8 71.5 83.2 67.6 75.0 80.6
w/ PREMISE CHECK UTD 78.8 76.3 59.2 76.8 92.9 87.2 69.8 82.1 62.0 86.3 90.3
w/o ANSWER BOX UTD 76.2 76.6 59.2 76.0 94.4 90.1 68.5 81.0 65.7 75.0 80.6
w/o ANSWER BOX & RELEVANT INFO UTD 74.8 75.0 56.0 74.4 94.4 89.4 66.4 80.6 61.1 74.2 81.7
w/ 1 EVIDENCE UTD 67.2 67.3 47.2 66.4 88.1 85.8 56.2 72.0 55.6 66.9 79.6
w/ 5 EVIDENCES UTD 74.2 75.0 56.8 74.4 93.7 87.2 67.7 81.7 58.3 71.8 77.4
w/ 15 EVIDENCES UTD 79.0 79.5 62.4 80.0 96.0 90.1 73.2 83.2 70.4 77.4 81.7
w/ 15 DEMONSTRATIONS UTD 77.2 78.2 60.0 78.4 96.0 91.5 70.2 82.8 66.7 74.2 79.6
w/ LONG DEMONSTRATION ANSWERS UTD 77.8 77.9 60.8 77.6 95.2 90.1 70.6 82.8 65.7 77.4 83.9

Table 6: Accuracy of different search engine-augmented LLMS on FRESHQA under RELAXED evaluation as of
April 26, 2023. Accuracy reported across various question categories: fast-changing (fast), slow-changing (slow),
never-changing (never), false-premise, questions about pre-2022 knowledge (< 2022) and post-2022 knowledge
(≥ 2022), one-hop (1-hop) and multi-hop (m-hop) questions. + indicates a model with access to the current date.
UTD stands for “up-to-date”.
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