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1 Abstract

Dialogue act classification is a key task in nat-
ural language processing that involves identi-
fying the intended purpose or function of a
particular utterance in a conversation. In re-
cent years, deep learning models like BERT
have achieved state-of-the-art performance on
this task. However, the performance of
BERT can still be improved by incorporat-
ing other deep learning models. In this re-
port, we present a comparison between the
performance of BERT and a BERT-CNN-
BiGRU-Attention Hybrid (BCBAH) model
on the ”dyda da” dataset from the SILI-
CONE dataset for dialogue act classification
(Emile Chapuis, 2021). The hybrid model
combines the strengths of different deep learn-
ing models to improve the accuracy and effi-
ciency of the task. We conducted experiments
on the dataset to evaluate the performance of
both models.

1 Introduction

Dialog Act classification is a crucial component of
chatbot technology that enables machines to un-
derstand and respond to natural language inputs
from users (Colombo* et al., 2020). A Dialog Act
is an action performed by a speaker in a conversa-
tion, such as making a statement, asking a ques-
tion, giving an opinion, expressing agreement or
disagreement, or making a request (Li et al., 2017;
Leech and Weisser, 2003; Busso et al., 2008; Pas-
sonneau and Sachar., 2014; Thompson et al., 1993;
Poria et al., 2018; Shriberg et al., 2004; Mckeown
et al., 2013).

Dialog Act classification involves identifying
the intent behind a user’s message and categoriz-
ing it into one of several predefined categories.
These categories typically correspond to common

1https://github.com/AyoubAmmyDriss/
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conversational actions such as requesting informa-
tion, giving instructions, or expressing gratitude
(Colombo* et al., 2019).

Chatbots like Siri rely heavily on Dialog Act
classification to accurately understand and re-
spond to user inputs. By analyzing the language
used by the user and categorizing it according to
the appropriate Dialog Act, chatbots can generate
responses that are relevant, informative, and en-
gaging (Colombo, 2021).

Overall, Dialog Act classification is an impor-
tant tool for enhancing the natural language pro-
cessing capabilities of chatbots and improving the
quality of the user experience. However, due to the
complexity and variability of human language, di-
alogue act classification is challenging (Colombo
et al., 2021a).

2 Related Work

To tackle DA classification, various approaches
have been proposed in the literature, includ-
ing rule-based methods, machine learning-based
methods, and deep learning-based methods. Deep
learning models, in particular, have shown remark-
able performance on this task in recent years. The
introduction of BERT(Devlin, 2018) marked a sig-
nificant milestone. BERT utilizes a transformer-
based architecture to capture contextual relations
in language modeling tasks and can be fine-tuned
for various downstream tasks, including dialogue
act classification. BERT was evaluated on various
natural language understanding tasks, and the re-
sults were impressive. This model outperformed
other existing models, including those based on
convolutional and recurrent neural networks. But
BERT is not the only revolutionary model in this
field. Another game-changer is ”Attention is All
You Need”(Vaswani, 2017), which introduced the
transformer architecture. This architecture uses
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self-attention mechanisms to capture long-range
dependencies in sequences without the need for
recurrence or convolution operations. It has be-
come a popular architecture for dialogue act clas-
sification. To further improve the accuracy and
efficiency of short text classification tasks,(Tong,
2021) proposed a hybrid model that combined
BERT with convolutional neural networks (CNNs)
and attention-based bidirectional gated recurrent
units (BiGRUs). The hybrid model outperformed
existing models, including BERT, in terms of ac-
curacy and efficiency. The authors of this pa-
per showed that combining different deep learning
models could improve the accuracy and efficiency
of the task. In this project, we aim to replicate
the results achieved in the paper by implementing
and comparing the performance of BERT and a
BCBAH hybrid model for natural language under-
standing tasks.

3 Dataset presentation

In this report, we focus on comparing the per-
formance of two deep learning models for dia-
logue act classification: BERT and a BCBAH
hybridmodel. We evaluate the performance of
these models on the ”dyda da” dataset from the
SILICONE dataset (Li et al., 2017; Leech and
Weisser, 2003; Busso et al., 2008; Passonneau and
Sachar., 2014; Thompson et al., 1993; Poria et al.,
2018; Shriberg et al., 2004; Mckeown et al., 2013),
which contains labeled examples of dialogue acts
in various domains.

The ”dyda da” dataset consists of 102,979
utterances and 4 dialogue act labels( ”ques-
tion”, ”commissive”, ”directive”, ”inform”). The
dataset is split into training, validation, and test
sets with 80%, 10%, and 10% of the examples, re-
spectively.

Dialog Act Count Percentage
Inform 46532 45.2%
Question 29428 28.6%
Directive 17295 16.8%
Commissive 9724 9.4%

Table 1: Dialog Act Repartition in Dailydialog

4 Experiments Protocol

We conducted experiments to compare two mod-
els for dialogue act classification: BERT and a

BCBAH hybrid model. The hybrid model in-
corporates different techniques to improve perfor-
mance on short text classification tasks. We com-
pared the accuracy of both models on dialogue act
classification tasks.

Figure 1: Model Architecture

To input preprocessed text sequences into the
hybrid model, we first passed them through the
BERT embedding layer to obtain fixed-length vec-
tors for each word. These embeddings were then
simultaneously fed into both the CNN and BiGRU
layers. The CNN layer applied filters to extract
local features from the embeddings, while the Bi-
GRU layer processed the sequence in a bidirec-
tional manner to capture global context. The out-
puts of BiGRU layers were then concatenated and
fed into an attention layer, and then concatenated
with the output of the CNN layers. Finally, the
output of the attention layer was passed through a
fully connected layer to obtain the predicted class
probabilities.

Overall, we compared the performance of the
BERT model and the BCBAH hybrid model on di-
alogue act classification tasks and evaluated their
accuracy. To provide a more in-depth analysis of
our models and the evaluation metrics, we will
now delve into each component.

4.1 BERT Tokenizer

Before text can be processed by the BERT model,
it must first be tokenized into individual pieces
that the model can understand. BERT uses a spe-
cialized tokenizer that performs a technique called
subword tokenization, which breaks down words
into smaller units that can be represented by the
model.



The BERT tokenizer also adds special tokens to
the beginning and end of the input sequence. The
[CLS] token is added to the beginning of the se-
quence and is used as a representation of the entire
input sequence for certain downstream tasks. The
[SEP] token is added between sentence pairs to in-
dicate the end of one sentence and the beginning
of the next.

4.2 BERT & Word embeddings

To tackle NLP tasks, the first crucial step is to
translate text into a format that machines can un-
derstand. This step is called word embeddings.
There are various ways to achieve this, and in
our study, we opted to leverage the power of the
BERT model. In BERT, each word is transformed
into a fixed-length vector representation by pass-
ing it through a deep neural network. Specifi-
cally, BERT uses a transformer-based architecture,
which consists of multiple layers of self-attention
and feedforward neural networks. The model is
trained on a large corpus of text, using an unsu-
pervised learning objective known as the masked
language modeling (MLM) task.

4.3 Convolutional Neural Networks (CNN)

The main idea behind CNNs is to apply filters to
the input data to extract local features. In the case
of text data, these filters can be viewed as sliding
windows of fixed length that move over the text se-
quence and perform element-wise multiplications
with the input data. The result of this operation
is a new sequence of values, called a feature map,
which captures the presence or absence of certain
patterns in the input data.

After the convolution operation, a pooling op-
eration is applied to the resulting feature map to
reduce its dimensionality and capture the most
salient features. In our code, we used Max Pool-
ing.

In our model, we applied multiple filters with
different window sizes to the input data to capture
features at different scales. The resulting feature
maps were then concatenated.

4.4 BiGRU Layer

In addition to the CNN layer, our model also in-
corporates a bidirectional gated recurrent unit (Bi-
GRU) layer.

The basic idea behind BiGRUs is to use a hid-
den state that is updated at each time step, and

which contains information about the previous in-
puts that have been processed. BiGRUs are a vari-
ant of GRUs that process the input sequence in
both forward and backward directions, allowing
them to capture both past and future dependencies.

The output of the BiGRU layer is a sequence
of hidden states, which contain information about
both the forward and backward context of each in-
put token. These hidden states are then fed into the
attention layer, which assigns different weights to
the features based on their importance for the clas-
sification task.

4.5 Attention Mechanism
After the BiGRU layers, we add an attention layer
to further improve the classification performance.

4.6 Fully Connected Layer
The output of the attention layer is concatenated
with the output of the CNN layer and passed
through a fully connected layers to obtain the pre-
dicted class probabilities.

5 Results

5.1 BERT Model
Looking at the classification report for the valida-
tion set, we can see that the Bert model has per-
formed well on all classes. The model has the
highest f1-score for the inform class (0.93), which
means it can accurately identify informative utter-
ances. The directive and commissive classes also
have high f1-scores, indicating that the model can
classify these types of utterances with high accu-
racy. However, the f1-score for the question class
is comparatively lower (0.54) for the Bert model.

Class Precision Recall F1-score Support
Question 0.59 0.49 0.54 925
Commissive 0.74 0.72 0.73 1775
Directive 0.80 0.84 0.82 3125
Inform 0.92 0.94 0.93 2244
Accuracy 0.80
Macro Avg 0.76 0.75 0.75 8069
Weighted Avg 0.80 0.80 0.80 8069

Table 2: Classification Report on Validation

5.2 BCBAH
5.2.1 Parameters
The hyperparameters used in this study were based
on a BERT-based hybrid short text classification



Hyperparameter Value
Embedding Dimension 768
Hidden Dimension 128
Number of Layers 2
Number of Out Channels 16
Kernel Sizes [3, 4, 5]
Dropout Rate 0.5

Table 3: Hyperparameters Used in the BERT-CNN-
BiGRU Hybrid Model

model that incorporated CNN and attention-based
BiGRU, as described in (Tong, 2021). The embed-
ding dimension was set to 768 to match the BERT
embeddings used in the model. The hidden dimen-
sion was set to 128, with two layers, and the num-
ber of output classes was determined by the dataset
being used. The CNN component of the model uti-
lized 16 output channels and kernel sizes of 3, 4,
and 5. Finally, a dropout rate was applied to the
model to prevent overfitting. These hyperparame-
ters were chosen based on the performance of the
model in the original paper and were adapted to fit
our own dataset.

5.2.2 Results
To evaluate the performance of the model on the
validation set, we looked at the classification re-
port. The results showed that the BCBAH has
achieved high f1-scores for the commissive, direc-
tive, and inform classes, indicating that it can ac-
curately classify these types of utterances. How-
ever, the f1-score for the question class is compar-
atively lower, which means the model struggles to
identify question utterances.

The precision and recall values for the BCBAH
are consistent across all classes, with higher pre-
cision and recall values for the inform class. This
means that the model can accurately identify in-
formative utterances.

Overall, the Bert CNN BiGRU Attention Hy-
brid model has shown comparable performance to
the Bert model.

6 Discussion/Conclusion

In this study, we evaluated the performance of two
models, BERT and BERT-CNN-BiGRU Hybrid,
on a text classification task. Our results indicate
that both models achieved similar accuracy and
F1-scores on the validation dataset. Specifically,
BERT achieved an accuracy of 80%, while the hy-

Class Precision Recall F1-score Support
Question 0.59 0.50 0.54 925
Commissive 0.92 0.94 0.93 2244
Directive 0.79 0.85 0.82 3125
Inform 0.76 0.71 0.73 1775
Accuracy 0.80
Macro Avg 0.77 0.75 0.76 8069
Weighted Avg 0.80 0.80 0.80 8069

Table 4: Classification Report on Validation

brid model achieved an accuracy of 79%. Further-
more, the F1-scores for each class were also com-
parable between the two models. These findings
suggest that the added complexity of the hybrid
model did not result in any significant improve-
ments in performance.

Based on our results, we conclude that for this
text classification task, using a simpler model like
BERT is sufficient to achieve good performance.
While it is important to consider more complex
models in certain scenarios, such as when dealing
with larger datasets or more complex classification
problems, our findings suggest that in this case,
the simpler model is adequate. Additionally, using
a simpler model can also result in faster training
times and reduced computational resources, which
may be important considerations in practical ap-
plications.

Overall, this study highlights the importance
of evaluating the performance of different mod-
els on specific tasks, and suggests that more com-
plex models may not always lead to significant
improvements in performance. For the futur, it
is important to consider fairness (Colombo et al.,
2021b; Pichler et al., 2022; Colombo et al., 2022)
in the design and implementation of dialog act
models. Dialog acts are the linguistic actions per-
formed by speakers in a conversation, such as ask-
ing a question or making a statement. These mod-
els can have significant impacts on social interac-
tions, particularly in areas such as customer ser-
vice and healthcare.
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