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ABSTRACT

In the case of OpenAI’s CarRacing-V2, Reinforcement Learning (RL) needs to
solve both the problem of world modeling and exploration. This work primarily
focuses at solving the issues of efficient world modeling and exploration strategies
in RL for continuous control tasks by comparing different approaches for improv-
ing the performance. It exhibits an experimental evaluation of three approaches:
(i) standard World Models, (ii) NVAE-based hierarchical World Models, and (iii)
NoisyNet-augmented World Models. We compare these methods based on cumu-
lative reward performance, training stability, and computational efficiency. The
comparison of the cumulative rewards and training stability in the experiments
showed that the NVAE-based models improve the feature representation and the
generalization of the models while the NoisyNet augmentation improves the adap-
tive exploration. The work also shows trade-offs, for instance, the computational
cost versus the reward performance among these approaches. It also proposes that
a future model-based RL for autonomous driving should incorporate NVAE for
feature extraction and NoisyNet for exploration as they could yield the best re-
sults. The results show that standard World Models have the highest cumulative
reward, whereas the NoisyNet-augmented models have similar performance with
fewer rollouts, thus indicating better exploration efficiency.

1 INTRODUCTION

The RL agents have recently shown great improvement in control-based tasks including autonomous
driving, robotics and other fields of studies including (Mnih et al. [2015} [Lillicrap et al., [2015).
Exploration-exploitation trade-offs and data efficiency are quite important challenges to the present
day. World Models (Ha & Schmidhuber, 2018)) address these issues by the development of compact
representations of the environment, reducing sample complexity and supporting more stable policy
learning.

Hierarchical representations further improve model performance by introducing structure in the
learned latent space. NVAE-based World Models (Vahdat & Kautz, [2020; |Ayyalasomayajula et al.,
2023) employ deep hierarchical latent variable modeling to capture complex dependencies in high-
dimensional sensory inputs. In contrast, NoisyNet (Fortunato et al., 2018) augments policy networks
with trainable noise to improve exploration’s robustness.

This paper exhibits experimental comparison of these three approaches to evaluate their strengths,
weaknesses, and applicability to continuous control tasks. Specifically, we aim to answer the fol-
lowing questions:

* How do NVAE-based hierarchical models compare to standard World Models in terms of
cumulative reward and training stability?

* Does NoisyNet augmentation improve exploration efficiency and performance in model-
based RL?

* What are the computational trade-offs between these approaches?
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2 BACKGROUND AND RELATED WORK

2.1 WORLD MODELS

The World Models, as introduced by [Ha & Schmidhuber| (2018)), uses a Variational Autoencoder
(VAE) for efficient feature extraction, alongside a Mixture Density Recurrent Neural Network
(MDRNN) to accurately model environmental dynamics. To optimize the control mechanism, they
employ evolutionary strategies. These models offer a compact and efficient means to represent
complex environments in decision-making tasks relevant to fields like robotics and gaming. By
simulating the dynamics of the real world within a computational framework, World Models facili-
tate predictive and strategic planning. This approach reduces computational demands and enhances
algorithm performance by abstracting and focusing on the essential features of environments.

2.2 NVAE-BASED HIERARCHICAL WORLD MODELS

NVAE-Based Hierarchical World Models, leveraging the advancements in NVAE as described by
Vahdat & Kautz (2020), extend traditional VAE architectures by using hierarchical latent vari-
ables. This design enhances the capability of VAEs to capture complex dependencies within high-
dimensional inputs, greatly improving feature retention and generalization capabilities across unseen
scenarios, as supported by foundational works (Kingma & Welling, |2014;|Rezende et al.,[2014). By
integrating these hierarchical structures into world models, the approach efficiently models multi-
scale environmental dynamics. This hierarchical organization allows the model to operate at varying
levels of abstraction—from broad, general patterns to specific, detailed phenomena—making it suit-
able for complex tasks like predicting future states in dynamic systems.

2.3 NOISYNET-AUGMENTED WORLD MODELS

Noisynet-Augmented World Models use the ideas outlined in [Fortunato et al.| (2018), which intro-
duce parameter noise into policy networks to foster efficient exploration. This innovation minimizes
the dependence on conventional heuristic exploration strategies such as epsilon-greedy, enhancing
the stability and robustness of RL outcomes (Bellemare et all 2016). By integrating noisy nets
into world models, this approach amplifies exploration capabilities within learning algorithms. The
deliberate addition of noise to neural network parameters broadens the exploration of potential ac-
tions and strategies, essential in complex and uncertain environments. This strategic variability not
only helps avoid local optima but also results in deeper understanding of environmental dynamics,
thereby improving decision-making efficacy.

3  PROPOSED METHODOLOGY

Our study comprises of a tendered pipeline that includes the training and fine tuning of different
model configurations and evaluation of these models in a controlled environment. The methodology
consists of several important phases that play a crucial role in comparing the performance of the
models in question.

Pre-trained Controller Initialization: The first stage of the process includes the initialization of
a pre-trained controller which has been obtained from the CarRacing-v0O environment. This stage
includes the process of de-serializing the JSON configuration file to precisely set and adjust policy
network weights. The controller is a fully connected neural network that has been trained with the
help of evolutionary strategies to optimize its decision-making abilities based on previous perfor-
mance data.

Rollout Generation: We then start the CarRacing-V2 environment with a 96x96 pixel observation
space. We use the pre-trained controller to perform multiple runs of 10,000 rollouts in order to
generate adequate action-state sequences. Each rollout produces a sequence of images, actions, and
the corresponding rewards at regular time step intervals which are used to create a rich data source
for analysis.

Data Collection and Preprocessing: The obtained rollouts are utilized to gather sequences of
states, actions and rewards which are then saved for training purposes. The dataset is then pre-



Published as a conference paper at ICLR 2025

pared for model training through a preprocessing step where the raw images are transformed into a
suitable format using a CNN-based encoder for the latent state representations. The dataset is then
divided into 80% training set and 20% validation set for the model training phase.

VAE Retraining with Noisy Layer: In the next phase, the VAE is retrained to enhance its latent
representation capabilities. More rollout data is employed to perform fine tuning of the VAE in order
to achieve a more robust encoding of the latent space.

MDRNN Retraining: We retrain the Mixture Density Recurrent Neural Network (MDRNN) with
LSTM-based architectures to enhance the sequence prediction accuracy of the MDRNN. The re-
training is conducted with the help of both KL-divergence loss and mean squared error metrics in
order to maintain the stability of transition predictions. Also, we applied weight perturbations based
on NoisyNet to enhance the system’s uncertainty modeling.

Controller Optimization with CMA-ES: The Covariance Matrix Adaptation Evolution Strategy
(CMA-ES) is used to optimize the controller. This strategy entails that perturbations are sampled.
It chooses the configurations that produce the best results, with a special emphasis on maximizing
cumulative reward metrics in simulated environments.

Model Deployment and Testing: As a final step, the optimized controller is deployed to evaluate
its performance on new rollouts. The testing phase compares NoisyNet-augmented World Models
against baseline approaches and performs ablation studies to determine the effects of particular
components within the experimental pipeline.

4 RESULTS AND DISCUSSION

To evaluate model performance, we performed our experiments under different conditions including,
altering the number of rollouts, weight-sigma values, and input-output feature mappings. Key per-
formance indicators included cumulative rewards, training stability, and computational efficiency.

Figure 1: NoisyNet-Augmented Trajectory Following. CarRacing-V2 agent following the track.
The agent demonstrates improved exploration and stability in trajectory following after NoisyNet
augmentation, enabling more efficient navigation of the track.

Table 1: Performance Comparison of Different Approaches

Model Rollouts Cumulative Reward Training Time (hrs)
World Models 10,000 906 + 21 25
NVAE-Based Models 10,000 800 + 18 22
NoisyNet-Augmented 5,000 801 £ 156 21

Table 2: Comparison of NoisyNet-Augmented Models across Rollouts

Rollouts Weight Sigma Cumulative Reward Time (hrs)

2,000 0.017 512 + 117 7

3,000 0.050 631 £ 247 11.9
4,500 0.050 709 £ 194 14.27
5,000 0.050 801 £ 156 20.75
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The comparative analysis given above indicates that while standard World Models achieve the high-
est cumulative reward, they significantly require a higher count of rollouts. The NVAE-based models
generalize well but need more structured latent spaces. The NoisyNet-augmented models accelerate
exploration efficiency, achieving near-optimal results with fewer rollouts.

The results presented in Table 1 indicate that the standard World Models achieved the highest cumu-
lative reward, albeit with a longer training time. The NVAE-based models, while slightly less per-
formative, showed more stable training with lower variance in rewards. The NoisyNet-augmented
models, despite being trained with fewer rollouts, demonstrated competitive performance, suggest-
ing that the introduction of noise layers can lead to more efficient exploration and potentially faster
convergence.

5 CONCLUSION

In this study, we explored the strengths and limitations of World Models (Ha & Schmidhuber,|2018),
NVAE-based hierarchical models (Vahdat & Kautz, [2020), and NoisyNet-augmented approaches
(Fortunato et al.| 2018)) in the CarRacing-V2 environment. Our findings highlights some of the
key trade-offs in reward performance, training stability, and computational cost among these archi-
tectures. While World Models excel in achieving high rewards, which demands a large number
of rollouts to be generated, making them computationally expensive (Ha & Schmidhuber, [2018).
The NVAE-based models improves generalization through hierarchical feature representations, but
their increased complexity can make training and inference more challenging (Vahdat & Kautz,
2020; [Kingma & Welling, [2014). On the other hand, the NoisyNet-augmented models introduced
controlled randomness to the network parameters, improving exploration efficiency while reducing
sample requirements (Fortunato et al., 2018; Bellemare et al., |[2016)).

Our results suggest that a hybrid approach—combining the structured feature learning of hierarchi-
cal models with adaptive exploration techniques like NoisyNet—could lead to more efficient and
scalable RL architectures (Hafner et al.| 2023). Moving forward, future research could focus on de-
veloping hybrid frameworks (Oord et al.,[2018) and testing these models in real-world applications,
such as robotics, healthcare and autonomous driving, to assess their adaptability beyond simulated
environments (Bojarski et al., 2016 |Codevilla et al., |2019). By bridging the gap between theoretical
advancements and practical deployment, RL models can become more robust, efficient, and capable
of handling real-world complexities.

6 FUTURE WORK AND SCOPE

This study opens new directions for enhancing world models in RL. One key extension is adaptive
latent exploration, where NoisyNet is integrated into hierarchical latent spaces to dynamically regu-
late exploration based on uncertainty levels. Unlike existing NoisyNet applications, which focus on
policy networks, applying it within structured latent representations could improve sample efficiency
in complex, partially observable environments (Fortunato et al., 2018}, [Vahdat & Kautz, [2020).

Another promising direction is multi-scale representation learning, where NVAE’s hierarchical en-
coding is further refined using self-supervised contrastive learning. This approach could help the
model distinguish between fine-grained temporal dependencies and high-level scene abstractions,
leading to more stable long-term planning (Oord et al., 2018; Hafner et al., [2023]).

Finally, real-world validation remains as a critical step. While most benchmarks rely on simulation,
(Bojarski et al.| 2016} (Codevilla et al.l 2019). By bridging the structured world modeling with
adaptive exploration, this work aims to push RL towards more generalizable and sample-efficient
decision-making systems.
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