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Abstract

Benefiting from the powerful language expression and planning capabilities of
Large Language Models (LLMs), LLM-based autonomous agents have achieved
promising performance in various downstream tasks. Recently, based on the
development of single-agent systems, researchers propose to construct LLM-based
multi-agent systems to tackle more complicated tasks. In this paper, we propose a
novel framework, named COPPER, to enhance the collaborative capabilities of
LLM-based agents with the self-reflection mechanism. To improve the quality of
reflections, we propose to fine-tune a shared reflector, which automatically tunes
the prompts of actor models using our counterfactual PPO mechanism. On the
one hand, we propose counterfactual rewards to assess the contribution of a single
agent’s reflection within the system, alleviating the credit assignment problem. On
the other hand, we propose to train a shared reflector, which enables the reflector
to generate personalized reflections according to agent roles, while reducing the
computational resource requirements and improving training stability. We conduct
experiments on three datasets to evaluate the performance of our model in multi-
hop question answering, mathematics, and chess scenarios. Experimental results
show that COPPER possesses stronger reflection capabilities and exhibits excellent
generalization performance across different actor models.

1 Introduction

With the emergence of Large Language Models, LLM-based autonomous agents are becoming
a research hotspot in the field of artificial intelligence. Leveraging the impressive planning and
reasoning ability of LLMs, these agents can understand and generate human-like instructions, engage
in sophisticated interactions, and make decisions in a wide range of contexts, leading to remarkable
success in various downstream tasks [26, 24, 25, 5, 22]. Recently, based on the development of
single-agent systems, researchers propose to construct multi-agent systems in response to the growing
task complexity. Prior works [31, 12, 8] suggest that multiple agents can help improve factuality and
reasoning, encourage divergent thinking, and effectively facilitate task completion.

To improve the collaborative performance of multi-agent systems, various cooperation frame-
works [31, 4, 23, 39] have been developed, which generally encode intricately crafted agent profiles
and cooperation mechanisms into prompts. However, hindered by the contextual understanding ability
of LLMs, such frameworks fall short of fully exploiting the collaborative capacities of agents. To
tackle this challenge, one natural idea is to gather extensive collaborative data for agents’ fine-tuning.
Yet this strategy risks diminishing the model’s general abilities [35], contradicting the aspiration to
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(c) Checkmate in One Move.

Figure 1: Performance comparison between single-agent and multi-agent systems on three datasets.
We use GPT-3.5 as the base model and prompts are shown in the Appendix H.

attain artificial general intelligence (AGI). Considering that, in this paper, we propose to optimize
the collaboration process through the self-reflection mechanism [27], with which binary or scalar
rewards from environments can be converted into verbal reflections, providing additional context to
improve task performance. To accommodate the characteristics of multi-agent systems, we addition-
ally incorporate agent profiles in reflector prompts for agent-specific reflections and adopt a fully
observable setting to facilitate agents’ error detection.

Although the self-reflection mechanism enables iterative refinement, deriving useful reflections from a
pre-trained, frozen LLM is challenging. In dealing with that, Retroformer [38] suggests approximating
reflection rewards with the difference between two consecutive episode returns and training a plug-in
reflector through policy optimization. However, extending the method to multi-agent systems is
not straightforward. On the one hand, the episode difference score from the environment can only
capture the overall contribution from all agents’ reflections, while the credit to each agent’s reflection
is unknown and nontrivial to obtain. Employing the overall score directly and uniformly for reflector
training of multiple different agents could lead to lazy reflectors, and thus the credit assignment
problem becomes critical. On the other hand, to achieve personalized reflections of intelligent agents,
the number of reflectors to be fine-tuned will expand proportionally with the number of agents in the
system, posing challenges for practical applications in real-world scenarios.

To address the challenges above, we propose a reflective framework: COunterfactual PPO Enhanced
Shared Reflector for LLM-based Multi-Agent Collaboration, named COPPER. For the first challenge,
we propose counterfactual rewards as supervision signals for individual agent reflections. Specifically,
we first integrate the reflections of all agents into the corresponding actor model prompts and utilize
the episode return difference score as the overall reward. Then we sequentially marginalize out the
reflection of one agent, repeat the interaction process, and attain a new task score. The resulting
episode return difference is referred to as marginal reward. The counterfactual reward is then
calculated by subtracting the marginal reward from the overall reward to reflect the contribution of
the removed reflection. For the second challenge, considering the homogeneity between different
reflectors, which means their action space (reflection) is consistent and the optimization objectives
are aligned (to assist in solving the overall task), we propose to train a shared reflector for agents in
the collaboration system. With carefully designed prompts, the shared reflector can grasp the role
information of each agent, simultaneously reducing the demand for computational resources and
enriching the training data pool for stable training. The counterfactual reflection data from all agents
are then collected and utilized to train a shared reflector through proximal policy optimization (PPO).

Our contributions can be summarized as follows:

• We propose a novel reflection framework, named COPPER, to improve the multi-agent collaboration.
We incorporate agent profiles into reflector prompts for agent-specific reflections and adopt a fully
observable setting to assist in error detection.

• We propose to train a shared reflector using our counterfactual PPO mechanism. To alleviate the
credit assignment problem in multi-agent systems, we design counterfactual rewards to rate each
agent’s reflection. Besides, we propose to train a shared reflector, which could generate personalized
reflections while reducing computational resource demands and improving training stability.

• Experimental results on three open-source datasets demonstrate that COPPER possesses stronger
reflection capabilities against baselines. More concretely, compared to the initial success rate,
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COPPER brought improvements of 31.8%, 18.5%, and 86.4% on the HotPotQA, GSM8K, and
Checkmate in One Move datasets, respectively.

2 Related Work

2.1 LLM-based Multi-Agent Systems

Based on the development of single-agent systems, LLM-based multi-agent systems have been rapidly
studied and achieved significant progress in complex task resolution and world simulation. Within the
task resolution domain, various agents, each with specialized expertise are developed to collaborate
on complex problems. For instance, [9, 32, 3, 29, 17] suggest improving the accuracy of scientific
question-answering tasks through multi-agent debates. [23, 13] suggest constructing multi-agent
systems for software development following the waterfall or Standardized Operating Procedures
(SOPs) workflow. Another mainstream application scenario of LLM-based multi-agent systems is the
world simulation, which mainly leverages the role-playing abilities of agents to represent different
roles and perspectives within a simulated environment. Research in this area is advancing quickly and
encompasses a wide variety of fields, including social sciences [42, 11], gaming [33, 34, 18, 20, 1],
psychology [2], economics [16, 41], policy making [15], etc. In this paper, we focus on improving
the complex problem-solving abilities of multi-agent systems.

2.2 Self-Reflection of Large Language Models

Various studies on reflection mechanisms have been proposed, which play a crucial role in enabling
LLM-based agents to learn from the environment and improve themselves autonomously. Early
works primarily focus on refining responses based on a single feedback [19, 6] or contrast between
multiple models [10, 40] and fail to form a comprehensive understanding of the task based on
past experiences. Recently, Reflexion [27] involves prior trajectories and environmental rewards to
generate reflections, which are further incorporated into the context of subsequent episodes. Although
it enables iterative enhancements, the effectiveness of reflections heavily relies on the model’s
inherent reflective capabilities. In light of that, Retroformer [38] proposes to fine-tune the reflector
using environmental rewards with a standard RLHF [21] process. However, optimizing reflection in
multi-agent systems remains challenging, which is crucial for improving agents’ cooperation capacity
and task performance.

3 Preliminary

In this paper, we use a tuple (N,S,A,Pξo ,R) to denote the LLM-based multi-agent cooperation
system, where N stands for the number of agents, S = S1 × S2 × · · · × SN is the joint space of
environment states, A = A1 ×A2 × · · · ×AN is the joint action space and Pξo : S ×A → S is the
state transition function. Here, we denote the randomness associated with the state transition using ξo
according to [38]. In cooperative settings, all agents share an aligning goal, and the reward function
R : (S,A) → R is typically designed to promote collaboration. One major challenge in cooperation
settings is credit assignment, which means we need to decompose R into R1 ×R2 × ...×RN and
evaluate the agent contribution with respect to their objective in the form of a scalar value. The
multi-agent systems complete the target task through interactions with the environment. Here we
use trajectory τ = {s0, a0, s1, a1, · · · , sT , aT } to denote the process and describe the accumulative
reward using R(τ), where R(τ) =

∑T
t=0 R(st, at) and T is the length of the trajectory. In most

of the situations, rewards from the environment are sparse, which means R(st, at) are mostly zero
except very few states, such as the terminal state for indicating task success or failure.

Specifically, for each agent i, we consider its actor model as a function Mi
ξl
: Xi → Ai, where Xi is

the space of the prompts and ξl represents the random variables involved in the sampling process. To
maintain the general abilities of agents, in this paper, we select LLMs with frozen parameters such as
ChatGPT and GPT-4 as actor models. Current environment states are incorporated into prompts in the
form of natural language and actions are selected based on the contextual learning ability of LLMs.
Meanwhile, we propose to improve collaboration through self-reflection and introduce a reflector
model Mi

ξr,θ
: (T ,R) → Xi for each agent, where T denotes the space of trajectories, ξr represents

the randomness in the reflector model and θ denotes the learnable parameters. The reflector model
takes the prior trajectory and the reward signal from the environment as input, outputting reflections

3



to refine the prompt of the corresponding actor model. We fine-tune reflector models through policy
optimization for better task performance in specific environments.

4 Method

4.1 Multi-Agent Collaboration

LLM-based multi-agent systems aim to deliver advanced capabilities by leveraging collective intel-
ligence and specializing LLMs into agents with distinct capabilities. In this paper, each agent in
the system operates in a predetermined sequence, taking turns to produce responses, while a shared
message pool is maintained to facilitate efficient communication. We illustrate the details of the
collaboration settings in Appendix A.

Specifically, in dealing with problem k at time t, agent i (i = t mod N) first subscribes the
preceding interaction records [sk,i, ak,i]t−1

i=0 from the message pool, and then acquires the current
environment state sk,t. The decision-making process can be expressed as:

ak,t = Actori(pi, [sk,i, ak,i]t−1
i=0, sk,t), (1)

where pi is the profile of the current agent, which encompasses its role, action space, and additional
constraints in the form of natural language. Once reaching a decision, the agent publishes a new
message {sk,t, ak,t} to the message pool.

However, during implementation, the interaction history could potentially exceed the token limit of
LLMs, given the large number of agents and decision steps. To address this challenge, we introduce a
context model to recursively update the interaction history from each agent’s perspective, serving as
its short-term memory. New messages since the agent’s last action and the profile will be integrated
to form a new short-term memory based on the previous one. The process can be written as:

smi
k,t = Contexti(pi, smi

k,t−1, {si, ai}ti=max(0,t−N+1)), (2)

where smi
k,t represent the short-term memory of agent i when solving problem k at time t.

We then replace the interaction history with the agent’s short-term memory. Therefore, the decision-
making process can be further rewritten as:

ak,t = Actori(pi, smi
k,t, sk,t). (3)

4.2 Multi-Agent Reflection Framework

To bolster the collaborative performance of multi-agent systems in specific scenarios, while preserving
the general capabilities of agents, we introduce a self-reflection mechanism to multi-agent systems,
of which the details are shown on the left part of Figure 2. Using environmental rewards as guidance,
the generated reflections could act as semantic gradient signals by providing a concrete direction for
improvement, thereby helping the agent learn from prior errors and perform better on the task.

Different from reflections in single-agent systems, we integrate agent profiles into the multi-agent
reflection process to obtain role-specific reflections, and take a fully observable setting to assist the
agent in error detection by offering interaction histories from each agent’s perspective. The reflection
process of the agent can be defined as:

yik,λ = Reflectori(pi, [smi
k,λ,T ]

N
i=1, rk,λ), (4)

where k represents the problem, λ indicates λ-th trial of answer to question k, T is the length of
the trajectory τk,λ and rk,λ is the environmental rewards. Due to the iterative updating nature of the
short-term memory, smi

k,λ,T contains the complete action information of agent i in trajectory τk,λ.

We store all previous reflections of agent i in its long-term memory, which are then added as additional
context of the actor model. The decision-making process in Equation 3 can be further defined as:

ak,λ,t = Actori(pi, lmi
k,λ, sm

i
k,λ,t, sk,λ,t), (5)

where we additionally incorporate subscript λ due to the introduction of the reflection mechanism.
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Figure 2: The overview of our proposed COPPER. The left side illustrates the multi-agent reflection
framework. The system first computes the identifier i of the agent to respond at the current time (Step
1). Then, agent i updates its memory, including reflections of previous trials and the current trial’s
historical interactions (Step 2), perceives the environmental state such as the question and current
task scores (Step 3), and generates the action (Step 4). After several rounds of interaction, the task
trajectory and the reward score are fed into reflectors along with agent profiles to generate reflections,
which are then stored in long-term memories and serve as additional context for the continuous
optimization of actor prompts. On the right side, we depict the construction of counterfactual rewards,
which are further employed for fine-tuning the shared reflector.

4.3 Optimization of the Shared Reflector

Generating useful reflective feedback with frozen LLMs in multi-agent systems proves to be chal-
lenging, since it demands a profound grasp of agent characteristics and collaborative environments.
Hence, in this paper, we propose to fine-tune a shared reflector using open-source LLMs (such as
Llama) with our counterfactual enhanced proximal policy optimization mechanism.

4.3.1 Instruction and Response Collection

In the episode λ of problem k, the multi-agent system first interacts with the environment to produce a
trajectory τk,λ, after which the reward function returns a score rk,λ. Agents in the system then reflect
on the prior failed trajectory and generate verbal feedback to refine the corresponding actor prompt.
In the process, Reflectori takes {pi, [smi

k,λ,T ]
N
i=1, rk,λ} as the instruction xi

k,λ and is prompted to
produce a reflection response yik,λ. Considering the homogeneity between agent reflectors as well
as the training efficiency, we gather reflection data from all agents across tasks and trials to train a
shared reflector. The offline training data D can be defined as follows:

D = {(xi
k,λ, y

i
k,λ)|1 ≤ i ≤ N, 1 ≤ λ ≤ Λ, 1 ≤ k ≤ K}, (6)

where Λ is the maximum trial count and K is the total number of problems.

4.3.2 Counterfactual Reward

In this paper, to alleviate the credit assignment issue, we propose the counterfactual reward to achieve
agent-specific reflection ratings for multi-agent collaboration. The construction of counterfactual
rewards is shown on the right side of Figure 2.

Specifically, we first calculate an overall reward of the multi-agent system Gi
k,λ following Retro-

former [38], i.e, Gi
k,λ = rk,λ+1 − rk,λ. Then, we sequentially marginalize out a piece of reflection

from agent i (which means we do not add the reflection to the actor model’s prompt in the subsequent
trial), while keeping other agents’ reflections fixed. A new reward score r̂k,λ+1 is then returned
after an interaction trajectory, based on which we calculate a marginal reward Ĝi

k,λ = r̂k,λ+1 − rk,λ.
Finally, the counterfactual reward of a reflection pair (xi

k,λ, y
i
k,λ) is calculated by subtracting the
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marginal reward from the overall reward:

G̃i
k,λ = Gi

k,λ − Ĝi
k,λ. (7)

Our counterfactual dataset DCF can be further denoted as:

DCF = {(xi
k,λ, y

i
k,λ, G̃

i
k,λ)|1 ≤ i ≤ N, 1 ≤ λ ≤ Λ, 1 ≤ k ≤ K}. (8)

4.3.3 Counterfactual Proximal Policy Optimization

Following previous works that tackle Reinforcement Learning from Human Feedback (RLHF) [21],
we adopt a similar three-step approach to fine-tune the shared reflector with counterfactual rewards.

For the first step, we take the reflections with positive scores as demonstration data and train a
supervised reflector πSFT with Supervised Fine-Tuning (SFT), which can be written as:

LSFT (θ) = −E(x,y)∼DCF
[

m∑
k=1

log πθ(yk|x, y<k)], (9)

where x is the reflection prompt, and y represents the generated reflection.

For the second step, taking construction expenses into account, instead of collecting pairwise
responses for each input, we train a regression model to assess prompt and reflection pairs. We
optimize the reward model RCFϕ

with counterfactual dataset DCF by minimizing the Mean Square
Error (MSE) loss:

LRM (ϕ) = E(x,y,r)∼DCF
[(RCFϕ

(x, y)− r)2]. (10)

For the third step, we utilize the counterfactual reward model to optimize the supervised reflector via
PPO. We begin by initializing πSFT , which is used to produce predictions ŷ for randomly chosen
samples x from the entire dataset DCF . Subsequently, the counterfactual reward model RCFϕ

assigns
a reward to each response. Our goal is to optimize the reflector model by maximizing the total reward,
which can be accomplished by minimizing the following loss objective:

LPPO(θ) = −Ex∼DCF
Ey∼πRL

θ (x)[RCFϕ
(x, y)− β log

πRL
θ (y|x)

πSFT (y|x)
]. (11)

5 Experiments

5.1 Datasets

We choose HotPotQA [36], GSM8K [7], and Checkmate in One Move [28] to evaluate the collabora-
tive abilities of multi-agent systems in multi-hop question answering, mathematics and chess.

HotPotQA HotPotQA is a multi-hop question-answering dataset designed to evaluate models’
complex reasoning ability. It contains 90,447 question-answer pairs that generally require multiple
reasoning steps across documents to arrive at an answer.

GSM8K GSM8K is a collection of 8.5K diverse and high-quality math word problems for grade
school students. Each problem requires between 2 to 8 steps to solve, with solutions mainly involving
a series of fundamental calculations with basic arithmetic operations.

Checkmate in One Move Checkmate in One Move is a dataset from The Beyond the Imitation
Game Benchmark (BIG-bench), featuring 3,500 games to assess language models’ proficiency in
playing chess using standard algebraic notation (SAN). When presented with a move sequence leading
to a potential checkmate, the model is tasked with identifying the move that achieves checkmate.

5.2 Baselines

We compare the following baseline models to verify the effectiveness of COPPER: 1) CoT [30]. CoT
suggests bridging the gap between question and answer by generating intermediate reasoning and
is useful for simple questions without tool needs. We adopt CoT in math and chess environments
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following [8] to represent the initial success rate of the system. 2) ReAct [37]. This is the state-
of-the-art frozen language agent architecture, which mainly relies on the reasoning and planning
ability of LLMs. It serves as a baseline in HotPotQA to denote how the agent performs without using
environmental feedback. 3) Reflexion [27]. This is a classic framework to learn from environment
signals and generate verbal feedback to improve task performance. We extend the method to multi-
agent systems and respectively employ GPT-3.5 and LongChat as reflectors to reflect on multi-agent
ReAct or CoT trajectories, without fine-tuning the reflectors. 4) Retroformer [38]. The paper
proposes an effective method for enhancing the reflective capability of agents in single-agent systems.
Here, we treat the agents in a multi-agent environment as mutually independent and fine-tune the
reflector of each agent following Retroformer as a baseline.

5.3 Implementation Details

Model We use GPT-3.5 (model: gpt-3.5-turbo) as the frozen actor models as well as the context
models of agents and fine-tune LongChat (model: longchat-7b-16k) as the shared reflector. We
choose gpt-2 as the regression reward model for counterfactual PPO training.

Collaboration Settings We adopt a cooperative debate paradigm on GSM8K and Checkmate in
One Move following [8], while on HotPotQA, in alignment with [27, 38], we design a teacher-student
paradigm to enable agents to call the retrieval tool.

Data Collection We randomly select 2,000 tasks to collect reflection data on HotPotQA and
Checkmate in One Move, while on the GSM8K dataset, due to the higher initial success rate and
fewer reflections, we randomly select 3,000 instances. We set the maximum number of trials to
5, the temperature of GPT-3.5 to 0, and the temperature of LongChat to 0.9. We use the F1 score
as the reward function of HotPotQA following [38] and exact match score in other environments.
Comprehensive details regarding the quantity of collected datasets can be found in Appendix B.

Training We use LoRA [14] for efficient fine-tuning of the shared reflector and implement RLHF
through the trl package of HuggingFace. For SFT training, we tune the epoch in {1, 2, 3, 4}, batch size
in {64, 128, 256}, and learning rate in {1e-4, 2e-4, 3e-4, 5e-4} through grid search on a validation
set with 100 instances, while for counterfactual PPO, we change the search range of learning rate to
{1e-5, 2e-5, 3e-5, 5e-5}. As for the reward model, we set learning rate to 5e-5, training epoch to 3
and batch size to 16. We conduct all experiments on four NVIDIA A800-80G GPUs.

Evaluation In alignment with constraints imposed by computational resources and following
precedents set by earlier research [38, 27], we randomly sample 100 instances as the test set. We set
the temperature of both GPT-3.5 and LongChat to 0 during the test phase to ensure reproducibility.
We measure the performance of the system in exact match accuracy during the test phase.

5.4 Main Results

We compare the performance of COPPER against different baselines on HotPotQA, GSM8K, and
Checkmate in One Move after 5 trials as main results, which are shown in Figure 3. By observing
the results, we find that the results of different methods on the three datasets show roughly the same
pattern: (1) Contrasted with the outcomes of multi-agent ReAct or CoT, employing the multi-agent
reflection framework outlined in Section 4.2 can notably enhance the performance of multi-agent
systems in specific tasks. For instance, in HotPotQA environment, the inclusion of LongChat and
GPT-3.5 as reflectors leads to improvements of 15.9% and 22.7%, respectively, over the initial success
rate. (2) Compared to the original LongChat and GPT-3.5, COPPER demonstrates stronger reflective
abilities. The fine-tuned reflector is proficient in identifying the cause of task failure and devising
personalized improvement strategies for diverse intelligent agents. Compared to the initial success
rate, COPPER brought improvements of 31.8%, 18.5%, and 86.4% on the HotPotQA, GSM8K, and
Checkmate in One Move datasets, respectively. (3) Compared to Retroformer, COPPER can improve
the performance of multi-agent collaboration faster. We speculate that the improved performance is
brought by our special designs for multi-agent settings, such as the counterfactual reward and the
shared reflector.
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Figure 3: Performance of COPPER against baselines on three datasets.

5.5 Ablation Study

We conduct an ablation study on three datasets to explore the effectiveness of each component of
COPPER. We exclude the counterfactual reward (w/o CF) and proximal policy optimization (w/o
PPO) individually and illustrate the outcome of Reflexion (LongChat) for comparison purposes
(equivalent to eliminating the entire fine-tuning process). Experimental results are shown in Figure 4.
From the results, we can conclude that both counterfactual reward and PPO fine-tuning are crucial for
COPPER, and removing any part will lead to a decrease in performance. On the one hand, substituting
counterfactual rewards with episode return difference rewards will lead to uniform rewards for all
agents’ reflections, meaning the contribution of reflection by each agent is equal. This could elevate
the reward score for reflections that offer little assistance in enhancing collaboration performance,
presenting a challenge in refining the reflector. On the other hand, fine-tuning PPO on the basis of SFT
can further enhance the reflective ability of the shared reflector. This indicates that by maximizing
environmental rewards, PPO can refine the model’s output to better suit human preferences. For
HotPotQA and GSM8K, we notice that the enhancement from COPPER during the initial two rounds
is comparatively lower than solely fine-tuned with SFT. However, COPPER exhibits the highest
success rate after five trials. This may be due to the fact that during the PPO training process, the
reflector learns to sacrifice early performance for greater ultimate benefits.
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Figure 4: Ablation study.

5.6 Generalizability of the Shared Reflector

We conduct experiments on three datasets to investigate the generalizability of COPPER, with the
outcomes visualized in Figure 5. Specifically, we implement COPPER trained in multi-agent systems
with GPT-3.5 actors to systems with GPT-4 (model: gpt-4-turbo) actors. We compare generalized
COPPER against two baselines: one featuring GPT-4 as the reflector and the other utilizing LongChat
as the reflector. We conclude that COPPER remains proficient in reflection capabilities within
the systems featuring GPT-4 actors. Compared to the initial success rate, COPPER demonstrates
improvements of 27.7%, 9.0%, and 53.3% in HotPotQA, GSM8K, and Checkmate in One Move
respectively, and achieves comparable performance to GPT-4 reflectors after 5 trials.

5.7 Generality of Counterfactual Rewards

To tackle the credit assignment challenge in multi-agent systems, the paper suggests deriving scores
for individual agent reflections using counterfactual rewards, which is essentially a data augmentation
approach. Hence, in this section, we delve into the suitability of counterfactual rewards for LLM fine-
tuning techniques beyond RLHF. Specifically, we evaluate the performance of CF SFT (employing
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Figure 5: Apply the shared reflector trained for GPT-3.5 to GPT-4.

counterfactual rewards to screen positive examples) against that of typical SFT fine-tuning (utilizing
episode difference rewards to filter positive examples), as illustrated in Figure 6. Analysis of the
results reveals that CF SFT outperforms regular SFT across all three scenarios. This underscores the
effectiveness of counterfactual rewards in offering a more objective score based on model reflection
contributions, thereby ensuring the selection of positive examples of higher quality.
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Figure 6: Applying counterfactual rewards to SFT.

5.8 Effect of the Shared Reflector

In multi-agent systems, the quantity of reflectors will increase with the number of agents. This will
lead to an excessive search space of hyper-parameters, posing challenges for practical applications.
Therefore, we suggest training a shared reflector that employs carefully designed prompts to enhance
the training efficiency and stability, without compromising personalized reflective abilities. In this
section, we explore the effectiveness of shared reflector and present results in Figure 7. During
the implementation of non-shared reflectors, given the uniformity among agents, we streamline the
hyper-parameter search by aligning the hyper-parameters of each reflector. Experiments indicate that
shared reflector can deliver better reflection effects, possibly because it can access more training data,
leading to superior training outcomes.
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Figure 7: Exploring the effectiveness of shared reflector.

5.9 Effectiveness of Agents’ Profiles

In order to reduce training costs while generating personalized reflections in multi-agent systems, we
propose to add agent profiles to the input of reflectors and train a shared reflector. In this section, we
further verify the necessity of role information in multi-agent reflection scenarios. Specifically, we
remove the agents’ profiles from the input of the reflector, and the experimental results are shown
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in Figure 8. By comparing Figure 3 and Figure 8, we can observe that when using pre-trained
LMs (LongChat and GPT-3.5) to reflect, the removal of the agent profile has a greater impact on
the GPT-3.5 reflector. This may be due to GPT-3.5’s better contextual understanding ability. Our
COPPER can further improve the model’s reflection ability under no-profile setting. However, the
results are slightly worse than the setting with agent profiles.
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Figure 8: Performance under no-profile setting.

5.10 Different LLMs as Base Reflectors
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Figure 9: Fine-tuning Llama-3
as the shared reflector.

In this section, we replace the base reflector from LongChat with
Llama-3 (model: llama-3-8b-16k) and explore the applicability of
COPPER for different base models on the GSM8K dataset. Exper-
imental results shown in Figure 9 demonstrate that our proposed
COPPER has good performance across different base models. When
comparing to the initial success rate, fine-tuning Llama-3 with coun-
terfactual PPO shows a 17.3% enhancement, surpassing the per-
formance of the GPT-3.5 reflector after 5 trials. Additionally, we
include the outcome from fine-tuning Llama-3 exclusively with SFT.
From the results, we find that PPO can further improve the reflective
capabilities of the shared reflector.

6 Limitations

While counterfactual rewards can mitigate the credit assignment issue in multi-agent collaboration,
constructing such rewards with LLMs imposes additional data requirements. Though our proposal in-
volves training a shared reflector and updating the reward model’s loss function to MSE, investigating
more efficient data collection approaches is still needed. Besides, in this study, we restrict long-term
memory to a sliding window with a maximum capacity. We believe extending the agent’s memory to
more advanced structures such as vector embeddings presents a promising direction for development.

7 Conclusion

In this paper, we consider leveraging the self-reflection mechanism to improve multi-agent collabo-
ration, and propose an elegant framework COPPER. Towards more efficient reflection, we train a
shared reflector using the counterfactual PPO mechanism. The counterfactual reward can be evaluated
according to the impact of each agent reflection on enhancing task performance. To enhance the
training efficiency and stability, we gather reflection data across agents and train a shared reflector.
Experiments on three datasets indicate that our COPPER exhibits superior reflective ability and
effective generalization across various actor models.
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A Collaboration Settings

In HotPotQA scenario, we adopt a teacher-student collaboration paradigm, while on GSM8K and
Checkmate in One Move datasets, we employ a collaborative debate setting follow [8]. We illustrate
the process of the collaborations in Figure 10 and detailed introductions are as follows.

HotPotQA In the HotPotQA scenario, both teacher and student agents adopt the ReAct method
for action selection. Among them, student agents can call retrieval tools to search for relevant text
segments provided by the HotPotQA dataset. The retrieval tool is constructed using SimCSE (model:
unsup-simcse-roberta-base).

The action space of student agent includes: (1) Search[entity], which invokes a local searcher to
provide relevant information. (2) Finish[answer], which returns the answer and finishes the task.

The action space of teacher agent includes: (1)[Continue], which means the student made a good
decision and should continue the process. (2)[Rethink], which means the student’s previous step is
wrong and should consider another step.

GSM8K In the GSM8K scenario, we set three debater agents to engage in two rounds of debate,
and the final answer of the system is determined by voting on the last round answers. During the
debate, intelligent agents utilize CoT to analyze and answer questions, or update the answer based on
solutions of other agents.

Checkmate in One Move In the Checkmate in One Move scenario, we adopt the same collaborative
debate approach to construct multi-agent system as GSM8K. The only difference is that we employ
three intelligent agents for three rounds of debate.

Teacher-Student Paradigm Cooperative Debate Paradigm

Message
Pool

Environment Environment

Student Agent Teacher Agent

answer step advice

teacher’s advice student’s answer step

updated solution

other solutions

updated 
solution

other 
solutions

other solutions

updated solution

Debater (id=0)

Debater (id=1)

Debater (id=2)

Message
Pool

Figure 10: Multi-agent collaboration framework.

B Details of Training Data

We first use the original LongChat to construct counterfactual training data and select positive
examples for supervised fine-tuning of the reflector model. The detailed data information generated
in this stage is shown in Table 1.

Table 1: Statistics of training data generated by original LongChat. We show the total data volume on
the left, the number of positive examples on the middle, and the number of negative examples on the
right side.

Dataset
Episode Difference Reward Counterfactual Reward

all agent_0 agent_1 agent_2 all agent_0 agent_1 agent_2

HotPotQA 8714/1946/1240 4357/973/620 4357/973/620 -/-/- 8714/2137/1330 4357/1065/686 4357/1072/644 -/-/-

GSM8K 3147/852/0 1049/284/0 1049/284/0 1049/284/0 3147/871/417 1049/138/145 1049/128/131 1049/132/141

Checkmate. 17466/906/0 5822/302/0 5822/302/0 5822/302/0 17466/682/461 5822/234/165 5822/223/137 5822/228/159

Afterwards, we employ the reflector model fine-tuned using counterfactual SFT to generate training
data of the PPO stage. We use the collected counterfactual reward data to train a reward model using
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MSE loss and score the reflections predicted during the PPO training process. The data collected in
this stage is shown in Table 2.

Table 2: Statistics of training data generated by LongChat fine-tuned with SFT. We show the total
data volume on the left, the number of positive examples on the middle, and the number of negative
examples on the right side.

Dataset
Episode Difference Reward Counterfactual Reward

all agent_0 agent_1 agent_2 all agent_0 agent_1 agent_2

HotPotQA 8822/2218/1410 4411/1109/705 4411/1109/705 -/-/- 8822/1679/1985 4411/855/1027 4411/824/958 -/-/-

GSM8K 3204/789/0 1068/263/0 1068/263/0 1068/263/0 3204/384/409 1068/129/143 1068/128/132 1068/127/134

Checkmate. 17892/591/0 5964/197/0 5964/197/0 5964/197/0 17892/412/444 5964/138/147 5965/138/169 5966/136/128

C Experimental Results on ALFWorld

ALFWorld is a classical dataset designed for training and evaluating AI agents in interactive envi-
ronments. To further improve our study, we additionally conduct experiments on ALFWorld. We
follow the same multi-agent collaboration setting as [31] and test the model with 134 instances.
The experiment results are presented in Figure 11. From the results, we can observe that COPPER
achieves better reflection performance than the original LongChat and GPT-3.5. Besides, compared
to the initial success rate, COPPER brings an improvement of 37.2% with 4 times of reflections.
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Figure 11: Experimental results on ALFWorld.

D Comparison between SFT and RLHF under No-profile Setting

We also provide experimental results comparison of different fine-tuning methods under no profile
setting. The results are shown in Figure 12. We can find that even without agent profiles, the PPO
method still provides enhancement to the fine-tuning of the shared reflector, further validating the
effectiveness of our method.
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Figure 12: Comparison between SFT and RLHF under no-profile setting.

E Experiments under Partial Information Settings

To improve our paper, we conduct more experiments to investigate the settings with partial information.
In specific, we introduce two models. For the first one, we remove the information of the other agents.
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For the second one, we use a proxy model to predict the information of the other agents. We present
the experiment results in Figure 13 and Figure 14, respectively. We can find from the results that our
COPPER still achieves better reflection performance under these partial settings.
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Figure 13: Main results without other agents’ trajectories.
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Figure 14: Main results when predicting other agents’ information with a proxy model.

F Case Study

We conduct case studies on three datasets to visually verify the effectiveness of our method, as shown
in Figure 15, 16 and 17.

Thought: I need to find out the name of the actress who starred in the film \"In Person\" in 1935 

before I can determine her birth year.

Action: Search[In Person 1935 film actress]

Thought: The student's search for \"In Person 1935 film actress\" did not provide the information 

needed. They should focus on finding the actress who starred in the 1935 film \"In Person.\" They 

should try searching for the specific actress in the film to determine her birth year.

Action: [Rethink]

Search Result: The Farmer Takes a Wife is a 1953 Technicolor musical comedy film starring Betty 

Grable. The picture is a remake of the 1935 film of the same name which starred Janet Gaynor…

Thought: The search for the actress in the 1935 film \"In Person\" did not provide relevant 

information. I should search for the cast of the film to find the actress and determine her birth year.

Action: Search[actress in the film \"In Person\" 1935]

Search Result: Convention Girl is a 1935 film starring Rose Hobart and featuring Shemp Howard 

of the Three Stooges.  The movie was directed by Luther Reed.

Thought: The student searched for the wrong information again. They should focus on finding the 

cast of \"In Person\" to determine the birth year of the actress. The next step is to search for the 

cast of \"In Person\" to find the actress's birth year. 

Action: [Rethink]

…
Thought: I need to focus on finding the cast of \"In Person\" to determine the birth year of the 

actress. I should search for the cast of \"In Person\" to find the actress's birth year. 

Action: Search[In Person cast]

Search Result: In Person is a 1935 film starring Ginger Rogers.  It made a profit of $147,000. It is 

about Miss Carol Corliss, a beautiful movie star so insecure about her fame, that she goes 

around in disguise.  She later meets a rugged outdoorsman who is unaffected by her star status.

Thought: The student searched for information about the film \"In Person\" and found Janet Gaynor 

starred in the 1935 film \"In Person.\" .The next step is to find Janet Gaynor's birth year to 

determine the actress's birth year. 

Action: [Continue]

You are out of searching budgets. You must answer the question in the next step.

Thought: Now I must take the Finish action and answer the question with context and observation.

Action: Finish[1895]

Question: In Person is a 1935 film starring an actress born in what year?

Prior Failed Trial Reflection of GPT-3.5

Reflection of COPPER

Student

Agent

Teacher

Agent
Environment

Proxy

The failure in the previous trial may have been due to the student's 

lack of focus on finding the cast of the film \"In Person\" to 

determine the actress's birth year. The student should have 

searched specifically for the cast of \"In Person\" instead of general 

information about the film.\n\nNew high-level plan:\n1. Focus on 

finding the cast of the film \"In Person\".\n2. Search specifically for 

the cast of \"In Person\" to find the actress's birth year.\n3. Refrain 

from searching for irrelevant information about the film.

Based on the previous trial, the student's failure to answer the 

question correctly can be attributed to their ineffective search 

strategy. They focused on finding information about the film \"In 

Person\" instead of searching for the cast of the film. To improve 

the student's approach, the teacher should emphasize the 

importance of finding the relevant actors or actresses associated 

with the film in order to find the desired information. Additionally, 

the teacher should encourage the student to think critically and 

reflect on their previous actions to avoid repeating the same 

mistakes.

The student's failure to find the correct answer was due to not 

focusing on the correct information. The student should have 

searched for the cast of the film \"In Person\" to find the 

actress's birth year. The student should search for the actress 

and determine her birth year before answering the question.

The student's previous actions were not successful because they 

did not focus on finding the correct information. The student should 

have searched for the cast of the film \"In Person\" to find the 

actress's birth year. The teacher should have guided the student to 

focus on finding the correct information by suggesting a specific 

search strategy.  New guiding plan:  1. Ask the student to search 

for the cast of the film \"In Person\" to find the actress's birth.

Figure 15: Case study on HotPotQA dataset.

For example, Figure 15 shows a prior failed trajectory in HotPotQA scenario, as well as the reflections
generated by COPPER and GPT-3.5. During interactions with the environment, the student agent
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Let's break down Jed's card collection process.\n\nEvery week, Jed gains 6 cards = 6 - 2 = 4 net gain of cards.\nAfter x weeks, Jed will have 20 + 4x 

cards.\n\nWe want to find when he will have a total of 40 cards, so we set up the equation:\n20 + 4x = 40\n4x = 20\nx = 5\n\nTherefore, after 5 weeks, 

Jed will have a total of 40 cards. \n\\boxed{5}

Sure, let's break it down:\n\n- Jed starts with 20 cards.\n- Every week, he gets 6 cards. So after \\( x \\) weeks, he will have \\( 20 + 6x \\) cards.\n- 

But every two weeks, he gives 2 cards away. So after every two weeks, he effectively only gets 4 extra cards (6 cards gained minus 2 cards given 

away).\n- Therefore, after \\( \\frac{x}{2} \\) two-week periods, he will have \\( 20 + 4(\\frac{x}{2}) = 20 + 2x \\) cards.\n\nNow, we want to find out after 

how many weeks he will have a total of 40 cards:\n\n\\[ 20 + 6x + 2x = 40 \\]\n\nCombine like terms:\n\n\\[ 8x + 20 = 40 \\]\n\nSubtract 20 from both 

sides:\n\n\\[ 8x = 20 \\]\n\nDivide both sides by 8:\n\n\\[ x = 2.5 \\]\n\nSo after 2.5 weeks, or 5 two-week periods, Jed will have a total of 40 cards. 

However, since the problem asks for the answer in terms of weeks, we can round up to the nearest whole number since it's not possible to have half 

a week:\n\n\\[ \\boxed{3} \\]

Let's break down the problem into smaller parts. \n\nFirst, we know that Jed starts with 20 cards. \n\nEvery week, he gets 6 cards. So after $w$ weeks, 

he will have $20 + 6w$ cards. \n\nEvery two weeks, he gives 2 cards to his friends. So after $w$ weeks, he will have given away $\\lfloor \\frac{w}{2} 

\\rfloor \\cdot 2$ cards. \n\nPutting these two equations together, we can create an equation for the total number of cards Jed has after $w$ weeks.

Absolutely! Let's tackle the problem.\n\nWe know that every week Jed gains 6 cards, but every two weeks he effectively gains 4 cards because he 

gives away 2. So let's write an equation for the total number of cards Jed has after \\( w \\) weeks:\n\n\\[ \\text{Total cards} = 20 + 4w \\]\n\nNow, we 

want to find out when he will have a total of 40 cards:\n\n\\[ 20 + 4w = 40 \\]\n\nSubtract 20 from both sides:\n\n\\[ 4w = 20 \\]\n\nDivide both sides by 

4:\n\n\\[ w = 5 \\]\n\nSo after 5 weeks, Jed will have a total of 40 cards.\n\n\\[ \\boxed{5} \\]

Question: Jed collects stamp cards. Every week, he gets 6 cards. But every two weeks, he gives 2 cards to his friends. If Jed  started with 20 cards, 

after how many weeks will he have a total of 40 cards?

Prior Failed Trial

Reflection of COPPER

In the previous trial, I made a mistake in solving the problem. 

I should have noticed that Jed gives 2 cards to his friends 

every two weeks, which means he loses 2 cards every two 

weeks. I should have used this information to set up an 

equation and solve the problem more accurately.

In the previous trial, I made a mistake in solving the problem 

by not considering the cards given to friends every two 

weeks. I should have considered the cards given away in the 

equation and made sure to include it in my calculations.

In the previous trial, I made a mistake in solving the problem 

by not considering the cards Jed gives away every two weeks. 

I should have taken this into account when setting up the 

equation. To avoid this mistake in the future, I will make sure 

to carefully consider all relevant information and consider any 

constraints when solving problems.

Reflection of GPT-3.5

In future problem-solving, ensure clarity in defining variables 

and steps, while double-checking calculations for accuracy. 

Aim for a comprehensive approach to avoid ambiguity and 

ensure a precise solution.

Focus on considering the net gain and loss of cards in each 

interval rather than solely relying on equations. Break down 

the problem into simpler steps and carefully track the changes 

in card count to arrive at the correct solution efficiently.

To avoid ambiguity, ensure consistent application of 

conditions in the problem and thorough examination of each 

step. Clarify assumptions and validate results meticulously to 

reach a precise solution.

Based on the explanations provided by the other agents, we can see that Jed effectively gains 4 cards every two -week period (6 cards gained minus 

2 cards given away) and not 2 cards. \n\nThe correct equation to represent the total number of cards Jed has after w weeks can be written 

as:\n\n\\[ 20 + 4\\left(\\frac{w}{2}\\right) = 20 + 2w \\]\n\nNow, we set this equal to 40 and solve for w:\n\n\\[ 20 + 2w = 40 \\]\n\\[ 2w = 20 \\]\n\\[ w = 10

Round 1

Round 2

Let's revisit the problem with the information provided by other agents. \n\nJed starts with 20 cards and gains 6 cards every week. However, every 

two weeks, he effectively only gains 4 cards because he gives away 2 cards. So, after \\(w\\) weeks, he will have \\(20 + 4w\\) cards.\n\nSetting up 

the equation to find when he will have a total of 40 cards:\n\n\\[20 + 4w = 40\\]\n\n\\[4w = 20\\]\n\n\\[w = 5\\]\n\nAfter 5 weeks, Jed will have a total of 

40 cards. \n\n\\[\\boxed{5}\\]

Agent_0 Agent_1 Agent_2
Environment

Proxy

Figure 16: Case study on GSM8K dataset.

needs to constantly modify keywords of the retriever API to obtain information related to the problem.
However, in the previous trajectory, the student agent underwent multiple modifications to complete
the first step of inference, which results in reaching the pre-defined maximum search step limit.
Therefore, the agent is forced to answer the question directly based on search result of the first
reasoning step, leading to an incorrect answer. By analyzing the reflections of COPPER and GPT-3.5,
we can observe that: (1) Compared to GPT-3.5, COPPER has a deeper understanding of agent roles
and thus generate corresponding reflections for each agent. For example, in the reflection of the
teacher agent, the reflection generated by GPT-3.5 contains lots of descriptions of problems related to
the student agent, while COPPER focuses more on reflecting on the role of the teacher. (2) Compared
to GPT-3.5, COPPER can conduct more effective and comprehensive root cause analysis to identify
the cause of failure. In the reflection of the student agent, both GPT-3.5 and COPPER mention that
"the case of In Person" should be used as the search keyword, but COPPER additionally suggests that
the relevant information of the actress should be retrieved before answering the question.

As for the case studies on GSM8K (Figure 16) and Checkmate in One Move (Figure 17) datasets, we
can find that in the context of the multi-agent debate, compared to GPT-3.5, COPPER can accurately
identify key issues where mistakes occurred in previous trials and generate more specific reflections to
guide agents in improving their responses. For example, in the case of GSM8K, COPPER identified
that previous errors mainly stemmed from an incorrect analysis of equal relations and emphasized
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Looking at the current board state, it seems you have a strong position with your pieces well -developed and your opponent's king exposed. 

\n\nConsidering this, a move to capitalize on the exposed king and the weakened dark squares could be: \n\n29. Qg3#\n\nThis move attacks the 

black king on h4 and threatens immediate checkmate with Qh3#. It also keeps up the pressure on your opponent's position.

In the current chess position, considering the board state and potential threats, the best move to continue your advantage is 29. Re5. This move 

threatens the black bishop on g5 while also preparing to double rooks on the e-file, which can put significant pressure on Black's position.

After carefully analyzing the position, the best move for you would be: \n\n29. Rxe8\n\nThis move threatens Black's rook on c7 and puts additional 

pressure on their position.

Given the current board state and considering the suggestions provided, I still believe that 29. Qg3# is the best move. It ma intains pressure on Black's 

position, capitalizes on the weaknesses in their setup, and threatens immediate checkmate with Qh3#. This move keeps up the p ressure on your 

opponent's position while exploiting the vulnerabilities in their defense.

Question: Here is the current sequence of moves in a chess game: 1. b3 e6 2. Bb2 d5 3. e3 c5 4. Nf3 Nc6 5. Bb5 f6 6. Bxc6+ bx c6 7. Ne5 fxe5 8. 

Qh5+ g6 9. Qxe5 Qf6 10. Qxf6 Nxf6 11. Bxf6 Rg8 12. Bb2 Bg7 13. c3 Bd7 14. d4 cxd4 15. cxd4 Ke7 16. Ba3+ Kf6 17. Nc3 Kf5 18. Na4 e5 19. O-O 

exd4 20. exd4 Bxd4 21. Rac1 Rac8 22. Bc5 Bf6 23. Rfe1 Rc7 24. h3 Rb7 25. g4+ Kg5 26. Be3+ Kh4 27. Kg2 Re8 28. Bf4 Bg5. What is the best chess 

move I should execute next? Give a single move suggestion of the form 29.<XXX> and make sure the chess move is valid in the c urrent board state.

Prior Failed Trial

Reflection of COPPER

In the previous trial, I failed to consider the potential 

weaknesses in my own position. I will now carefully examine 

my own position and consider the potential weaknesses 

before making a move.

In the previous trial, I failed to consider the potential 

weaknesses in my own position. I should have been more 

cautious about the weakened pawn structure and the potential 

for counterplay on the queenside. In the future, I will take more 

time to analyze the potential weaknesses in my own position 

before making a move.

In the previous trial, I failed to consider the potential 

weaknesses in my opponent's position and instead focused 

solely on maintaining pressure. As a result, I missed the 

opportunity to exploit a weakened pawn structure and instead 

allowed my opponent to gain an advantage. In the next round, 

I will carefully examine the position and consider all potential 

weaknesses before making a move.

Reflection of GPT-3.5

In the previous trial, I overlooked the strategic importance of 

maintaining initiative and central control. Next time, I'll prioritize 

these aspects in move selection, ensuring a more proactive 

approach.

In future debates, ensure to consider moves that maintain 

pressure and initiative while disrupting opponent's coordination. 

Integrating varied perspectives can enhance strategic depth.

In future debates, ensure to critically evaluate all candidate 

moves and their consequences, focusing on long-term 

strategic advantages while considering tactical opportunities.

Considering the suggestions from other agents and the current board state, I still believe that the move 29. Qg3# is the most potent continuation. 

This move directly attacks the black king on h4 and threatens an immediate checkmate with Qh3#. It takes advantage of the exposed king and the 

weakened dark squares around it, maintaining pressure on your opponent's position while exploiting their vulnerabilities. So, executing 29. Qg3# 

seems like the most decisive move to secure your advantage and potentially lead to a favorable outcome.

Round 1

Round 3

Given the current board state and considering the suggestions from other agents, as well as your strategy of reflecting on potential weaknesses, the 

move 29. Re5 seems like a prudent choice. \n\nThis move attacks the black bishop on g5, putting pressure on it and potentially forcing it to retreat. 

Additionally, it prepares to double rooks on the e-file, which can further intensify the pressure on Black's position. \n\nSo, 29. Re5 maintains pressure 

and control of the game, while also exploiting the weaknesses in Black's setup.

Agent_0 Agent_1 Agent_2
Environment

Proxy

Given the current board state and considering the suggestions from other agents, as well as your strategy of reflecting on potential weaknesses, the 

best move to continue your advantage is:\n\n29. Qg3#\n\nThis move attacks the black king on h4 and threatens immediate checkmate with Qh3#. It 

also maintains pressure on your opponent's position, capitalizing on the exposed king and weakened dark squares.

Given the current board state and considering the suggestions provided, I believe the move 29. Re5 would be a strong continuation of your position. 

\n\nThis move attacks the black bishop on g5, putting pressure on it and potentially forcing it to retreat. Additionally, it prepares to double rooks on 

the e-file, which can further intensify the pressure on Black's position. \n\nSo, 29. Re5 seems like a prudent choice, keeping up the pressure and 

maintaining control of the game.

Round 2

After reviewing the suggestions from other agents and considering the current board state, a move that maintains pressure on Black's position and 

capitalizes on the weaknesses in their setup would be:\n\n29. Qg3#\n\nThis move attacks the black king on h4 and threatens immediate checkmate 

with Qh3#. It also keeps up the pressure on your opponent's position while exploiting the vulnerabilities in their defense.

Figure 17: Case study on Checkmate in One Move dataset.

the need to pay attention to "every two weeks". In the case of Checkmate in One Move, COPPER
pointed out the importance of focusing on the weakness in the own position.

G Ethical Consideration

In this paper, we propose using the self-reflection mechanism to enhance the collaborative ability
of multi-agent systems, and explore the effectiveness of our method in three scenarios: question
answering, mathematics, and chess. Experimental results show that our method can effectively
enhance the ability of multi-agent systems to solve complex tasks, which helps to enhance the
application of multi-agent systems in real-world scenarios, such as disaster response, intelligent
transportation systems, and other scenarios. However, in the task of question-answering, the agent
can call API to utilize retrieval tools, which may pose potential risks, such as tampering with the
information in Wikipedia during the searching process. However, during the implementation, we
limit the text content that intelligent agents can access, thus avoiding this issue.
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H Prompts

H.1 Single-Agent Prompts

H.1.1 HotPotQA

For single-agent setting on HotPotQA, we adopt the same few-shot examples as [27].

The actor prompt for single-agent ReAct.

Solve a question answering task with interleaving Thought, Action, Observation steps.
Thought can reason about the current situation, and Action can be three types:
(1) Search[entity], which searches the exact entity on Wikipedia and returns the first
paragraph if it exists. If not, it will return some similar entities to search.
(2) Finish[answer], which returns the answer and finishes the task. You may take as many
steps as necessary.

Here are some examples:
{examples}
(END OF EXAMPLES)

Question: {question}
{scratchpad}

The actor prompt for single-agent Reflexion.

Solve a question answering task with interleaving Thought, Action, Observation steps.
Thought can reason about the current situation, and Action can be two types:
(1) Search[entity], which searches the exact entity on Wikipedia and returns the first
paragraph if it exists. If not, it will return some similar entities to search.
(2) Finish[answer], which returns the answer and finishes the task. You may take as many
steps as necessary.

Here are some examples:
{examples}
(END OF EXAMPLES)

{reflections}

Question: {question}{scratchpad}
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The reflector prompt for single-agent Reflexion.

You are an advanced reasoning agent that can improve based on self refection. You will
be given a previous reasoning trial in which you were given access to an Docstore API
environment and a question to answer. You were unsuccessful in answering the question
either because you guessed the wrong answer with Finish[<answer>], or you used up your
set number of reasoning steps. In a few sentences, Diagnose a possible reason for failure and
devise a new, concise, high level plan that aims to mitigate the same failure. Use complete
sentences.

Here are some examples:
{examples}

Previous trial:
Question: {question}
{scratchpad}

Reflection:

H.1.2 GSM8K

We adopt a zero-shot setting on GSM8K and below are the prompts.

The actor prompt for single-agent CoT.

Can you solve the following math problem?
{question}
Explain your reasoning. Your final answer should be a single numerical number, in the form
\\boxed{{answer}}, at the end of your response.

The actor prompt for single-agent Reflexion.

Reflections of previous trials:
{reflections}

Can you solve the following math problem?
{question}
Explain your reasoning. Your final answer should be a single numerical number, in the form
\\boxed{{answer}}, at the end of your response.

The reflector prompt for single-agent Reflexion.

You are an advanced reasoning agent that can improve based on self refection. In previous
trial, your task is to solve a math problem. However, you were unsuccessful in the previous
trial. Now given previous interactions, you need to carefully examine the problem-solving
ideas and calculation results, and form a reflection to avoid these problems in the next round.
The reflection should be less than 50 words.

Previous Question:
{question}

Previous interactions:
{context}

Reflection:

20



H.1.3 Checkmate in One Move

We also adopt a zero-shot setting on Checkmate in One Move and below are the prompts.

The actor prompt for single-agent CoT.

Here is the current sequence of moves in a chess game:
{question}
What is the best chess move I should execute next?
Give a single move suggestion of the form {answer_step}.<XXX> and make sure the chess
move is valid in the current board state.

The actor prompt for single-agent Reflexion.

Reflections of previous trials:
{reflections}

Here is the current sequence of moves in a chess game:
{question}
What is the best chess move I should execute next?
Give a single move suggestion of the form {answer_step}.<XXX> and make sure the chess
move is valid in the current board state.

The reflector prompt for single-agent Reflexion.

You are an advanced reasoning agent that can improve based on self refection. In previous
trial, your task is to give the best next chess move. However, you were unsuccessful in
the previous trial. Now given previous interactions, you need to carefully examine the
problem-solving ideas and calculation results, and form a reflection to avoid these problems
in the next round. The reflection should be less than 50 words.

Previous Game:
{question}

Previous interactions:
{context}

Reflection:
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H.2 Multi-Agent Prompts

H.2.1 HotPotQA

We follow [38] to design the prompts in this scenario.

The actor prompt of the student agent when deploying ReAct.

You are a student agent. Your task is to answer the question under the guidance of the teacher
agent. You should make a reasonable plan at first.
Solve the task below with interleaving Thought, Action, Context steps. Context is the
summary of historical interactions. Thought can reason about the current situation.
Your action can be two types:
(1) Search[entity], which invokes a local searcher to provide you with relevant information.
(2) Finish[answer], which returns the answer and finishes the task.

Please note: You only need to complete the thought step and output Search [Entity] in the
action step, and we will return the relevant content in "Observation" for you. If you find an
answer, submit it via "Finish [answer]". Identical searches will only return similar content. If
the returned content has no relevant information, please actively try searching for different
keywords. When submitting your answer, please try to submit the full answer if you think it
is ambiguous, e.g. "movie director" is better than "director"! The answer to the question
should be as accurate and concise as possible, i.e. try to answer the question with phrases
instead of long sentences. Please answer yes-no question with either "yes" or "no".

Examples:
Context: Searched for Arthur’s Magazine and found it was started in 1844. Teacher agreed
with previous action and suggested finding the founding date of First for Women. Searched
for First for Women. Question: Which magazine was started first Arthur’s Magazine or First
for Women?
Observation: Search Result: Search[First for Women] First for Women is a woman’s
magazine published by Bauer Media Group in the USA.[1] The magazine was started in
1989. Teacher’s Suggestion: [Continue] Now you should answer the question.
Thought: First for Women was started in 1989. 1844 (Arthur’s Magazine) < 1989 (First for
Women), so Arthur’s Magazine was started first.
Action: Finish[Arthur’s Magazine]
END OF EXAMPLES

Context: {context}
Question: {question}
Observation: {observation}
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The actor prompt of the teacher agent when deploying ReAct.

You are a teacher agent, and your task is to guide the student agent to answer the questions.
You should analyze whether the student’s step is logically helpful, provide an analysis, and
give your final action. You can also give advice on the student’s future step.
Solve the task below with interleaving Thought, Action, Context steps. Context is the
summary of historical interactions. Thought can reason about the current situation.
Your action can be two types:
(1) [Continue], which means the student made a good decision and should continue the
process.
(2) [Rethink], which means the student’s previous step is wrong and should consider another
step.

Please note: You can analyze the correctness of student agent’s action, summarize the useful
information the student found, or provide suggestions for subsequent steps.
Your action step only have two types: [Continue] or [Rethink]. You can only take one of the
above actions. Most of the time, please be an encouraging teacher, that is, unless the student
is completely wrong, use [Continue] action more often.

Examples:
Context: Searched for Arthur’s Magazine and found it was started in 1844. Teacher’s advice
is continue.
Question: Which magazine was started first Arthur’s Magazine or First for Women?
Observation: Previous advice: [Continue] Finding the start time of Arthur’s Magazine is
helpful. Next the student should search First for Women and find its founding date. Student’s
action: Search[First for Women] First for Women is a woman’s magazine published by Bauer
Media Group in the USA.[1] The magazine was started in 1989.
Thought: The founding date of First for Women is helpful. The student should take the Finish
step next.
Action: [Continue]
END OF EXAMPLES

Context: {context}
Question: {question}
Observation: {observation}
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The actor prompt of the student agent when deploying Reflexion.

You are a student agent. Your task is to answer the question under the guidance of the teacher
agent. You should make a reasonable plan at first.
Solve the task below with interleaving Thought, Action, Context steps. Context is the
summary of historical interactions. Thought can reason about the current situation.
Your action can be two types:
(1) Search[entity], which invokes a local searcher to provide you with relevant information.
(2) Finish[answer], which returns the answer and finishes the task.

Please note: You only need to complete the thought step and output Search [Entity] in the
action step, and we will return the relevant content in "Observation" for you. If you find an
answer, submit it via "Finish [answer]". Identical searches will only return similar content. If
the returned content has no relevant information, please actively try searching for different
keywords. When submitting your answer, please try to submit the full answer if you think it
is ambiguous, e.g. "movie director" is better than "director"! The answer to the question
should be as accurate and concise as possible, i.e. try to answer the question with phrases
instead of long sentences. Please answer yes-no question with either "yes" or "no".

Reflections of previous trials:
{reflections}

Examples:
Context: Searched for Arthur’s Magazine and found it was started in 1844. Teacher agreed
with previous action and suggested finding the founding date of First for Women. Searched
for First for Women. Question: Which magazine was started first Arthur’s Magazine or First
for Women?
Observation: Search Result: Search[First for Women] First for Women is a woman’s
magazine published by Bauer Media Group in the USA.[1] The magazine was started in
1989. Teacher’s Suggestion: [Continue] Now you should answer the question.
Thought: First for Women was started in 1989. 1844 (Arthur’s Magazine) < 1989 (First for
Women), so Arthur’s Magazine was started first.
Action: Finish[Arthur’s Magazine]
END OF EXAMPLES

Context: {context}
Question: {question}
Observation: {observation}
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The actor prompts of the teacher agent when deploying Reflexion.

You are a teacher agent, and your task is to guide the student agent to answer the questions.
You should analyze whether the student’s step is logically helpful, provide an analysis, and
give your final action. You can also give advice on the student’s future step.
Solve the task below with interleaving Thought, Action, Context steps. Context is the
summary of historical interactions. Thought can reason about the current situation.
Your action can be two types:
(1) [Continue], which means the student made a good decision and should continue the
process.
(2) [Rethink], which means the student’s previous step is wrong and should consider another
step.

Please note: You can analyze the correctness of student agent’s action, summarize the useful
information the student found, or provide suggestions for subsequent steps.
Your action step only have two types: [Continue] or [Rethink]. You can only take one of the
above actions. Most of the time, please be an encouraging teacher, that is, unless the student
is completely wrong, use [Continue] action more often.

Reflections of previous trials:
{reflections}

Examples:
Context: Searched for Arthur’s Magazine and found it was started in 1844. Teacher’s advice
is continue.
Question: Which magazine was started first Arthur’s Magazine or First for Women?
Observation: Previous advice: [Continue] Finding the start time of Arthur’s Magazine is
helpful. Next the student should search First for Women and find its founding date. Student’s
action: Search[First for Women] First for Women is a woman’s magazine published by Bauer
Media Group in the USA.[1] The magazine was started in 1989.
Thought: The founding date of First for Women is helpful. The student should take the Finish
step next.
Action: [Continue]
END OF EXAMPLES

Context: {context}
Question: {question}
Observation: {observation}
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The reflector prompt of the student agent when deploying Reflexion.

You are an advanced reasoning agent that can improve based on self refection. In previous
trial, you are a student agent, and your task is to answer the question under the guidance
of the teacher agent. The teacher agent provides guidance on your step and explains the
reasons. You were unsuccessful in answering the question either because you guessed the
wrong answer with Finish[answer], or you used up the set number of reasoning steps. Now
given previous interactions from student’s and teacher’s perspective, you should diagnose a
possible reason for failure and devise a new, concise, high level plan that aims to mitigate the
same failure in a few sentences.
Please note: If you believe that the previous searching and collaboration process as well
as the answer were correct, please try answering the question in a different way, e.g. try to
provide more concise answers, or using the same words as the question itself.

Previous trial:
Question: {question}

Interaction:
Student: {student_context}
Teacher: {teacher_context}

Reflection:

The reflector prompt of the teacher agent when deploying Reflexion.

You are an advanced reasoning agent that can improve based on self refection. In previous
trial, you are a teacher agent, and your task is to guide the student agent to answer the
questions. The student is unsuccessful in answering the question either because he guessed
the wrong answer, or he used up the set number of reasoning steps. Now given previous
interactions from student’s and teacher’s perspective, you should diagnose a possible reason
for failure and devise a new, concise, high level guiding plan.
Please note: If you believe that the previous searching and collaboration process as well
as the answer were correct, please try answering the question in a different way, e.g. try to
provide more concise answers, or using the same words as the question itself.

Previous trial:
Question: {question}

Interaction:
Student: {student_context}
Teacher: {teacher_context}

Reflection:
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The prompt of the context model of the student agent.

You are a student agent. Your task is to answer the question under the guidance of the teacher
agent. Now you are provided with a previous summary, as well as new messages that were
not included in the original summary. Your summary should encapsulate the main points of
the new messages and integrate them into the existing summary to create a comprehensive
recap. Highlight the key issues discussed, decisions made, and any actions assigned. Record
the helpful factual information given by the search engine.
Please ensure that the final summary does not exceed {char_limit} characters.

Examples:
Question: Which magazine was started first Arthur’s Magazine or First for Women?
Previous Summary: Searched for Arthur’s Magazine.
New Observation: Search Result: Search[Arthur’s Magazine] Arthur’s Magazine (1844-1846)
was an American literary periodical published in Philadelphia in the 19th century. Teacher’s
Suggestion: [Continue] Finding the start time of Arthur’s Magazine is helpful. Next the
student should search First for Women and find its founding date.
New Thought: Arthur’s Magazine was started in 1844. I need to search First for Women next.
New Action: Search[First for Women]
Summary: Searched for Arthur’s Magazine and found it was started in 1844. Teacher agreed
with previous action and suggested finding the founding date of First for Women. Searched
for First for Women.
END OF EXAMPLES

Question: {question}
Previous Summary: {context}
New Observation: {observation}
New Thought: {thought}
New Action: {action}
Summary:
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The prompt of the context model of the teacher agent.

You are a teacher agent, and your task is to guide the student agent to answer the questions.
Now you are provided with a previous summary, as well as new messages that were not
included in the original summary. Your summary should encapsulate the main points of the
new messages and integrate them into the existing summary to create a comprehensive recap.
Highlight the key issues discussed, decisions made, and any actions assigned. Record the
helpful factual information given by the search engine.
Please ensure that the final summary does not exceed {char_limit} characters.

Examples:
Question: Which magazine was started first Arthur’s Magazine or First for Women?
Previous Summary: The student searched for Arthur’s Magazine and found it was started in
1844. The action is helpful and the next step is finding the founding date of First for Women.
New Observation: Previous advice: [Continue] Finding the start time of Arthur’s Magazine is
helpful. Next the student should search First for Women and find its founding date. Student’s
action: Search[First for Women] First for Women is a woman’s magazine published by Bauer
Media Group in the USA.[1] The magazine was started in 1989.
New Thought: The founding date of First for Women is helpful. The student should take the
Finish step next.
New Action: [Continue]
Summary: The student searched Arthur’s Magazine and found it was started in 1844. The
student then searched First for women and found it was started in 1989. Previous actions are
helpful. The student should give the answer in the next step.
END OF EXAMPLES

Question: {question}
Previous Summary: {context}
New Observation: {observation}
New Thought: {thought}
New Action: {action}
Summary:

H.2.2 GSM8K

We follow [8] to design the prompts of debaters in this scenario.

The actor prompt for the agent to generate initial answers when deploying CoT.

Can you solve the following math problem?
{question}
Explain your reasoning. Your final answer should be a single numerical number, in the form
\\boxed{{answer}}, at the end of your response.

The actor prompt for the agent to generate updated answers when deploying CoT.

These are the solutions to the problem from other agents:
{solutions}
Using the solutions from other agents as additional information, can you provide your answer
to the math problem? The original math problem is {question}.
Your final answer should be a single numerical number, in the form \\boxed{{answer}}, at
the end of your response.
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The actor prompt for the agent to generate initial answers when deploying Relfexion.

Reflections of previous trials:
{reflections}

Can you solve the following math problem?
{question}
Explain your reasoning. Your final answer should be a single numerical number, in the form
\\boxed{{answer}}, at the end of your response.

The actor prompt for the agent to generate updated answers when deploying Reflexion.

Reflections of previous trials:
{reflections}

These are the solutions to the problem from other agents:
{solutions}
Using the solutions from other agents as additional information, can you provide your answer
to the math problem? The original math problem is {question}.
Your final answer should be a single numerical number, in the form \\boxed{{answer}}, at
the end of your response.

The reflector prompt of each debater agent.

You are an advanced reasoning agent that can improve based on self refection. In previous
trial, you are {role} and you are supposed to solve a math problem through debating with
other agents. However, you were unsuccessful in the previous trial. Now given previous
interactions, you need to carefully examine the problem-solving ideas and calculation results,
and form a reflection to avoid these problems in the next round. The reflection should be less
than 50 words.

Previous Question:
{question}

Previous interactions:
{context}

Reflection:

The prompt of the context model of each agent.

Please summarize the following process in concise language, including the opinions of all
agents.

Please note: Please summarize the viewpoints of each agent and retain the role of the agent
in the summary, such as agent_0, agent_1, agent_2.

{scratchpad}

Summary:

H.2.3 Checkmate in One Move

We follow [8] to design the prompts of debaters in this scenario.
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The actor prompt for the agent to generate initial answers when deploying CoT.

Here is the current sequence of moves in a chess game:
{question}
What is the best chess move I should execute next?
Give a single move suggestion of the form {answer_step}.<XXX> and make sure the chess
move is valid in the current board state.

The actor prompt for the agent to generate updated answers when deploying CoT.

Here are other chess move suggestions from other agents:
{solutions}
Using the chess suggestions from other agents as additional advice, can you give me your
updated thoughts on the best next chess move I should play given the chess sequence?
The current sequence of moves in a chess game is: {self.question}
Give a single move suggestion of the form {answer_step}.<XXX> and make sure the chess
move is valid in the current board state.

The actor prompt for the agent to generate initial answers when deploying Reflexion.

Reflections of previous trials:
{reflections}

Here is the current sequence of moves in a chess game:
{question}
What is the best chess move I should execute next?
Give a single move suggestion of the form {answer_step}.<XXX> and make sure the chess
move is valid in the current board state.

The actor prompt for the agent to generate updated answers when deploying Reflexion.

Reflections of previous trials:
{reflections}

Here are other chess move suggestions from other agents:
{solutions}
Using the chess suggestions from other agents as additional advice, can you give me your
updated thoughts on the best next chess move I should play given the chess sequence?
The current sequence of moves in a chess game is: {self.question}
Give a single move suggestion of the form {answer_step}.<XXX> and make sure the chess
move is valid in the current board state.
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The reflector prompt of each debater agent.

You are an advanced reasoning agent that can improve based on self refection. In previous
trial, you are {role} you are supposed to give the best next chess move through debating with
other agents. However, you were unsuccessful in the previous trial. Now given previous
interactions, you need to carefully examine the problem-solving ideas and calculation results,
and form a reflection to avoid these problems in the next round. The reflection should be less
than 50 words.

Previous Game:
{question}

Previous interactions:
{context}

Reflection:

The prompt of the context model of each agent.

Please summarize the following process in concise language, including the opinions of all
agents.

Please note: Please summarize the viewpoints of each agent and retain the role of the agent
in the summary, such as agent_0, agent_1, agent_2.

{scratchpad}

Summary:

31



NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In this paper, we suggest improving multi-agent collaboration through self-
reflection and propose COPPER, which fine-tunes a shared reflector model with counterfac-
tual PPO mechanism. We accurately introduce COPPER in abstract and introduction and
highlight our contribution at end of introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss the limitations of our work in Section 6

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: We focus on the application of multi-agent systems on downstream tasks and
do not include theoretical results in this paper.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide all the information for reproducibility including data and coding
details in Section 5 and Appendix A.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide all the information in Section 5 and Appendix A. Our code can be
found at: https://anonymous.4open.science/r/copper-F72A/

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide this information in Section 5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: We do not provide error bars because using GPT-3.5 or GPT-4 for test is costly.
Previous relevant works [38, 27] do not provide error bars, either.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide the information in Section 5.3
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our paper conforms with the NeurIPS Code of Ethics in every respect.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss the potential societal impacts in Appendix G
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: We discuss the question in Appendix G.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite them in the paper properly.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

36

paperswithcode.com/datasets


• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The details are well introduced in the paper and our code can be found at
https://anonymous.4open.science/r/copper-F72A/
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: We do not involve research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We do not involve research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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