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Abstract—As machine learning is increasingly making decisions about hiring or health-
care, we want AI to treat ethnic and socioeconomic groups fairly. Fairness is currently
measured by comparing the average accuracy of reasoning across groups. We argue
that improved measurement is possible on a continuum and without averaging, with
the advantage that nuances could be observed within groups. Through the example
of skin cancer diagnosis, we illustrate a new statistical method that works on multi-
dimensional data and treats fairness in a continuum. We outline this new approach
and focus on its robustness against three types of adversarial attacks. Indeed, such
attacks can influence data in ways that may cause different levels of misdiagnosis for
different skin tones, thereby distorting fairness. Our results reveal nuances that would
not be evident in a strictly categorical approach.
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The use of machine learning (ML) is spreading
across critical domains, including sectors like health-
care, necessitating robust governance to ensure safe
and practical application. This has spurred increased
research into AI fairness, integrating considerations of
bias and fairness into the ML implementation process
[1]. Sensitive Attributes (SA) that could cause bias can
be classified into three types: a) categorical values,
i.e. discrete values, such as gender or nationality;
b) continuous numerical values, such as age, where
each piece of data takes on a single scalar value;
and c) continuous data represented in a multidimen-
sional array, for instance, a skin colour image consists
of height, width and channel for each pixel. Despite
the increasing number of studies on ML fairness re-
garding these SAs, significant challenges remain un-
resolved. Firstly, there is relatively little research on
non-categorical data. Secondly, non-categorical data
such as skin colour has typically been categorised into
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groups and this process is subject to flaws hiding nu-
ances of bias within groups. Thirdly, to our knowledge,
there are no methods to measure the bias in non-
categorial data in multi-dimensional arrays, such as
skin colour. In this paper, we focus on these issues
and propose a new approach for evaluating fairness
on multi-dimensional non-categorial data employing
statistical distance methods to account for nuances
within groups.

A second area of concern addressed in the pa-
per is the robustness of adversarial attacks. Previous
ML fairness studies centred on ensuring fairness in
classification performance. However, there are now
demands to guarantee fairness in various challenging
contexts. Of these, a particular issue is robustness
to changes in the data. Robustness in ML has two
large key dimensions: uncertainty and resistance to
adversarial attacks. Adversarial attacks in ML (AAML)
can maliciously change predictions. Given that MLs
are used in serious settings such as medicine, vul-
nerability against AAML is a major challenge for real-
world applications. Furthermore, it can be said to
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be discriminatory if the vulnerability to poor classifi-
cation performance under AAML varies according to
SA values and subgroups. Many studies have studied
discrimination against classification performance, but
few have assessed fairness against robustness. In this
study, we focus on the robustness of ML fairness to
adversarial attacks.

Our scenario focuses on skin colour as a sensitive
attribute in a skin lesion classification model for the
medical diagnosis of cancers such as melanoma. This
application encompasses all the complexities previ-
ously discussed. First, skin color, closely linked to eth-
nicity, serves as a critical sensitive attribute. In fairness
research, skin colour is categorized using tools like
the Fitzpatrick scale [2], which classifies skin into six
colour categories [3]. However, skin colour is an elu-
sive characteristic, making such categorisation highly
problematic. Categories may not accurately reflect the
skin tones analyzed by the ML algorithm. Hidden bi-
ases may exist within groups and remain undetected.
Furthermore, images, being inherently vulnerable to
adversarial attacks, necessitate a thorough exploration
of robustness. These challenges are addressed in our
study through a new approach where skin colour is
treated as a continuum, uncategorized, allowing fair-
ness to be assessed at every point in the spectrum
from very dark to very light skin. In experiments, we
compare this new approach with current approaches
to measuring fairness and demonstrate that this new
non-categorical approach may tackle the difficulties
discussed in this section. The study also focuses on
evaluating fairness in the context of AAML. Specific
research questions addressed are as follows.

• RQ1: How do statistical distance measures im-
prove the evaluation of fairness in multidimen-
sional data such as skin colour in comparison to
existing approaches?

In this context:

• RQ2: How can an AAML affect fairness?
• RQ3: What types of AAML affect fairness the

most?

In addressing these RQs, the paper makes the
following contributions:

• Through experiments, we show that our method
more accurately captures the nuances of skin
tone, as demonstrated by comparing the rates
of accuracy (and fairness) degradation across
these approaches.

• We analyze how predictive accuracy and fair-
ness for different skin colours are impacted by

adversarial attack in a comparison of three ap-
proaches, including our own.

• We highlight the diagnostic risks associated with
skin colour in skin lesion image classification,
emphasising the disparity in diagnostic accura-
cies between lighter and darker skin tones due to
adversarial attack in our experimented dataset.

The rest of the paper is organised as follows: first,
we discuss related work, and then we present our
approach, describe experiments and compare perfor-
mance against earlier approaches, such as the av-
erage Individual Typology Angle (ITA). Our proposal
quantifies ITA as a distribution on a per-pixel basis,
offering a more detailed and continuous measurement.
The experiment and results sections discuss the use
of two different models and two different datasets to
show the capabilities of the proposed method. Finally,
we conclude and discuss future work.

RELATED WORK
We focus on skin colour as a sensitive attribute in
fairness studies and shed light on adversarial attacks
that could potentially impact fairness.

Multi-dimensional array SA: Skin color
While skin colour can introduce biases, it is widely
recognised that skin tone is an unstable measure and
introduces challenges in comprehension, representa-
tion, and ultimately, the reasoning of ML algorithms [4].
Categorisation methods have been employed to iden-
tify biases associated with skin colour. This involved
converting skin images into the CIELAB colour space,
calculating the average pigment, and determining the
ITA value from this average colour. The ITA is defined
by the formula displayed in Figure 2 - (A), where ’L’
represents lightness and ’b’ represents chromaticity,
indicating the colour’s hue. However, these methods
lack the gradations and nuances of colour that exist
in the skin colour categories, so they cannot solve the
problem of skin colour representation.

Fairness in Skin Lesion Classification
Several studies assessed the fairness of the skin lesion
classification task by skin colour. For example, [3] pro-
posed a technique to assign accurate skin-colour tone
labels, thereby attempting to improve fairness. This
research did not exceed the area of categorisation. Our
method does not require labelling and does not require
annotation data. FairDisCo was proposed to improve
the fairness of lesion classification by separately learn-
ing SA information, such as skin colour [5]. In this
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paper, the Fitzpatrick-based skin colour category was
used for the evaluation. Therefore, discrimination of
differences based on individual skin colouration is not
guaranteed.

Adversarial attacks to fairness
Several studies have explored adversarial attacks on
fairness. Van et al. demonstrated a poison attack that
compromised both accuracy and fairness by using
adversarial samples, label flipping, and feature mod-
ification [6]. Mehrabi et al. investigated two types of
attacks targeting fairness [7]: the influence attack,
which maximises the covariance between sensitive
attributes and class labels, damaging both accuracy
and fairness. The anchoring attack altered the decision
boundaries and affected fairness without impacting
accuracy. Solans et al. developed a poisoning attack
designed to impact the fairness of a model without
discernible effects on its overall performance, thereby
concealing fairness violations from users [8]. These
studies indicate that attacks focusing solely on de-
grading classification performance do not uniformly
affect fairness, underscoring the complexity of detect-
ing fairness violations. Ghosh et al. introduced their
adversarial attack by targeting a text-to-image ranking
system [9]. The attack was specifically designed to aim
to elevate individuals with light skin tones to a higher
ranking. This attack intentionally succeeded in creating
unfairness.

These studies suggest that fairness is not only
about classification performance but also about the
importance of understanding robustness. Existing re-
search studies on ensuring fairness have used a cat-
egorial approach in which sensitive attributes are as-
signed discrete values that separate groups of people.
Similarly, studies focusing on robustness to adversar-
ial attacks on ML with respect to fairness have also
adhered to a categorial approach. We depart from
this tradition to examine robustness when sensitive
attributes are used as uncategorized continuous nu-
merical values. This is the first study that explores how
adversarial attacks aimed at accuracy degradation af-
fect fairness using a statistical approach without using
traditional categorization.

PROPOSED METHODOLOGY
The methodology for a more nuanced evaluation of
fairness is described in Figure 2.

Our key innovation is to treat ITA values as contin-
uous numerical variables and use this to represent the
nuance of skin colour in each image as a distribution.

More precisely, at first, we calculate the ITA value
for individual pixels and instead of averaging values
across the image, the computed ITA values are treated
as a distribution. Then, we select a baseline image.
To simplify the visualisation of results, in this case,
we selected images with the minimum mean ITA as a
baseline. The distance of an image from the baseline
is established by measuring the distance of its ITA
distribution from that of the baseline using statistical
distance metrics. In the result section, we demonstrate
this using the Wasserstein Distance (WD) measure.

Using this new approach, we examined the effect
on the fairness of three types of adversarial attacks.

• Adversarial Random Noise (RN): The at-
tack applies random noise to the entire test
image which does not require access to the
model itself. It is generally accepted that random
noise attacks are relatively weaker compared to
perturbation-based models.

• Fast Gradient Sign Method (FGSM): FGSM
is a well-known adversarial attack method [10].
The attack takes the loss function of Deep
Learning(DL) to create images that maximise the
loss value. It adds slight perturbations on a pixel
basis.

• Adversarial Saliency Map Patch (SMP): Firstly,
we identified the model attention area by the
saliency map proposed by [11]. Noise is added
only on the focus area to cause model mis-
classification. We call this an SMP attack. We
generated the SMP to monitor the behaviour of
local area attacks rather than applying it to all
image areas.

Three measures of AAML success rates were con-
sidered:

1) Attack Success Rate (SR): The ratio of results
incorrectly predicted under AAML that were cor-
rectly predicted in the original image.

2) Attack False Positive Success Rate (FP SR):
The percentage of false positives specifically
caused by AAML over correct predictions of no
cancer in the original undisturbed images.

3) Attack False Negative Success Rate (FN SR):
The percentage of false negatives specifically
caused by AAML over correct predictions of can-
cer in the original images.

Statuses other than those listed above are not re-
garded as AAML successes.
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EXPERIMENT

Dataset
Two publicly available datasets are used to demon-
strate the capabilities and limitations of the proposed
approach. A) Human Against Machine with 10000
training images (HAM10000) [12]: This dataset was
synthetically created with input from several hos-
pitals and validation by medical professionals. The
HAM10000 dataset is a comprehensive collection of
dermatoscopic images aimed at supporting research
in the automated diagnosis of skin lesions, particu-
larly melanoma. It consists of 10,000 dermatoscopic
images labelled with various skin lesion types, making
it a valuable resource for training and evaluating skin
ML in dermatology. B) Fitzpatrick17K [13], [9]: This is
a skin lesion image dataset with Fitzpatrick skin type
labels assigned by dermatology experts, obtained from
two dermatology atlas.

The HAM10000 exhibits a notable bias towards
lighter skin tones, which reflects the higher incidence
rates of skin cancer in these populations [14]. We
focused on two classes among seven classes because
other classes had the possibility of not containing
dark-coloured skin (skin colour type "Dark" was only
0.7%, and type "Brown" was 0.9% of all datasets)
in the process of data split due to the number of
data. The two classes are "Melanocytic Nevi", which
is non-cancerous and "Melanoma", which is one type
of cancer. The number of data is for training (n=2,000),
validation (n=1,563) and test (n=1,564). In terms of
Fitzpatrick17K, we chose "benign" and "malignant" out
of three_partition_label to make it a binary classifica-
tion task. The number of data is for training (n=2,000),
validation (n=864) and test (n=864). There are differ-
ences between the HAM10000 and the Fitzpatrick 17K
dataset: the HAM10000 is an image with the lesion
centred and with some uniformity. Furthermore, the
segmentation data provided makes it very easy and
accurate to identify lesions and skin-tone areas. In
comparison, the Fitzpatrick 17K had random lesion
locations and contained images in which non-skin-
coloured areas occupy the majority of the image.

Model Architecture
Two model architectures are Convolutional
Neural Network (CNN) and Residual Neural
Network (ResNet). The setting details of those
two models are available on our GitHub
(https://github.com/Kuniko925/FairRobustness).
General performances are in the middle of Figure 1.

TABLE 1. AAML Success Rates (%) each Model and Dataset

Dataset HAM10000 Fitzpatrick17K
Model CNN ResNet50 CNN ResNet50
RN 63.80 11.1 26.3 34.0
RN FP 63.4 0.01 18.2 0.8
RN FN 0.3 10.9 8.1 33.2
FGSM 43.0 24.8 59.8 63.3
FGSM FP 32.2 16.3 27.0 28.9
FGSM FN 10.8 8.5 32.7 34.3
SMP 33.9 3.1 17.7 8.1
SMP FP 32.3 1.4 12.6 7.4
SMP FN 1.5 1.7 5.0 0.7
Test ACC 0.77 0.88 0.6 0.8
Test F1-Score 0.66 0.79 0.6 0.79

Skin Colour Types
Very Light(n) 1345 186
Light(n) 124 259
Intermediate(n) 53 205
Tan(n) 29 135
Brown(n) 5 63
Dark(n) 8 16

Adversarial examples
In accordance with the outlined methodology, three
adversarial examples were generated. We randomly
decided hyperparameters in adversarial examples to
prevent intentionality. The hyperparameters are con-
stant in all models and datasets. The detailed settings
are in Figure 2 - (B). The adversarial examples’ images
are Figure 2 - (C). We attacked models with adversarial
examples and observed the impact of performance on
skin colour.

RESULTS
Results show variability in attack success rates and
model performance in Table 1. In the two models
we selected, ResNet50, a relatively newly proposed
model, had better classification accuracy than CNN.
ResNet50 had accuracies of over 80 % in both the
HAM10000 and Fitzpatrick 17K datasets. The F1 score
was also high, at 79 % for both classes. In the CNN
model, the accuracy kept high performance, but the F1
score dropped to around 66 % (HAM10000) and 60 %
(Fitzpatrick17K). Here, we discuss further analysis of
each skin colour measure.

Conventional Method: Skin Tone
The AAML success rate for the traditional skin colour
measurement with HAM10000 is shown in Figure 1.
HAM10000 has general RN attacks at 87% and 81%
for skin colour types Light and Intermediate. Very Light
and Brown, which differ greatly in the number of data,
had comparable success rates. FGSM was the only
one with successful attacks in all skin-tone categories.
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The highest success rate was 50%, which is not a high
success rate overall, but even FN showed a success
rate of 12% in Very Light, which is also large. SMP
attacks showed a high success rate of 80% in Brown,
and the success rate decreased as the colour tone
became lighter. Furthermore, in our noise range, the
type of attack success is concentrated in FP. Next,
the Fitzpatrick17K results showed comparable AAML
success rates for all skin colour types in all attacks,
albeit slightly higher for darker skin colours. In particu-
lar, FGSM success rates were higher for all skin tone
types equally. There were no differences between the
models.

Scalar ITA Value: Average Skin Colour
The Scalar ITA Value is a method used between
traditional categorisation and our proposed multi-
dimensional array of skin colour. There is no categori-
sation but a continuous scalar value by averaging the
colour tones. The results are in Figure 3. As we see,
the AAML success rate is basically similar to that of
categorised conventional methods. The combination
of ResNet and HAM10000 made it easier to identify
trends in skin colour effects compared to categorisation
when measured by ITA values. Both adversarial attacks
had higher success rates as skin colour became fairer.
Furthermore, success rates vary for AAML, even within
the same Very Light group. The ITA range for Very
Light is greater than 55. In this group, success rates
for the combination of CNN and HAM10000 fluctuate.
The ITA values most vulnerable to RN attacks are 60
- 80. ITA angles exceeding 100 resulted in robustness
against AAML. In the Fitzpatrick17K, there was no
significant difference between any of the models and
their AAMLs; the SMP success rate was extremely low
and did not discriminate by skin colour. The correlation
between ITA angles and AAML success rates is shown
in Table 2. HAM10000 showed strong correlations with
skin colour for RN and FGSM attacks; the CNN had a
negative correlation for RN and a positive correlation
for FGSM; the ResNet50 had a positive correlation for
both RN and FGSM; the correlation with SMP was low.
The SMP was unsuccessful. No differences by skin
colour were seen in Fitzpatrick17K. This is because
the dataset contained many images that restricted us
from extracting the correct skin tones, as shown in
Figure 2 - (D). For example, some were zoomed out
and had too large a proportion of the background,
some had multiple subjects, and some were zoomed-
in photographs in which the focus was on something
other than the skin.

Multi-dimensional array (Our core approach):
Skin Colour Gradation
The results of our method are as Figure 3 and Table
2. The combination of HAM10000 and ResNet tends
to have a markedly lower success rate with lighter skin
types. Darker skin nuances increase the likelihood of
non-cancer images being diagnosed as cancer by the
FGSM. RN is a simple black box attack, but it is effec-
tive in that darker skin tones can misdiagnose cancer.
The case of HAM10000 and ResNet also shows a
different trend from ITA values and categorisation. We
further explore the correlation between skin colour and
attack success rate using our method: for HAM10000,
a very strong correlation was shown between the FP
success rate for the RN attack and the FN success
rate for the FGSM attack. The absolute values of these
correlations are higher than for the scalar ITA values:
for CNN, the FP success of RN attacks differs by 6
and for ResNet by 14. The maximum correlation for
the ITA values is 0.71, whereas our method shows
a correlation strength of -0.81. Our method detects a
correlation of -0.53 for SMP attacks with HAM10000
and ResNet but only 0.36 for the averaged ITA values.
By taking into account our skin colour gradient, the
colour feature in the image is more likely to show
up as a correlation. As with the average ITA method,
Fitzpatrick17K did not allow our method to capture the
effect of skin colour due to the difficulty of extracting
skin colour.

In the final part of this section, we respond to our
RQs. RQ1: The statistical distance measure, using
the pigment gradient across skin pixels as the mea-
surement criterion, was able to identify differences in
performance within the same subgroup that could not
be ascertained by categorisation. Moreover, it strength-
ened features and sharpened correlations more than
a single averaged ITA value. RQ2: AAML showed a
different degradation of classification performance with
skin colour in our method. This suggested a bias in
robustness depending on the lightness or darkness
of the skin colour and its characteristics. RQ3: RN
attacks can easily and extensively affect diagnosis.
However, for medical applications such as skin lesion
classification, it is necessary to consider defences
against FGSM attacks, which have high FN success
rates, lead to overlooking malignant cancer under the
measure by our method.

CONCLUSION
This study introduced a new method for assessing
fairness in machine learning models used for skin
cancer diagnosis, focusing on how these models per-

Month 2021 Publication Title 5



THEME/FEATURE/DEPARTMENT

TABLE 2. Correlation between AAML Success Rates and ITA or Skin gradation

Average skin color (Scalar)
Dataset Model RN RN FP RN FN FGSM FGSM FP FGSM FN SMP SMP FP SMP FN

HAM10000
CNN -0.53 -0.53 0.10 0.59 0.16 0.55 -0.21 -0.26 0.31
ResNet50 0.55 0.00 0.56 0.71 0.64 0.51 0.36 0.31 0.24

Fitzpatrick17K
CNN -0.01 -0.20 0.30 -0.14 -0.19 0.02 0.35 0.18 0.23
ResNet50 -0.11 0.11 -0.13 0.08 0.14 -0.04 0.22 0.16 0.10

The Proposed Method: Skin gradation (Multi-dimensional Array)
Dataset Model RN RN FP RN FN FGSM FGSM FP FGSM FN SMP SMP FP SMP FN

HAM10000
CNN 0.59 0.59 -0.04 -0.57 -0.13 -0.66 0.15 0.22 -0.33
ResNet50 -0.69 -0.01 -0.69 -0.81 -0.75 -0.58 -0.53 -0.39 -0.37

Fitzpatrick17K
CNN 0.01 0.28 -0.34 0.23 0.29 -0.06 -0.27 -0.13 -0.27
ResNet50 0.14 -0.15 0.16 0.04 -0.01 0.05 -0.17 -0.15 -0.09

form under three types of adversarial attack and taking
into account variations in skin colour more precisely
than previous methods. The three types of AAML
are FGSM, a gradient-based white-box attack; SMPs
using explainability; and random noise, a simple black-
box attack. We compared the effects of those attacks
on accuracy and fairness. Results indicate that the
model’s accuracy and fairness can be significantly
impacted by these attacks, with varying risks of mis-
diagnosis based on skin colour. Our method exposed
vulnerabilities under AAML within the same skin colour
group that cannot be detected by conventional skin
colour categorisation methods. Compared to scalar
ITA values, which average skin image, our method,
which takes into account the nuances of skin gradation,
succeeded in finding sharper correlations in the skin’s
characteristics.

FUTURE WORK
We consider four future works from our results: (1) We
build a bias mitigation system which is fair regarding
robustness and performance for the nuanced, sensitive
attribute values. (2) When unfairness is detected, mod-
els should be in place to trace the causality. We apply
explainability techniques to track down the causes by
comparing the difference between the original skin
image and a counterfactual image with a different skin
colour. (3) Our mechanism should be applied not only
to image classifiers but also to image-to-image genera-
tive models. (4) We will incorporate expert evaluations
to further assess the effectiveness of our proposed
method.

CODE AVAILABILITY
Regarding the research reproducibility, codes and
functions supporting this paper are published online
at GitHub: https://github.com/FairRobustness.
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FIGURE 2. (A) This is a process of measuring skin colour nuance and the samples. Original images masked skin lesion pixels.
After calculating the ITA values of each pixel and regarding the distributions, the baseline and sample 1 distribution have a
gap between images. WD is used to measure the distance between distributions. The distribution medians are compared to
identify the direction of distance. (B). The table summarizes adversarial examples of hyperparameters. These parameter values
are selected after several trials. (C) of images are adversarial examples. Left is the original image. The 3 types of adversarial
patterns were applied to the original image. (D) Example images in the Fitzpatrick17K dataset cannot detect skin pixels properly.
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FIGURE 3. AAML results versus (a) ITA scalar skin colour and (b) Skin colour gradation
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