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Abstract001

Retrieval Augmented Generation (RAG) sys-002
tems have emerged as a powerful method for003
enhancing large language models (LLMs) with004
up-to-date information. However, the retrieval005
step in RAG can sometimes surface documents006
containing contradictory information, particu-007
larly in rapidly evolving domains such as news.008
These contradictions can significantly impact009
the performance of LLMs, leading to inconsis-010
tent or erroneous outputs. This study addresses011
this critical challenge in two ways. First, we012
present a novel data generation framework to013
simulate different types of contradictions that014
may occur in the retrieval stage of a RAG sys-015
tem. Second, we evaluate the robustness of016
different LLMs in performing as context val-017
idators, assessing their ability to detect contra-018
dictory information within retrieved document019
sets. Our experimental results reveal that con-020
text validation remains a challenging task even021
for state-of-the-art LLMs, with performance022
varying significantly across different types of023
contradictions. While larger models generally024
perform better at contradiction detection, the025
effectiveness of different prompting strategies026
varies across tasks and model architectures. We027
find that chain-of-thought prompting shows no-028
table improvements for some models but may029
hinder performance in others, highlighting the030
complexity of the task and the need for more031
robust approaches to context validation in RAG032
systems.033

1 Introduction034

Large language models (LLMs) (Brown et al.,035

2020) have become ubiquitous in a wide range036

of natural language processing applications, from037

chatbots to text generation systems. However, a key038

limitation of using LLMs is that their knowledge is039

static, reflecting only the information available dur-040

ing the training process. As a result, these models041

may lack the latest up-to-date facts and information042

needed for real-world tasks. To address this chal- 043

lenge, researchers have explored techniques like 044

Retrieval Augmented Generation (RAG) (Lewis 045

et al., 2020), where relevant documents are dynam- 046

ically retrieved and provided as context to the LLM. 047

While this approach can help improve the model’s 048

knowledge, it introduces new problems related to 049

contextual conflicts. Specifically, there are two 050

main types of conflicts that can arise: 1) Context- 051

memory conflict: cases where the retrieved context 052

contradicts the parametric knowledge learned by 053

the LLM during training, 2) Context-context con- 054

flict: situations where the retrieved contextual in- 055

formation itself contains contradictory statements. 056

This work focuses on the latter issue of conflicts 057

in the retrieved documents. Effectively detecting 058

and resolving such conflicts is crucial for ensuring 059

the reliability and consistency of LLM applications 060

that rely on dynamic retrieval of external informa- 061

tion. 062

Detecting contradictions in text is a challenging 063

task for several reasons. First, there is a scarcity 064

of large-scale datasets specifically focused on con- 065

tradiction detection. This lack of comprehensive 066

data makes it difficult to train and evaluate systems 067

effectively. Second, contradictions can be quite 068

subtle and complex. While some contradictions 069

are straightforward, such as conflicting numbers, 070

others involve intricate logical inconsistencies that 071

are not easily spotted. These nuances make it hard 072

for models to reliably identify contradictions. In 073

fact, psychological studies (Graesser and McMa- 074

hen, 1993; Otero and Kintsch, 1992) have shown 075

that even humans struggle with this task. Further- 076

more, recent research (Li et al., 2023) has revealed 077

that advanced language models like GPT-4, GPT- 078

3.5, and LLaMA-3 perform only slightly better 079

than random guessing when it comes to detecting 080

contradictions. This highlights the significant chal- 081

lenge that contradiction detection poses. 082

Our primary objective in this study is to evaluate 083
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the effectiveness of LLMs as context validators in084

RAG systems. The context validator is responsi-085

ble for analyzing the retrieved context (set of doc-086

uments) for contradictory information. Previous087

studies, such as (Hsu et al., 2021) and (Li et al.,088

2023), have explored contradiction generation us-089

ing Wikipedia templates and LLMs respectively.090

(Jiayang et al., 2024) evaluated LLMs’ ability to091

detect contradictions in context pairs. However,092

these approaches do not fully address the complex-093

ities of the retrieval step in RAG systems. In a094

RAG-based system, multiple pieces of context are095

retrieved simultaneously, making it impractical to096

evaluate all possible pairs for contradictions. For097

instance, with just 20 retrieved documents, exam-098

ining all 190 possible pairs for conflicts becomes099

unfeasible, given latency and cost considerations100

of practical RAG based systems. In this work we101

propose a novel framework for synthetic dataset102

generation that simulates various types of contra-103

dictions.104

Contradictions within retrieved document sets105

can manifest in subtle and nuanced ways, present-106

ing significant challenges for RAG systems. In this107

study, we investigate three distinct types of contra-108

dictions that can occur in retrieved documents: 1)109

Self-contradictory documents, where a single doc-110

ument contains internally inconsistent information;111

2) Contradicting document pairs, where two docu-112

ments present conflicting information on the same113

topic; and 3) Conditional contradictions, involving114

a triplet of documents where the information in115

one document creates a contradiction between the116

other two. Examples of these types of contradic-117

tions are shown in Figure 1. Then, we design three118

tasks for context validation: detecting if any type119

of contradiction is present in the retrieved docu-120

ments, predicting the type of contradiction present121

and finding the documents that are contradicting.122

Our contributions can be summarized as follows:123

• We introduce a novel synthetic data generation124

framework that simulates diverse contradic-125

tion types in documents retrieved during the126

RAG process. This framework includes gener-127

ating self-contradictory documents, pairwise128

contradictions, and conditional contradictions,129

providing a comprehensive testing dataset for130

evaluation purposes.131

• We investigate the robustness of LLMs and132

prompting strategies in acting as a context133

validator in RAG systems: detecting conflicts134

in the retrieved documents (conflict detection), 135

detecting the type of conflict (conflict type 136

prediction) and identifying the contradicting 137

documents (conflict segmentation). 138

• Our ablation studies provide empirical evi- 139

dence and insights on the type of contradic- 140

tions that are hard to detect by current state- 141

of-the art LLMs. 142

2 Related Work 143

Contradiction Detection: Contradiction detection 144

aims to classify if there are contradicting sentences 145

in textual documents. Early research (Alamri and 146

Stevensony, 2015; Badache et al., 2018; Lendvai 147

et al., 2016) in this topic approached this prob- 148

lem as a supervised classification problem on a 149

pair of sentences, i.e whether two sentences are 150

contradicting or not. These works use linguistic 151

features (Alamri and Stevensony, 2015), part-of- 152

speech parsing (Badache et al., 2018) or textual 153

similarity features (Lendvai et al., 2016) to classify 154

a pair of sentences. Contradiction detection could 155

also be thought as a sub-class of Natural Language 156

Inference (NLI). In NLI, the task is to label pairs of 157

text as either neutral, entailment or contradictory. 158

There have been numerous NLI works (Chen et al., 159

2016; Mirakyan et al., 2018; Parikh et al., 2016; 160

Rocktäschel et al., 2015), with recent advances in 161

transformer models (Vaswani, 2017) demonstrat- 162

ing strong capabilities for NLI (Devlin, 2018; Liu, 163

2019). (Li et al., 2023) experimented with LLMs 164

for contradiction detection. Their research proved 165

that many LLMs struggle with the task of iden- 166

tifying conflicts in text data. However, existing 167

literature does not explore how LLMs perform in 168

detecting contradictions across multiple documents. 169

Often, in retrieval based systems, multiple docu- 170

ments are retrieved. The above works focus on 171

either 1 or 2 documents, while we analyze LLM to 172

detect conflicts across many documents. 173

Datasets for Contradiction Detection: (Hsu 174

et al., 2021) propose WikiContradiction dataset by 175

using Wikipedia templates to alter factual entities in 176

statements to create contradictions. (Li et al., 2023) 177

propose a LLM based generation of contradictions. 178

To maintain document fluency while introducing 179

contradiction, they use global fluency (perplexity 180

based measure) and local fluency measures (BERT 181

based score) to validate the contextual coherence 182

of the modified sentences. Recently (Jiayang et al., 183
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Figure 1: Different types of contradictions in the retrieved documents.

2024) proposed a data generation method to gener-184

ate pairs of evidences that have contradictions.185

3 LLMs as Context Validators186

We formally define the problem of context valida-187

tion as consisting of the following tasks: Given188

N documents D = {d1, d2, . . . , dN}, a context189

validator is a function f(D) such that:190

f(D) =



0|1
(conflict
detection)

t ∈ T
(conflict type
classification)

{di, . . . , dm}
(conflicting context
segmentation)

(1)191

where, 0|1 represents the binary output of con-192

flict detection (0 for no conflict, 1 for conflict de-193

tected, t ∈ T is the classified type of conflict,194

{di, . . . , dm} is the subset of documents containing195

conflicting contexts, where 1 ≤ i ≤ m ≤ N196

Each document di ∈ D is defined as an ordered197

set of ki statements, di = {s1, s2, . . . , ski}. In this198

work, we consider three types of contradictions in199

documents:200

1. Self-contradictions: Let di ∈ D. A self-201

contradiction occurs when ∃sp, sq ∈ di such202

that sp contradicts sq, where p ̸= q.203

2. Pair contradictions: Let di, dj ∈ D, where 204

i ̸= j. A pair contradiction occurs when 205

∃sp ∈ di, sq ∈ dj such that sp contradicts 206

sq. 207

3. Conditional contradictions: Let di, dj , dk ∈ 208

D, where i ̸= j ̸= k. A conditional contradic- 209

tion occurs when ∃sp ∈ di, sq ∈ dj , sr ∈ dk 210

such that: 211

• sp does not contradict sq 212

• sp does not contradict sr 213

• sr =⇒ (sp ⊕ sq), the presence of sr 214

implies that sp and sq are mutually ex- 215

clusive 216

It is important to note that although these con- 217

tradiction types involve one, two, or three doc- 218

uments respectively, the context validator func- 219

tion f operates on the entire set of documents 220

D = {d1, . . . , dN}. This approach is crucial for 221

several reasons. Firstly, it ensures computational 222

efficiency. Inspecting all types of contradictions by 223

examining documents in isolation, pairs, or triples 224

would require O(N), O(N2), and O(N3) LLM 225

calls respectively, where N = |D|. Specifically, 226

self-contradictions would require N calls, pair 227

contradictions would need
(
N
2

)
= N(N−1)

2 calls, 228

and conditional contradictions would necessitate 229(
N
3

)
= N(N−1)(N−2)

6 calls. This approach would 230

significantly increase both the computational cost 231

and latency of the LLM system. The design of f as 232
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a function operating on the power set of D (that is,233

f : P(D) → {0, 1} × T × P(D)) addresses the234

limitations of conventional conflict detection meth-235

ods. Furthermore, traditional approaches, such as236

Natural Language Inference (NLI) models, typi-237

cally process only two texts at a time. This limita-238

tion makes them inadequate as context validators,239

particularly for identifying self-contradictions and240

conditional contradictions, which require analysis241

of one and three documents, respectively.242

In the following sections, we describe the data243

generation methods for each conflict type. Subse-244

quently, we present the results of our evaluations245

on the synthetic data.246

Self-Contradictory Documents: To generate247

synthetic self-contradictory documents, we sample248

a document di = s1, s2, . . . , sm from D, where249

each sj represents a statement. First, we use250

a LLM to extract a sentence from the text, de-251

noted as si = ChooseStatement(di, importance).252

The ’importance’ parameter allows us to select253

either the most salient or least significant state-254

ment. Once a sentence has been extracted,255

we generate a contradicting statement s′i =256

ContradictStatement(si). To make detection more257

challenging, we then use an LLM to generate a258

paragraph incorporating the contradictory state-259

ment: c′i = ContextGenerate(s′i, length). Here, we260

experiment with different ’length’ values to vary261

the complexity and subtlety of the contradiction.262

The final step involves augmenting the original263

document di with the generated contradictory con-264

text c′i, resulting in a self-contradictory document265

d′i = di ∪ c′i.266

Pair Contradictions: In pair contradictions, our267

objective is to induce contradictions across multiple268

documents. We follow a procedure similar to that269

used for generating self-contradictory documents,270

but with modifications to span multiple documents.271

The conflicting context c′j is inserted into D, re-272

sulting in an updated set D′. We experiment with273

two configurations for the insertion: near and far.274

These configurations determine the indices of the275

contradicting documents in the document list. A276

Conditional Contradictions: To generate con-277

ditional contradictions, we start by sampling a278

document di from our set D. We then extract279

the first sentence s from di to serve as our280

"topic". Using an LLM, we generate three new281

documents on this topic: d1′, d2′, and d3′ =282

GenerateConditionalDocs(s). These documents283

are generated with specific constraints: d1′ and d2′284

should not contradict each other, d3′ should not 285

directly contradict either d1′ or d2′, but the infor- 286

mation in d3′ should make d1′ and d2′ mutually 287

exclusive. This means that both d1′ and d2′ cannot 288

be simultaneously true. We experiment with two 289

configurations for inserting these documents into 290

our set D to get D′. In the contiguous setting, we 291

keep the three documents near each other when 292

inserting into D. In the separate setting, we spread 293

the documents randomly across D. 294

Algorithm 1 shows the overall method for gen- 295

erating each conflict type. The prompts for each 296

function in the algorithm are provided in the Ap- 297

pendix A.1. 298

Algorithm 1 Generate Synthetic Contradictions

Require: Set D, parameters α, λ
Ensure: Set D′ with contradictions

1: Function GenSelfContrad(di, α, λ):
2: si ← ChooseStmt(di, α)
3: s′i ← Contradict(si)
4: c′i ← GenContext(s′i, λ)
5: d′i ← di ∪ {c′i}
6: D′ ← D − {di}+ {d′i}
7: Function GenPairContrad(di, α, λ, cfg):
8: si ← ChooseStmt(di, α)
9: s′j ← Contradict(si)

10: c′j ← GenContext(s′j , λ)
11: D′ ← Insert(c′j , D, cfg)
12: Function GenCondContrad(di, cfg):
13: s← GetFirst(di)
14: d′1, d

′
2, d

′
3 ← GenCond(s)

15: D′ ← Insert(d′1,2,3, D, cfg)
16: return D′

4 Data Analysis 299

We construct our synthetic dataset using docu- 300

ments from HotpotQA (Yang et al., 2018), a dataset 301

known for its multi-hop reasoning requirements 302

and diverse document content. Using Claude-3 303

Sonnet as our generation model, we created a 304

dataset of 1,867 samples with varying types of 305

contradictions. As shown in Appendix A.3 Ta- 306

ble 2, we maintain a balanced distribution across 307

different contradiction types, with 37.49% contain- 308

ing no contradictions, serving as negative sam- 309

ples. Among the contradictory samples, self- 310

contradictions comprise 26.30%, followed by pair 311

contradictions (19.07%) and conditional contradic- 312

tions (17.14%). 313
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Conflict Type Example
Self-
contradiction

Document: "Low pressure receptors are baroreceptors located in the venae
cavae and the pulmonary arteries, and in the atria. High pressure receptors,
rather than low pressure receptors, are baroreceptors located in the venae
cavae and the pulmonary arteries, and in the atria.These baroreceptors monitor
changes in blood pressure and relay this information to the cardiovascular
control centers in the medulla oblongata of the brain...."

Pair contradic-
tion

Document 1: "Apple Remote Desktop (ARD) is a Macintosh application
produced by Apple Inc., first released on March 14, 2002, that replaced a
similar product called "Apple Network Assistant"..."
Document 2: "Apple Remote Desktop (ARD) is not a Macintosh application
produced by Apple Inc., nor did it replace a similar product called "Apple
Network Assistant".Apple Remote Desktop (ARD) is a software application
developed by Apple Inc. that allows users to remotely control and manage other
computers over a network..."

Conditional con-
tradiction

Document 1: "David C is a passionate artist who creates captivating abstract
paintings using a unique blend of techniques. His works have been featured in
several prestigious art galleries and exhibitions."
Document 2: "David C is a passionate artist who creates captivating abstract
paintings using a unique blend of techniques. His works have been featured in
several prestigious art galleries and exhibitions."
Document 3: "David C dedicates his entire professional life to his work,
devoting all his time and energy to a single pursuit, leaving no room for other
significant commitments or interests."

Table 1: Examples of Different Types of Textual Conflicts

To validate the quality of our synthetic dataset,314

we conducted a human evaluation study on 140315

randomly sampled examples (50 each for self-316

contradictions and pair-contradictions, and 40 for317

conditional contradictions). Two expert annota-318

tors independently evaluated these documents for319

the presence of contradictions. To focus only on320

the quality of generated contradictions, only doc-321

uments containing conflicts were presented to the322

annotators. We observed an overall inter-annotator323

agreement rate of 74%. For conditional contradic-324

tions, annotators identified conflicts in only 17 of325

40 examples, while for pair and self-contradictions,326

they marked 84 samples as contraditcions. Ana-327

lyzing the remaining 16 samples, we found them328

to be contradictory as well (samples provided in329

Appendix). These results highlight two significant330

insights: our generation approach successfully cre-331

ates subtle and nuanced contradictions that can332

escape initial detection, and contradiction detec-333

tion poses significant challenges even for human334

experts. These findings align with previous studies335

on human performance in contradiction detection336

tasks (Graesser and McMahen, 1993; Otero and337

Kintsch, 1992) and highlight the challenging na- 338

ture of our dataset. 339

Table 2: Distribution of contradiction types

Type Count Pct (%)

None 700 37.49
Self 491 26.30
Pair 356 19.07
Cond. 320 17.14

Total 1,867 100.00

5 Evaluation Setup 340

We design three evaluation tasks: conflict detec- 341

tion, conflit type prediction and conflicting context 342

segmentation. 343

5.1 Conflict Detection: 344

We ask the model to identify if there are any con- 345

tradictions in the provided set of documents. We 346

formalize this as a binary classification task: the 347

model is tasked to answer "yes" or "no". For evalu- 348
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ation, we use the classification metrics: accuracy,349

precision, recall and F1 score.350

5.2 Type of Conflict351

In this task, we give a set of documents with a352

contradiction and ask the model to predict what353

type of conflict exists in the documents: self-354

contradictions, pair contradictions or conditional355

contradictions. The objective of the task is to ana-356

lyze how well models can understand the nuances357

of contradictions.358

5.3 Conflicting Context Segmentation359

The objective of this task is to identify which docu-360

ment(s) contain conflicting information within a361

given set. We design two variants of this task,362

"Guided Segmentation" , requires the model to363

identify the conflicting documents when provided364

with the type of conflict present in the set. This task365

evaluates the model’s ability to leverage known con-366

flict types in pinpointing contradictions. The sec-367

ond, more challenging variant, called "Blind Seg-368

mentation", tasks the model with correctly identify-369

ing contradictory documents without prior knowl-370

edge of the conflict type. To evaluate performance371

on these tasks, we frame them as multi-label classi-372

fication problems. We employ two metrics: Jaccard373

similarity and F1 score to evaluate the performance374

of LLMs.375

5.4 Model Selection and Prompting Strategies376

We experiment with both different model archi-377

tectures and prompting approaches. We employ378

four state-of-the-art LLMs that represent a range379

of model sizes. Among the larger models, we use380

Claude-3 Sonnet (Anthropic, 2023) and Llama-3.3381

70B (Touvron et al., 2023). For smaller-scale mod-382

els, we evaluate Claude-3 Haiku (Anthropic, 2023),383

a more efficient variant of Claude-3, and Llama-3.1384

8B, a lightweight version of Llama. This allows385

us to understand both the impact of model scale386

(70B vs 8B parameters) and architectural differ-387

ences (Claude vs Llama) on contradiction detection388

performance.389

For each model, we investigate two prompting390

strategies. Basic prompting provides direct instruc-391

tions that explicitly state the task requirements392

without additional guidance or structure. Chain-393

of-Thought (CoT) prompting encourages step-by-394

step reasoning by breaking down the contradiction395

detection process into logical steps, following the396

methodology proposed by (Wei et al., 2022).397

6 Results 398

In the task of conflict detection, Claude-3 Son- 399

net with CoT prompting outperforms other models. 400

The impact of prompting strategy is mixed for dif- 401

ferent model families: while CoT improves Claude 402

models’ performance (31% increase for Sonnet, 403

46% for Haiku), it degrades Llama models’ per- 404

formance (26% decrease for Llama-70B). Regard- 405

ing model size, larger variants (Claude-3 sonnet, 406

Llama-70b) outperform their smaller counterparts 407

under the same prompting strategy. 408

We observe that all models demonstrate high 409

precision but lower recall, suggesting that models 410

are highly conservative in their contradiction pre- 411

dictions. This indicates that while models are 412

very reliable when they do flag a contradiction, 413

they miss many actual contradictions. 414

In type detection, Claude-3 Sonnet with basic 415

prompting achieves the highest performance. Con- 416

trary to expectations, CoT prompting decreases per- 417

formance across most models, with performance 418

drops ranging from 8% for Claude models up to 419

25% for Llama 70B. The size of the model has 420

mixed effects - while Claude-3 Sonnet outper- 421

forms Haiku, the smaller Llama-8B outperforms 422

the larger 70B variant by about 6%, suggesting that 423

type detection may rely more on the model’s 424

fundamental understanding of contradictions 425

rather than raw computational power or rea- 426

soning prompts. 427

The segmentation results reveal interesting 428

patterns across both guided and blind scenarios. 429

Llama-70B with basic prompting achieves the best 430

performance in guided segmentation. However, 431

in blind segmentation, Claude-3 Sonnet with CoT 432

shows superior performance. There is a varied im- 433

pact of CoT promprting strategy with 1-2% degra- 434

dation in performance for Llama models but no 435

clear improvement / degradation for Claude mod- 436

els across the 2 segmentation tasks. This suggests 437

that, the effectiveness of prompting strategies in 438

complex tasks such as segmentation is highly 439

model-dependent, and that larger models gener- 440

ally have an advantage. The consistently higher 441

scores in guided versus blind segmentation across 442

most models indicates the value of providing type 443

information for accurate contradiction localization. 444

7 Ablation Studies 445

RQ1: How does the type of contradiction (self, 446

pair, or conditional) affect the model’s detec- 447
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Table 3: Performance of Various Models and Prompt Strategies

Model +
Prompt Strategy

Conflict Detection Type Detection Segmentation

Guided Blind

Accuracy Precision Recall F1 Accuracy Macro F1 Jaccard F1 Jaccard F1

Claude-3 Sonnet + Basic 0.539 0.901 0.296 0.446 0.401 0.216 0.582 0.601 0.562 0.538
Claude-3 Sonnet + CoT 0.710 0.951 0.566 0.710 0.368 0.119 0.551 0.586 0.624 0.602
Claude-3 Haiku + Basic 0.395 0.913 0.036 0.069 0.278 0.174 0.521 0.545 0.577 0.596
Claude-3 Haiku + CoT 0.578 0.948 0.344 0.505 0.282 0.135 0.573 0.598 0.500 0.606
Llama3.3-70B + Basic 0.679 0.916 0.535 0.676 0.308 0.065 0.727 0.734 0.547 0.587
Llama3.3-70B + CoT 0.497 0.987 0.198 0.331 0.245 0.095 0.712 0.726 0.541 0.577
Llama3.1-8B + Basic 0.380 0.812 0.01 0.02 0.328 0.163 0.395 0.436 0.353 0.385
Llama3.1-8B + CoT 0.482 0.699 0.301 0.421 0.399 0.056 0.397 0.430 0.336 0.373

(a) Performance across different types of contradictions (b) Impact of statement importance on detection

Figure 2: Analysis of contradiction detection performance: (a) comparison across different contradiction types (self,
pair, and conditional) and (b) effect of statement importance (most vs. least) on detection accuracy across different
models and prompting strategies.

tion accuracy? There are notable differences in448

model performance across different types of con-449

tradictions (see Figure 2a). Pair contradictions are450

consistently easier to detect across all models and451

prompting strategies, with accuracy rates substan-452

tially higher than other contradiction types. For in-453

stance, Llama-70B with basic prompting achieves454

its highest accuracy of 0.893 on pair contradictions,455

while Claude-3 Sonnet with CoT reaches 0.831 for456

the same type. Conditional contradictions and self-457

contradictions prove to be more challenging to de-458

tect, with generally lower accuracy rates across all459

models. Self-contradictions show particularly low460

detection rates, with accuracies ranging from 0.006461

to 0.456, suggesting that identifying contradictions462

within a single document is difficult for LLMs. The463

relative difficulty of contradiction types follows a464

consistent pattern across models: pair contradic-465

tions are the easiest to detect, followed by condi-466

tional contradictions, while self-contradictions are467

generally the most challenging. This hierarchy468

suggests that LLMs are better equipped to com-469

pare and contrast information across distinct470

documents than to analyze internal consistency471

within a single document or understand complex 472

conditional relationships. 473

RQ2: To what extent does the importance 474

of conflicting statements influence the model’s 475

ability to detect contradictions? The analysis of 476

statement importance (Refer to Sec. 3 for defini- 477

tion) reveals a consistent pattern (Figure 2b) across 478

most models, with important statements generally 479

leading to better contradiction detection. All mod- 480

els except Llama-8B Basic show improved perfor- 481

mance when dealing with more important state- 482

ments. Larger models appear to be more sensi- 483

tive to statement importance, as evidenced by the 484

substantial differences observed in Claude-3 and 485

Llama-70B models compared to Llama-8B. Chain- 486

of-thought (CoT) prompting appears to amplify the 487

importance effect in Claude models, with both Son- 488

net and Haiku variants showing larger performance 489

gaps compared to their basic prompting counter- 490

parts . The consistent impact of statement impor- 491

tance across most models suggests that LLMs are 492

inherently better at identifying contradictions 493

in semantically significant statements. However, 494

the magnitude of this effect varies considerably, 495
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(a) Impact of document proximity (b) Impact of conflicting evidence length

Figure 3: Analysis of positioning and evidence length effects: (a) performance comparison between near and far
document positioning, and (b) impact of conflicting evidence length on detection accuracy across different models
and prompting strategies.

from negligible in simpler models to substantial in496

more advanced architectures.497

RQ3: How do the relative positions of conflict-498

ing documents within the input set impact the499

model’s performance in identifying contradic-500

tions? Most models show comparable or slightly501

better performance when contradicting documents502

are positioned far apart rather than near each other503

(Figure 3a). This is particularly evident in Claude-504

3 Sonnet with basic prompting, which shows a505

substantial 18.8 percentage point improvement in506

accuracy when documents are positioned far apart.507

Larger models (Claude-3 Sonnet and Llama-70B)508

generally maintain more consistent performance509

across different document positions. CoT prompt-510

ing seems to stabilize performance across positions,511

as evidenced by the smaller positional impact com-512

pared to basic prompting. For instance, Claude-3513

Sonnet’s position sensitivity decreases dramatically514

from 18.8 points with basic prompting to just 0.7515

points with CoT. The results suggest that sophis-516

ticated models, particularly when enhanced with517

CoT prompting, can effectively identify contra-518

dictions regardless of document proximity.519

RQ4: What is the relationship between520

the amount of conflicting information and the521

model’s detection accuracy? Most models show522

a slight decline in performance as the length of con-523

flicting evidence increases, suggesting that longer524

conflicting segments may make contradiction de-525

tection more challenging. This trend is most pro-526

nounced in larger models, with Llama-70B Basic527

showing a decrease from 61.8% accuracy for short528

evidence (1-50 words) to 53.4% for longer evi-529

dence (151-200 words).530

8 Conclusion and Future Work 531

In this work, we introduced a framework for gen- 532

erating and evaluating different types of contradic- 533

tions. Our experiments with various LLMs and 534

prompting strategies revealed both the capabilities 535

and limitations of current models in serving as 536

context validators. In the future, we would like 537

to experiment with more robust quality control 538

mechanims to ensure the quality of the synthetic 539

data. We would also like to experiemnt with more 540

types and sub-types of conflicts such as numer- 541

ical inconsistencies, temporal contradictions etc. 542

Finally, an important direction for future work is 543

developing methods to resolve detected contradic- 544

tions. This includes not only identifying conflicts 545

but also determining which information is more re- 546

liable. Strategies for conflict resolution could range 547

from simple heuristics based on document meta- 548

data to more sophisticated approaches that consider 549

source credibility, temporal relationships, and logi- 550

cal consistency. Understanding how to effectively 551

present and resolve contradictions to end users is 552

also crucial for building trustworthy RAG systems. 553

9 Limitations 554

In this work we focus on three types of contradic- 555

tions in retrieved documents. It might be possible 556

that there are more sub-categories or categories of 557

conflicts that occur in real world RAG systems like 558

numerical, logical, temporal or causal conflicts etc. 559

Additionally, our proposed framework does not 560

have a quality control mechanism and is dependent 561

on human annotation, limiting its scalability. We 562

have limited our experiments to use LLMs such as 563

Claude 3 and Llama. Models such as GPT-4 might 564

8



follow a different pattern compared to our findings.565
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Appendix663

A.1 Prompts for Data Generation664

ChooseStatement Prompt

Choose the importance important sentence
from the given document. Only output
the sentences within <sentence></sentence>
tags. Here is the document: document

665

where importance can be either “most” or666

“least”.667

ContradictStatement Prompt

Modify the given statement to suggest oth-
erwise instead of the original. Only out-
put the modified statement within <state-
ment></statement> tags. Here is the state-
ment: statement

668

ContextGenerate Prompt

Generate a paragraph of length words con-
tinuing the given sentence. Only output the
paragraph within <paragraph></paragraph>
tags. Here is the sentence: sentence

669

where length specifies the desired word count670

for the generated context.671

GenerateConditionalContradiction Prompt

Generate a set of three short documents
about a the given topic. Follow these rules:
Document 1 and Document 2 should pro-
vide different, non-contradictory informa-
tion about the same topic. Document 1 and
2 should not contradict each other. Informa-
tion in Document 3 should not contradict
information in Document 1. Information
in Document 3 should not contradict infor-
mation in Document 2. The information in
Document 3 should create a conditional con-
tradiction between Document 1 and Docu-
ment 2, making them mutually exclusive
given the context provided in Document 3.
This means that while Documents 1 and 2
can both be true in isolation, they cannot
both be true when the information in Docu-
ment 3 is considered. Make sure document
3 sounds realistic. Format the output as
follows: <document1> [Content of Docu-
ment 1] </document1> <document2> [Con-
tent of Document 2] </document2> <docu-
ment3> [Content of Document 3] </docu-
ment3> Ensure that each document is con-
cise, clear, and focused on a single aspect
of the topic. The conditional contradiction
should emerge naturally from the combi-
nation of all three documents, making it
impossible for both Document 1 and Doc-
ument 2 to be true simultaneously when
Document 3 is taken into account. Here is
an example: <document1>: The Smith fam-
ily always vacations in tropical locations
during winter. </document1> <document2>
The Smiths enjoy skiing and snowboarding
every winter. </document2> <document3>
The Smith family has a strict policy of tak-
ing only one vacation per year, which they
always schedule during the winter months.
</document3> Here is the topic: firstsen-
tence

672

where firstsentence is the first sentence of 673

the sampled document. 674

A.3 Prompts for Context Validator 675

This section lists all the prompts used for the three 676

tasks. The prompts shown here are for the CoT 677

prompting strategy. For basic strategy, we remove 678

instruction "Think Step by Step". 679
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Conflict Detection Prompt

You are given a set of documents. Do the
documents contain conflicting information?
Answer yes or no. Think step by step before
answering.

680

Conflict Type Prediction Prompt

Given a set of documents with a contradic-
tion, your task is to predict the type of con-
tradiction present, if any. The possible types
are:
1. Self-Contradiction: Conflicting informa-
tion within a single document. 2. Pair Con-
tradiction: Conflicting information between
two documents. 3. Conditional Contradic-
tion: Three documents where the third doc-
ument makes the first two contradict each
other.
Instructions: 1. Carefully read all the pro-
vided documents. 2. Analyze the content
for any contradictions within or between
documents. 3. Determine the type of con-
tradiction based on the definitions provided.
4. Return the type of contradiction within
<type> </type> tags. 5. Think step by step
before answering.

681

Guided Segmentation

Given a set of documents and a known con-
flict type, your task is to identify which doc-
ument(s) id contain the conflicting informa-
tion.
Conflict Type: conflict type Instructions: 1.
Carefully read all the provided documents.
2. Keep in mind the given conflict type.
3. Analyze the content to identify which
document(s) contribute to the specified type
of contradiction. 4. List the numbers of
the documents that contain the conflicting
information. 5. Think step by step before
answering.
Your response should be in the follow-
ing format: <documents>[List the num-
bers of the documents, separated by com-
mas]</documents>
Definitions of Conflict Types: - Self-
Contradiction: Conflicting information
within a single document. - Pair Contradic-
tion: Conflicting information between two
documents. - Conditional Contradiction:
Three documents where the third document
makes the first two contradict each other,
although they don’t contradict directly.
Here are the documents: documents

682

Blind Segmentation

Given a set of documents, your task is to
identify which document(s) id contain the
conflicting information. Instructions: 1.
Carefully read all the provided documents.
2. Analyze the content to identify which
document(s) contribute to the specified type
of contradiction. 3. List the numbers of
the documents that contain the conflicting
information. 4. Think step by step before
answering.
Your response should be in the follow-
ing format: <documents>[List the num-
bers of the documents, separated by com-
mas]</documents> Here are the documents:
documents

683

A.4 Annotator Instructions 684

Self Contradictions: Analyze the given document 685

for contradictions. Answer yes/no, if the document 686

has information that is contradicting with itself. 687
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Table 4: Sensitivity Analysis: Conflict Detection performance across 2 runs

Pair Contradiction Self Contradiction
Model

Claude-3 Haiku + Basic 0.057± 0.0045 0.023± 0.001
Claude-3 Haiku + CoT 0.640± 0.016 0.204± 0.001
Claude-3 Sonnet + Basic 0.567± 0.002 0.210± 0.00
Claude-3 Sonnet + CoT 0.831± 0.00 0.454± 0.002
Llama-70B + Basic 0.890± 0.002 0.333± 0.001
Llama-70B + CoT 0.488± 0.008 0.025± 0.003
Llama-8B + Basic 0.020± 0.00 0.007± 0.001
Llama-8B + CoT 0.393± 0.00 0.225± 0.001

Pair Contradictions: Analyze the given pair of688

documents. Answer yes/no, if the information in689

two documents are contradicting each other.690

Conditional Contradictions: Analyze the given691

set of 3 documents. The set of documents are con-692

ditionally conflicting if the following rules are sat-693

isfied:694

• Document 1 and 2 do not contradict each other695

• Document 3 makes document 1 and 2 contra-696

dict/ not true together697
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Conflict Type Example
Self-
contradiction

Document: "Calvin Tyler Scott is a Canadian basketball player for the UPEI
Panthers. Tyler Scott was born and raised in Halifax, Nova Scotia. Tyler Scott
attended Halifax West High School and was the top scorer for the Halifax
West Warriors. After graduating from Halifax West, Tyler Scott attended Lee
Academy, a prep school in Maine. After Lee Academy, Tyler Scott went to
Acadia University in New Minas, where he averaged 11.7 points per game, after
realizing Acadia wasn’t where he felt 100% comfortable he committed to UPEI
with Tim Kendrick. At UPEI Tyler Scott went on to average 23 points per game
in his first year and became a first team all Canadian and during his second
and third year at UPEI, Tyler Scott was named second team all star and was
2nd in scoring in the AUS and 1st in scoring in his 5th year. On February 26,
2017, Tyler Scott made it into top 5 AUS scoring of all time. On February 26,
2017, Tyler Scott did not make it into the top 5 AUS scoring of all time.Despite
not achieving the coveted top 5 AUS scoring record, Tyler Scott’s performance
on that fateful day in February 2017 was nothing short of remarkable. With
unwavering determination and a relentless drive to excel, he pushed himself
to the limits, leaving everything on the court. While the elusive record may
have eluded him, his efforts served as an inspiration to his teammates and fans
alike. Tyler’s journey was a testament to the power of perseverance, reminding
everyone that true greatness lies not in the accolades achieved but in the pursuit
of excellence itself. His legacy transcended mere statistics, etching his name in
the annals of AUS history as a true champion of the game. During his 5th year
Tyler Scott also passed 1700 career points."

Pair contradic-
tion

Document 1: "Reynolds v. United States, 98 U.S. (8 Otto.) 145 (1878), was a
Supreme Court of the United States case that held that religious duty was not
a defense to a criminal indictment. "Reynolds" was the first Supreme Court
opinion to address the Impartial Jury and the Confrontation Clauses of the Sixth
Amendment."
Document 2: "Reynolds v. United States, 98 U.S. (8 Otto.) 145 (1878), was a
Supreme Court of the United States case that upheld religious duty as a valid
defense to a criminal indictment.The Court ruled that a member of a religious
group that prohibited work on Sundays could not be prosecuted for violating a
federal law prohibiting labor on Sundays. This decision established the principle
that the government cannot compel individuals to violate their religious beliefs,
setting an important precedent for the protection of religious freedom in the
United States."

Table 5: Examples where annotators marked documents as not conflicting, but they are conflicting.
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