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Abstract

This paper investigates the computational complexity of reinforcement learning
within a novel linear function approximation regime, termed partial qπ-realizability.
In this framework, the objective is to learn an ϵ-optimal policy with respect to a
predefined policy set Π, under the assumption that all value functions correspond-
ing to policies in Π are linearly realizable. This framework adopts assumptions
that are weaker than those in the qπ-realizability setting yet stronger than those
in the q∗-realizability setup. As a result, it provides a more practical model for
reinforcement learning scenarios where function approximation naturally arise. We
prove that learning an ϵ-optimal policy in this newly defined setting is computa-
tionally hard. More specifically, we establish NP-hardness under a parameterized
greedy policy set (i.e., argmax) and, further, show that—unless NP = RP—an
exponential lower bound (exponential in feature vector dimension) holds when the
policy set contains softmax policies, under the Randomized Exponential Time Hy-
pothesis. Our hardness results mirror those obtained in the q∗-realizability settings,
and suggest that computational difficulty persists even when the policy class Π is
expanded beyond the optimal policy, reinforcing the unbreakable nature of the com-
putational hardness result regarding partial qπ-realizability under two important
policy sets. To establish our negative result, our primary technical contribution is a
reduction from two complexity problems, δ-MAX-3SAT and δ-MAX-3SAT(b),
to instances of our problem settings: GLINEAR-κ-RL (under the greedy policy
set) and SLINEAR-κ-RL (under the softmax policy set), respectively. Our findings
indicate that positive computational results are generally unattainable in the context
of partial qπ-realizability, in sharp contrast to the qπ-realizability setting under a
generative access model.

1 Introduction

In reinforcement learning (RL), the term “efficiency" often refers to statistical efficiency, which relates
to the number of samples required for an algorithm to converge to a near-optimal solution. Another
critical, though less frequently addressed perspective is computational complexity, which focuses on
the computational demands of the algorithm. To address these challenges, function approximation
techniques—either linear or nonlinear—are commonly employed. These approximation methods
enable the estimation of the value function so that resulting complexity bounds become independent
of the size of the state space [TVR97, SB18, Ber09]. Instead, complexity depends on approximation
parameters, thereby offering a scalable and efficient framework for RL in large state spaces.

Prominent RL applications employing nonlinear value approximators include AlphaGo [SHM+16],
AlphaZero [SHS+17], MuZero [SAH+20], and AlphaStar [MOS+23]. Despite their practical success,
nonlinear approximators are challenging to analyze theoretically. In contrast, linear value approxima-
tors allow for more tractable theoretical analysis. Two primary settings for linear function approxima-
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tion are commonly studied. The first, known as the q∗-realizability setting [WAS21, WR16], involves
approximating only the optimal value function as a linear function. This setting makes no assumptions
regarding the linearity of value functions under non-optimal policies, rendering it the least restrictive
assumption. The second setting, known as the qπ-realizability setting [DKWY20], assumes that value
functions for all policies are linearly realizable—a significantly stronger condition. Under the q∗-
and v∗-realizability assumptions, recent works have established quasi-polynomial [KLLM22] and
exponential lower bounds [KLL+23] on computational complexity. Under the stronger assumption
of qπ-realizability, it is known that computationally efficient methods can be achieved with access to
a generative model [YHAY+22].

Motivating Questions. The aforementioned studies motivate the following intriguing question:

Q1: Can we still achieve positive results (in terms of computational efficiency)
in the qπ-realizability setting with a restricted policy class Π?

Alternatively, the above question can be posed in the reverse direction:

Q2: Can we break the hardness result (in terms of computational efficiency) for the q∗-realizability
setting when considering a policy class Π with {π∗} ⊊ Π?

To illustrate why answering the questions above is interesting, let us consider the spectrum of linear
function approximation in RL, characterized by two endpoints. At one end of this spectrum, we have
q∗-realizability, representing a relatively weak assumption. At the opposite end is qπ-realizability, a
significantly stronger realizability condition. Addressing the two questions posed above thus provides
a means of bridging the gap between these two extreme cases. Towards this end, we propose the
concept of partial qπ-realizability, formally introduced in Section 3. Under this partial realizability
concept, our problem setting assumes access to a specific class of policies Π within which the
action-value functions for all state-action pairs are linearly realizable.

From a practical perspective, we can also view this partial qπ-realizability setting through the lens of
agnostic RL with linear function approximation [JLR+23]. In agnostic RL, we are given a policy
set Π, and the goal is to learn a policy π that competes with the best policy in the given policy class
Π ⊂ AS , where A and S denote the action and state spaces, respectively. Analogously, the partial
qπ-realizability setting incorporates the key concept of inaccessibility to the optimal value function
representation, highlighting the relationship between the agnostic RL framework and our problem
setting when linear function approximation is employed.

Main Contributions. In this paper, we introduce partial qπ-realizability that bridges the gap between
midler (q∗-realizability) and stronger (qπ-realizability) assumptions by defining the subclass of
realizable policy sets for linear value function approximation. Based on the concept of partial qπ-
realizability, we obtain two main results. First, we define an instance of partial qπ-realizability in
which the policy set Π consists of deterministic greedy policies. We show that learning a near-optimal
policy in this setting is NP-hard. This result provides a partial negative answer to the aforementioned
question Q1—it is not possible to ensure computational efficiency when access is limited to only a
subclass of linearly realizable policies. Second, we move beyond the deterministic greedy policy set
and study partial qπ-realizability under a more general policy set based on stochastic softmax policies.
Under the randomized exponential time hypothesis (rETH), we prove that this problem setting
exhibits exponential computational hardness, mirroring the result for the q∗-realizable setting. This
result again provides a partial negative answer to the aforementioned question Q2—the computational
hardness remains unbreakable even when considering a policy set richer than the optimal policy
{π∗}.

As a broader implication, our hardness results for the partial qπ-realizability setting also show the
existence of computational challenges inherent in Agnostic RL [JLR+23] within the linear function
approximation context.

2 Preliminaries

Markov Decision Process. In reinforcement learning [SB18, BT96, Put94], an agent aims to
maximize its expected total reward over time by making optimal decisions through interaction with
its given environment. In our problem setting, the environment is modeled as a Markov Decision
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Process (MDP) M := ⟨S,A,P, R,H⟩, where S is a discrete set of state, A is a discrete set of actions,
P : S ×A → ∆(S) is the stochastic transition probability function which maps each (s, a) ∈ S ×A
to probability distribution over states, and R : S ×A → ∆([0, 1]) is the stochastic reward function,
where ∆(X) is the set of probability distributions supported on set X . When we take action a in state
s, we get sampled next state s′ ∼ P(s, a), and R ∼ R(s, a) is a stochastic reward received for taking
action a in state s. In the episodic setting, the agent interacts with the environment starting from an
initial state s1, where the subscript denotes the time step or stage. During an episode, at each step h,
taking an action ah in state sh results in a deterministic transition to the next state sh+1 and yields
a reward Rh. The episode continues until the agent reaches a terminal state set ST ⊂ S or meets
another predefined stopping condition. We denote by Sh the set of states reachable from the initial
state s1 after exactly h steps. Without loss of generality, we assume the state space S is partitioned
into H disjoint subsets, such that S = S1 ∪S2 ∪ · · · ∪SH and Si ∩Sj = ∅ for any distinct i, j ∈ [H].
Additionally, we consider deterministic stationary policies π : S → A, mapping each state to a single
action, as well as stochastic policies π : S → ∆(A), which map each state s ∈ S to a probability
distribution over actions. The state-value function vπ(s) and the action-value function qπ(s, a) are
defined for any s ∈ S and (s, a) ∈ S ×A under any policy π as follows:

vπ(s) := Eπ,s

[
H∑

h=1

Rt | s1 = s

]
, qπ(s, a) := Eπ,s,a

[
H∑

h=1

Rt | s1 = s, a1 = a

]
.

The optimal policy π∗ yields the optimal state-value function v∗(s) and action-value function q∗(s, a),
formally defined as follows:

v∗(s) = sup
π

vπ(s) = sup
a∈A

qπ
∗
(s, a), q∗(s, a) = sup

π
qπ(s, a) = R(s, a) + sup

π
vπ(s′),

where s′ is the next state after taking action a in state s. Furthermore, the interaction protocol between
the agent and the environment is based on the generative model. The generative model—often
referred to as the random access model [Kak03, SWW+19, YW19]—represents the strongest form
of agent-environment interaction. Under this model, the learner can query a simulator with any
(s, a) ∈ (S×A) to obtain a sample (s′, R), where s′ ∼ P(s, a) and R ∼ R(s, a). This allows access
to any state-action pair, regardless of whether the state has been previously visited. Throughout this
paper, we assume the agent has access to a generative model.

Linear Function Approximations. In the function approximation setting, given a policy π, the
action-value function qπ(sh, a) for any (sh, a) ∈ Sh ×A can be represented using a feature mapping
ϕ : S ×A → Rd, which assigns a d-dimensional feature vector to each state-action pair. We assume
a linear function approximation, meaning there exists a weight vector θh ∈ Rd such that

qπ(sh, a) = ⟨ϕ(sh, a), θh⟩. (1)

This formulation expresses the action-value function as the inner product between the feature represen-
tation and the weight vector. Furthermore, we provide additional details on the different realizability
settings in Appendix A.

3-SAT and Randomized Exponential Time Hypothesis. In the remainder of this section, we
provide the relevant background on computational complexity. Let φ be a Boolean formula, where
the terms xi and x̄i are referred to as literals. A formula φ is said to be in Conjunctive Normal Form
(CNF) if it can be expressed as

φ = C1 ∧ C2 ∧ · · · ∧ Cn,

where Ci’s are called clauses and consist of disjunctions (ORs) of literals. In general, a k-SAT
formula refers to a CNF-SAT problem in which each clause contains exactly k literals. For 3-SAT,
an NP-complete problem [Coo71, Lev73], the Randomized Exponential Time Hypothesis (rETH) is
defined as follows:
Definition 2.1 (Randomized Exponential Time Hypothesis (rETH) [DHM+14]). There exists a
constant c > 0 such that no randomized algorithm can solve the 3-SAT problem with v variables in
2cv time, with an error probability of at most 1

3 .

Definition 2.1 emphasizes on the fact that randomized algorithms cannot solve NP-complete problems
in sub-exponential time. As we will see, we use the rETH to establish an exponential lower bound for
partial qπ-realizability setting under the softmax policy class Πsm.
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3 Problem Statement and Main Results

We begin this section by introducing the concept of partial qπ-realizability, followed by formal
descriptions of our problem settings under the greedy policy set Πg and the softmax policy set Πsm.
We then present our two main hardness results, stated in Theorem 3.1 (under Πg) and Theorem 3.2
(under Πsm).

3.1 Problem Statement and Definitions

Let us first define the concept of partial qπ-realizability in Definition 3.1 below.
Definition 3.1 (Partial qπ-realizability under Π). Given a policy set Π ⊂ AS and a feature vector
ϕ : S ×A → Rd, an MDP is said to be partially qπ-realizable under Π if, for all π ∈ Π , there exists
θh ∈ Rd such that:

qπh(sh, ah) = ⟨ϕ(sh, ah), θh⟩ ∀(sh, ah) ∈ Sh ×A.

Definition 3.1 ensures the exact linear realizability when using ϕ ∈ Rd under a subset of policies
Π ⊂ AS . Clearly, partial qπ-realizability is a weaker assumption than the qπ-realizability assumption,
since we only assume linear realizability under a given policy set instead of under all the possible
policies. On the other hand, partial qπ-realizability is stronger than q∗-realizability since the policy
set Π may include the optimal policy. Thus, by Definition 3.1, we can bridge the gap between these
two extreme cases of realizability assumptions. We refer to ϕ and θ as partial realizability feature and
weight vectors, respectively.
Definition 3.2 (Learner’s objective: ϵ-optimality relative to Π). Given an initial state s1 ∈ S, a
policy π ∈ AS is ϵ-optimal with respect to the best policy in Π if

max
π̂∈Π

vπ̂(s1)− vπ(s1) ≤ ϵ. (2)

In the case of a learner that employs randomized algorithms, we return the policy π that satisfies the
above condition with high probability. Note that the learned policy π is deterministic when the policy
class Π is deterministic, and stochastic when Π is stochastic.

Greedy Policy Set Πg. As our first attempt to have a well-defined Π, we define a special class of
policy set called greedy policy set, which is parameterized by a given feature vector ϕ′ ∈ Rd′

. The
details regarding this parameterization are given in the definition below.

Definition 3.3 (Greedy policy set Πg). Let ϕ′ : S ×A → Rd′
be a feature vector with dimension

d′ ∈ N. For any h ∈ [H] and θ′ ∈ Rd′
, let πg

θ′ : Sh → A be defined as follows:

πg
θ′(sh) := argmax

a∈A
⟨ϕ′(sh, a), θ

′⟩ ∀sh ∈ Sh. (3)

In the event of a tie in the argmax, the action with the lowest index is selected. The greedy policy set,
induced by any θ′ ∈ Rd′

, is defined as:

Πg := {πg
θ′ |θ′ ∈ Rd′

}. (4)

By Definition 3.3, the action πg
θ′(sh) is greedy with respect to ⟨ϕ′(sh, a), θ⟩ (i.e., argmax). Also

note that changing θ′ can result in different greedy actions at each state sh ∈ Sh. Thus, Definition
3.3 implies that for different values of θ′, we may obtain different greedy actions πg

θ′(sh) for each
sh ∈ Sh. We refer to ϕ′ and θ′ as the policy set parametrization (PSP) feature and weight vectors,
respectively. We are now ready to formally define our first complexity problem:

Complexity Problem GLINEAR-κ-RL
Input: An MDP M that is partially qπ-realizable under Πg with κ actions, having access

to feature vectors (ϕ ∈ Rd and ϕ′ ∈ Rd′
), horizon H = Θ(d

1
3 ), and state space

of size exp(Θ(d
1
3 )).

Goal: Find a policy π such that it satisfies the ϵ-optimality condition in Equation (2).
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In the complexity problem GLINEAR-κ-RL, “G" stands for greedy. As a special instance of
GLINEAR-κ-RL, we define the two-action version of the GLINEAR-κ-RL problem as GLINEAR-2-
RL.

Softmax Policy Set Πsm. Softmax policies are widely used in RL, particularly in methods such
as policy gradients [SMSM00, HZAL18, SWD+17, SLM+17] and actor-critic algorithms [KT99].
Their effectiveness in exploration and smooth parameterization makes softmax a natural choice in
these settings. Let us first review the definition of the well-known softmax policies.

Definition 3.4 (Softmax Policy Set Πsm). Let ϕ′ : S ×A → Rd′
be a feature vector with dimension

d′ ∈ N. For any h ∈ [H] and θ′ ∈ Rd′
, let πθ′ : Sh → ∆(A) be defined as follows:

πθ′(a|sh) =
eϕ

′(sh,a)
⊺θ′∑κ

i=1 e
ϕ′(sh,ai)⊺θ′ . ∀sh ∈ Sh. (5)

Here, κ represents the total number of actions available in state sh ∈ Sh. The policy πθ′(sh) defines
a probability distribution over the actions, which is updated as θ′ changes. Note that we use the
softmax without a temperature parameter. The softmax policy set, induced by any θ′ ∈ Rd′

, is defined
as:

Πsm := {πθ′ |θ′ ∈ Rd′
}. (6)

Following the format of the complexity problem GLINEAR-κ-RL, here we define our second com-
plexity problem, termed SLINEAR-κ-RL, which has the same objective as GLINEAR-κ-RL but
under the softmax policy set Π = Πsm. In the complexity problem SLINEAR-κ-RL, “S" stands
for softmax. As a special instance of SLINEAR-κ-RL, we define the two-action version of the
SLINEAR-κ-RL problem as SLINEAR-2-RL.

3.2 Main Results: Hardness of Solving GLINEAR-κ-RL and SLINEAR-κ-RL

We show that solving the complexity problems GLINEAR-κ-RL and SLINEAR-κ-RL in a computa-
tional efficient way is impossible. The formal result under Πg is given in Theorem 3.1 below.
Theorem 3.1 (NP-Hardness of GLINEAR-κ-RL). Solving the GLINEAR-κ-RL problem for
ϵ ≤ 0.05 is NP-hard. More specifically, there exists no polynomial-time algorithm (in terms of
the parameters (d, d′, H)) to compute an ϵ-optimal policy for the GLINEAR-κ-RL problem, unless
P = NP.

Theorem 3.1 demonstrates that achieving ϵ-optimality for small values of ϵ in GLINEAR-2-RL is
computationally intractable. Notably, Theorem 3.1 reveals that under a specified greedy policy
set (Definition 3.3), the results diverge from those achievable in the computationally efficient qπ-
realizability setting. On the other hand, Theorem 3.1 suggests that even with an expanded policy
set, existing computational hardness results for the q∗-realizability setting remain unbroken. The
main idea of the proof is to reduce an NP-hard problem to GLINEAR-κ-RL in polynomial time. We
provide a full proof of Theorem 3.1 in the next section.

As our second contribution to the hardness result, we leverage the randomized exponential time
hypothesis (Definition 2.1) to derive a computational lower bound for solving the SLINEAR-2-RL
problem. In the softmax policy set regime, algorithms that interact with the MDP inherently involve
internal randomness. Therefore, a standard NP-hardness result is insufficient, as it only rules out
polynomial-time deterministic algorithms and does not capture the limitations of randomized methods.
To address this gap, we strengthen our hardness result under the more stringent computational
assumption of rETH, which goes beyond the classical NP ̸= P conjecture. Our main theorem
regarding the hardness of the SLINEAR-2-RL problem is stated below.
Theorem 3.2 (Hardness under Πsm). Under rETH, there exist some small constant ϵ0 such
that for any ϵ ≤ ϵ0, no randomized algorithm can solve the SLINEAR-κ-RL problem in time

exp

(
o
(

d
1
3

polylog(d
1
3 )

))
with error probability 1

10 , where d denotes the dimension of the partial

realizability feature vector ϕ.

Theorem 3.2 establishes the computational hardness of achieving an ϵ-optimal policy under partial
realizability of the softmax policy class Πsm. It is worth noting that, although Πg ⊂ Πsm holds with

5



high probability, the hardness result for GLINEAR-κ-RL relies solely on the standard assumption that
NP ̸= P, whereas the stronger result for SLINEAR-κ-RL requires the more stringent randomized
Exponential Time Hypothesis (rETH). An additional insight from Theorems 3.1 and 3.2 is that both
GLINEAR-κ-RL and SLINEAR-κ-RL are NP-hard, revealing a subtle paradox: even when the policy
class is infinite and linearly realizable, learning under partial qπ-realizability remains computationally
intractable.

4 Proof Sketch of Theorem 3.1

In this section, we provide a high-level sketch of the proof of Theorem 3.1, outlining the core
techniques and ideas used to establish the hardness result. The proof consists of two main components,
which we describe at a conceptual level. Since the techniques developed for GLINEAR-2-RL readily
extend to the SLINEAR-2-RL setting with only minor modifications, we defer the full proof of the
hardness result under softmax policies to Appendix E.

4.1 An Overview of Our Proof

It is known that reduction procedures are essential for establishing computational lower bounds.
Specifically, to prove that a problem L1 is NP-hard, we reduce a known NP-hard problem L2 to L1.
In this context, we use the decision version of the MAX-3SAT problem, referred to as δ-MAX-3SAT.
The formal definition of MAX-3SAT is given as follows:

Definition 4.1 (MAX-3SAT). Given a 3-CNF Boolean formula φ with n variables, denoted by the
set X = {x1, . . . , xn}, and k clauses, denoted by the set C = {c1, c2, . . . , ck}, the MAX-3SAT
problem is to find an assignment that satisfies the maximum number of clauses in φ.

Let Xassign = {0, 1}n denote the set of all possible assignments to the variables in X = {x1, . . . , xn}.
Each element x ∈ Xassign represents an assignment where xi ∈ {0, 1} gives the truth value of xi for
i = 1, . . . , n. For any x ∈ Xassign, let Ctrue(x) and Cfalse(x) denote the set of clauses that are satisfied
and unsatisfied, respectively. Clearly, |Ctrue(x)|+ |Cfalse(x)| = |C| holds for all x ∈ Xassign. The goal
of MAX-3SAT is to find an assignment x ∈ X such that |Ctrue(x)| is maximized. We also define the
decision version of MAX-3SAT as follows:

Definition 4.2 (δ-MAX-3SAT). Given a MAX-3SAT problem φ with n variables, denoted by the
set X = {x1, . . . , xn}, δ-MAX-3SAT is defined as the following decision problem: output “Yes" if
we can find an assignment x ∈ Xassign such that |Ctrue(x)|

|C| ≥ 1− δ, i.e., at least 1− δ fraction of the
clauses are satisfied; output “No" otherwise.

The following lemma shows that for any δ < 1
8 , solving δ-MAX-3SAT is NP-hard.

Lemma 4.1 (NP-hardness of δ-MAX-3SAT [H0̊1]). It is NP-hard to approximate the MAX-3SAT
problem within a factor of 7

8 . Specifically, unless P = NP, no polynomial-time algorithm can guarantee
that more than 7

8 of the maximum number of satisfiable clauses are satisfied for any given MAX-3SAT
formula.

The key idea of our proof is to reduce the δ-MAX-3SAT problem to GLINEAR-2-RL. Through this
reduction process, we show that a solution to GLINEAR-2-RL can effectively solve δ-MAX-3SAT,
indicating that the GLINEAR-2-RL problem is at least as hard as δ-MAX-3SAT for some δ < 1

8 . In
the subsequent sections, our proof involves a two-action version of the GLINEAR-κ-RL problem,
GLINEAR-2-RL, and shows that the GLINEAR-2-RL is NP-hard. More specifically, we denote the
learner interacting with GLINEAR-2-RL as algorithm ARL. We aim to design an ASAT algorithm—
which interacts with δ-MAX-3SAT—derived from ARL, an algorithm that interacts with a properly
designed MDP Mφ derived from the δ-MAX-3SAT instance φ. Following this idea, we complete the
proof of Theorem 3.1 by showing the following two steps:

Step-1: Polynomial construction of Mφ. We show that it is possible to design an MDP instance Mφ

(with the given attributes GLINEAR-2-RL) from a given δ-MAX-3SAT instance φ in polynomial
time. This requires the polynomial-time construction of the partial realizability features and weight
vectors, along with the polynomial-time construction of parametric policies. These steps form the
first part of the proof, which is outlined in Section 4.2.
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Step-2: Algorithmic connection between ASAT and ARL. Recall that the learner interacting with
GLINEAR-2-RL using algorithm ARL, and the algorithm solving δ-MAX-3SAT is denoted as ASAT.
We show that if ARL succeeds on Mφ, then ASAT can be algorithmically derived from ARL to solve the
δ-MAX-3SAT instance φ with comparable efficacy. Specifically, we show that if the δ-MAX-3SAT
instance φ is (1− δ + 2ϵ)-satisfiable for some ϵ ≤ δ

2 , and algorithm ARL returns an ϵ-optimal policy
π in solving the MDP instance Mφ, then following the policy π for setting the value of variables in
our φ, we can satisfy at least 1− δ fraction of clauses in the δ-MAX-3SAT instance φ, leading to a
contradiction and completing the hardness proof.

In the next section, we present the details of Step-1, as the key to our reduction lies in the successful
polynomial-time construction of the MDP instance Mφ. The details of Step-2 are deferred to
Appendix D.

4.2 An In-depth Look at Step-1: Polynomial Construction of Mφ

As outlined in Section 4.1, we must polynomially transform a given δ-MAX-3SAT instance φ—with
the attributes specified in Section 4.1—into a MDP instance that encapsulates the structural properties
of the GLINEAR-2-RL problem. We assume the δ-MAX-3SAT instance has n variables and, without
loss of generality, that the variables first appear in clauses in the order (x1, x2, . . . , xn).

4.2.1 Design of the MDP Structure

We first formalize the structural design of the MDP instance derived from the δ-MAX-3SAT problem,
ensuring the attributes of the GLINEAR-2-RL problem are embedded within the MDP.

States, Actions, and Transitions. Each state is represented as a n-tuple of -1, 0, and 1, starting with
the initial state given by s1 = (−1,−1, . . . ,−1). For any state sh ∈ Sh, we can take two possible
actions ah = {0, 1}, namely, the action set of the MDP is A = {0, 1}. Once action ah is taken, the
MDP will transit to the new state sh+1, where sh+1 mirrors the current state sh for all the elements
except that the h-th element will be changed from -1 to ah. For example, if we take action a1 = 0 at
stage h = 1, the next state will be s1 = (0,−1, · · · ,−1). In general, for any h ∈ [H], the state sh
can be represented as sh = (x1, · · · , xh−1,−1, · · · ,−1), where {xi}∀i∈[h−1] denote the variables
of the MAX-3SAT problem that have been assigned based on the actions taken in the first h − 1
stages. Therefore, the transition dynamics in GLINEAR-2-RL are deterministic. Namely, starting
from any state sh = (x1, · · · , xh−1,−1, · · · ,−1) ∈ Sh, selecting an action ah ∈ A will lead to a
deterministic transition to the next state sh+1, defined as follows:

Pr[sh+1 = (x1, · · · , xh−1, 0,−1, . . . ,−1)|sh, ah = 0] = 1,

Pr[sh+1 = (x1, · · · , xh−1, 1,−1, . . . ,−1)|sh, ah = 1] = 1.

Note that, based on the structure of the action set A and the state space S , our MDP has a binary tree
structure with 2n+1 − 1 states.

Terminal States. As mentioned earlier, GLINEAR-κ-RL is an episodic problem, and we are in a
finite horizon setting. Let SH denote the set of terminal states located at the final stage H = n+ 1.
Once one of these states is reached, the episode concludes. Note that for any state sH ∈ SH , all the n
elements are assigned to be 0 or 1, depending on the actions a1, · · · , aH−1.

Rewards. The reward of the MDP is zero at all stages except at the final stage h = H . For any final
state sH ∈ SH , the reward is defined as the ratio of the satisfied clauses to the total number of clauses.
Namely, the reward R(sh) is defined as

R(sh) =

{
|Ctrue(sh)|

|C| if h = H,

0 otherwise,

where |C| denotes the cardinality of the set of all the clauses in the δ-MAX-3SAT problem φ, and
Ctrue(sH) denotes the set of satisfied clauses in φ when the variables x = (x1, · · · , xn) are assigned
in an element-wise manner to be the value of the final state sH , i.e., x = sH . To better illustrate our
MDP design, we provide an example in Figure 4.2.1, with additional details presented in Example 4.1
below.
Example 4.1. To better illustrate the constructed MDP, we give an example based on Fig. 4.2.1.
Suppose that we are given a MAX-3SAT problem φ as follows:

φ : (x1 ∨ x̄2 ∨ x3) ∧ (x̄1 ∨ x2 ∨ x̄3). (7)
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(-1,-1,-1)

(0,-1,-1)

(0,0,-1)

(0,0,0)

False

(0,0,1)

True

False

(0,1,-1)

(0,1,0)

False

(0,1,1)

True

True

False

(1,-1,-1)

(1,0,-1)

(1,0,0)

False

(1,0,1)

True

False

(1,1,-1)

(1,1,0)

False

(1,1,1)

True

True

True

h = 1

h = 2

h = 3

h = 4

Figure 4.2.1: Given a MAX-3SAT problem φ : (x1∨ x̄2∨x3)∧ (x̄1∨x2∨ x̄3) with n = 3 variables,
the constructed MDP consists of 15 states, each represented as a n-tuple of -1, 0, and 1. The initial
state is defined as (−1,−1,−1) (i.e., the root of the tree). Actions are either “True” or “False,” and
the total horizon is H = n+ 1 = 4. Starting from the initial state (−1,−1,−1) at step h = 1, if the
action “False” is taken (i.e., a1 = 0), the first element of the next state is set to 0, resulting in the state
(0,−1,−1) at step h = 2 (the red path). Alternatively, if the action “True” is taken (i.e., a1 = 1), the
first element of the next state is set to 1, leading to the state (1,−1,−1) at step h = 2 (the blue path).
In the figure, both the red and blue paths yield a total reward of 1

2 .

This MAX-3SAT formula is always satisfied except when (x1, x2, x3) = (0, 1, 0) or (1, 0, 1), in
these cases the ratio of clauses that can be satisfied is 1

2 . Here, state represent a tuple containing
variables of our MAX-3SAT problem, and the actions are either “True" (1) or “False" (0). In this
instance, we have 8 states as our terminal states (starting from (1, 1, 1) in h = 4). Starting from
the initial state (−1,−1,−1), we have two actions: “True" or “False", which can transit us to the
second state denoted as (1,−1,−1) or (0,−1,−1). For example, if action “True" is taken in state
(−1,−1,−1), we transit deterministically to state (1,−1,−1). The final stage here is h = 4. To
illustrate partial satisfiability in the MAX-3SAT problem instance φ, consider the red path starting
from state (−1,−1,−1) to state (0, 1, 0), and the blue path from state (−1,−1,−1) to state (1, 0, 1).
The total rewards of these two paths are 1

2 (only one of the clauses is satisfied), while the total reward
of all the other paths are 1 (all of the clauses are satisfied).

4.2.2 Design of PSP Feature and Weight Vectors ϕ′ and θ′

To guarantee that our MDP captures the attributes of the GLINEAR-2-RL problem, we must ensure
that PSP feature vector ϕ′ is properly designed, allowing for the construction of well-defined greedy
policy sets (Definition 3.3).

For any given state-action pair (sh, a) ∈ Sh ×A, let ϕ′ ∈ Rd′
, where d′ = n, be defined as follows:

ϕ′(sh, a) =



[
0, 0, · · · , 1︸︷︷︸

h-th element

, 0, · · · , 0

]
if a = True,

0, 0, · · · , −1︸︷︷︸
h-th element

, 0, · · · , 0

 if a = False,

(8)

where all the elements of ϕ′(sh, a) are 0 except the h-th one, which is set to 1 (when a =“True") or
−1 (when a =“False"). Recall that the action set A = {0, 1}, where 0 corresponds to action “False",
and 1 corresponds to action “True". For any sh, if πg

θ′(sh) = 1, then the action a = 1 is selected as
the result of the maximization:

argmax
a∈A

⟨ϕ(sh, a), θ′⟩ = 1. (9)

In this case, it suffices to set the h-th element of the vector θ′ as an arbitrary positive number. In
contrast, if a = −1 needs to be selected as the result of the above argmax, we can set the h-th element
of the vector θ′ as an arbitrary negative number. Without loss of generality, we assume that θ′ ∈ Rd′
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consists only of elements in {−1, 1}. Note that for each given θ′, the greedy actions selected in all
the states in Sh are the same, depending on whether the h-th entry of θ′ being 1 or -1.

4.2.3 Design of partial realizability Feature and Weight Vectors ϕ and θ

As demonstrated in the complexity problem GLINEAR-κ-RL and Definition 3.1, the given partial
realizability feature vector ϕ is utilized for the purpose of holding exact linear realizability under
a given greedy policy set Πg. In this section, we show how to design ϕ, θh ∈ Rd such that the
action-value function qπh(sh, ah) can be represented as a linear combination of ϕ and θh for any
(sh, ah) ∈ Sh × A under any greedy policy π ∈ Πg for all h ∈ [H]. Formally, we state the linear
realizability results as follows:
Proposition 4.1. Given a greedy policy set Πg, for any state sh ∈ Sh, ah ∈ A, and π ∈ Πg, there
exist ϕ(sh, a) ∈ Rd and θh ∈ Rd such that:

qπh(sh, ah) = ⟨ϕ(sh, ah), θh⟩, ∀h ∈ [H]. (10)

Proof. We prove the above proposition in three steps. First, we design ϕ(sh, a) to track the number
of satisfied clauses in δ-MAX-3SAT up to stage h, while also keeping a record of the remaining
unsatisfied clauses after each variable assignment. Next, we construct the partial realizability weight
vector θh to track the policy π from stage h+ 1 onward. We then show by induction that the linear
realization described in Proposition 4.1 holds. See Appendix C for the details.

Before concluding this section, we present two remarks: one on the polynomial-time construction of
the MDP parameters in Mφ, and another on the conditions required for establishing NP-hardness of
partial qπ-realizability under a general policy set Π.
Remark 4.1 (Polynomial-Time Construction). The computationally intensive step in our reduction
involves designing the feature vectors ϕ and θ, which can be done in O(n3) time due to their
dependence on the size of Ctotal. Other components such as ϕ′, θ′, and reward vectors require only
O(n) time. Thus, the entire reduction remains within polynomial time, satisfying the complexity-
theoretic requirements of the NP-hardness proof. A step-by-step example is provided in Appendix B.
Remark 4.2 (General Conditions for NP-hardness under Partial qπ-realizability). Our proof frame-
work naturally extends to other policy classes. For any NP-hard decision problem P with input
size |P| and any policy set Π ⊂ AS of size Ω(|S|), learning an ϵ-optimal policy under partial
qπ-realizability is NP-hard, provided that (i) each policy π ∈ Π can be parameterized in polynomial
time in |P|, (ii) the feature vectors ϕ and θ are constructible in polynomial time, and (iii) solving P
reduces to finding an ϵ-optimal policy with respect to Π. These conditions highlight the central role
of efficient policy representation in the reduction.

5 Conclusion and Future Work

In this paper, we introduced a novel linear realizability setting in reinforcement learning (RL), termed
partial qπ-realizability, which bridges the gap between the q∗- and qπ-realizability paradigms. The
central contribution of this work is the establishment of computational hardness results for RL
under partial qπ-realizability for both greedy (i.e., argmax) and softmax policy sets. These results
extend prior work on computational hardness in q∗- and v∗-realizable settings [KLL+23], showing
that enlarging the policy class beyond the optimal policy π∗ does not eliminate the fundamental
computational challenges.

A limitation of our current setting is that the feature vectors used for policy parameterization in
constructing the policy class Π (i.e., ϕ′ and θ′) differ from the realizability parameters (i.e., ϕ and
θ), which are central to the learning process. Extending our proof techniques to accommodate
partial qπ-realizability with a unified feature vector (i.e., ϕ′ = ϕ) remains a significant challenge
and is left for future work. It is also worth noting that our NP-hardness results for RL under partial
qπ-realizability should not be seen as purely negative. While they reflect worst-case complexity, they
also highlight the need for efficient algorithms under extra assumptions, such as structural constraints
on policies or features. For instance, combining the agnostic RL objective [JLR+23] with linear
function approximation captures practical settings where ϵ-optimality is defined relative to a policy
class. This connection may offer useful directions for developing sample- or computation-efficient
methods.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We introduce a novel reinforcement learning framework called partial qπ-
realizability and establish its computational hardness under both greedy and softmax policy
sets, as formalized in Theorems 3.1 and 3.2. The paper also includes complete proofs for
each of these results, accurately reflecting the claims made in the abstract and introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In the conclusion, we acknowledge a key limitation of our work: the feature
vector used for defining the policy class Π (i.e., ϕ′) differs from those used in the realizability
condition (i.e., ϕ). Extending our hardness results to the setting where a single feature
vector is used (i.e., ϕ′ = ϕ) remains an open and technically challenging direction. In
this setting, the reduction must enforce realizability and construct the policy set within
a unified representation, which complicates the initial step of the proof concerning the
polynomial-time construction of the MDP instance.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: For each theoretical result, we provide a clear set of assumptions and include
both proof sketches and complete proofs. A high-level proof sketch is presented for our first
main result (Theorem 3.1)—the computational hardness under the greedy policy set Πg . This
sketch also partially serves as the foundation for the second result (Theorem 3.2) concerning
the softmax policy set Πsm. The full technical details, including all supporting lemmas
and formal arguments, are provided in the Appendix. In particular, the complete proof of
Theorem 3.2, which establishes the computational hardness of partial qπ-realizability under
softmax policies, is included in full.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: This paper is purely theoretical and does not include any experimental results.
The main contributions consist of formal definitions, complexity-theoretic results, and
complete proofs, all of which are fully disclosed in the paper and appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [NA]
Justification: This paper is purely theoretical and does not include any experiments, datasets,
or code. The contributions consist of complexity-theoretic results and formal proofs, all of
which are fully described in the main text and appendix.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification: This is a theoretical paper with no experimental setup. The contributions are
formal complexity results and proofs, which are fully detailed in the main text and appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
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7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: This is a theoretical work with no experimental results. Therefore, statistical
significance reporting is not applicable.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: This work is purely theoretical and does not include any experiments or
computational benchmarks requiring resource specification.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This work is entirely theoretical and does not involve human subjects, sensitive
data, or applications with foreseeable misuse. The research adheres fully to the NeurIPS
Code of Ethics.

Guidelines:
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Our paper presents NP-hardness results for reinforcement learning under
partial qπ-realizability with greedy and softmax policies. While these results are negative
in the worst case, they serve a constructive purpose by identifying the computational
boundaries of the problem. Crucially, they motivate the study of more tractable variants
under **additional assumptions**, such as structural constraints on the policy class or value
function representation. This opens the door to the design of heuristic and approximation
algorithms tailored to such restricted settings. Furthermore, our work highlights connections
to agnostic RL under linear function approximation [JLR+23], offering a concrete path
toward practical algorithm development where ϵ-optimality is defined with respect to a policy
class. These insights aim to guide the community toward feasible algorithmic strategies
within theoretically justified regimes.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper is theoretical and does not involve the release of any data, models,
or systems with potential for misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: The paper is entirely theoretical and does not use any external assets such as
code, data, or models.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not introduce or release any new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
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Justification: The paper does not include any crowdsourcing experiments or research
involving human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve human subjects or study participants and therefore
does not require IRB or equivalent approval.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core methods of the research do not involve LLMs as an important or
non-standard component.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
LLM) for what should or should not be described.
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A Extended Discussion of Related Work

Under the linear function approximation framework, there are two well-defined problem settings in
the literature: the q∗-realizability and qπ-realizability settings. Their definitions are provided below.

Definition A.1 (q∗-Realizable MDP). An MDP M is called q∗-realizable if there exists θh ∈ Rd for
any h ∈ [H] such that for optimal policy π∗, q∗h(s, a) = ⟨ϕ(s, a), θh⟩ holds for all s ∈ S and a ∈ A.

Definition A.2 (qπ-Realizable MDP). An MDP M is called qπ-realizable if there exists θh ∈ Rd

for any h ∈ [H] such that qπh(s, a) = ⟨ϕ(s, a), θh⟩ holds for all π, s ∈ S and a ∈ A.

For clarity, in Table 1 we summarize the common assumptions used in both the qπ-realizability and
q∗-realizability settings.

Assumptions Description
Exact realizability 1 qh(s, a) = ⟨ϕ(s, a), θh⟩+ β, where β = 0

Approximate realizability 2 qh(s, a) = ⟨ϕ(s, a), θh⟩+ β, where β ̸= 0
Access model 3 Generative model (Mg) or online access (Mo)

Minimum suboptimality gap 4 ζh(s, a) = V ∗
h − q∗h(s, a) ≥ δ

Low Variance Condition 5 Es∼µ[|V π(s)− V ∗(s)|2] ≤ n0(Es∼µ[|V π(s)− V ∗(s)|])2
DSEC Oracle Access 6 Tests if a predictor generalizes across distributions over all (s, a) pairs

Action set size 7 For exponential variation (exp(d))
Transition Dynamics 8 For deterministic variation (Pdet)

Bounded feature vector 9 ∥ϕ(s, a)∥2 ≤ 1 for all (s, a) ∈ (S ×A)

Estimate Oracle Access 10 Computes approximate value function for any state-action pair
Spanning feature vectors 11 Matrix Φ ∈ Rk×d spans Rd with unique rows

Feature vector hypercontractivity 12 Anti-concentration of distribution over state-action pairs

Table 1: List of common assumptions used in related work regarding the q∗- and qπ-realizability
settings. Note that here β is a linear approximation error; Mg and Mo represent the generative
model and online access model, respectively. In addition, ζh(s, a) denotes the suboptimality gap for
each (s, a) ∈ S ×A at stage h. Each of the assumptions comes with a number in front of it, and we
use them to indicate the main problem setting of the related work provided in the following tables.

We begin by reviewing results for the q∗-realizability setting. Research in this category is generally
divided between hardness analyses and upper bound guarantees. Exponential lower bounds under
specific conditions are reported by [WAS21], [WWK21], and [DKWY20], as summarized in Table 2.
These results rely on assumptions about the structural properties of the MDP (e.g., number of actions,
variance constraints, and feature vector structure) and the type of agent-environment interaction
(e.g., online, local, or random access). Despite some variations—such as low variance conditions
or a minimum suboptimality gap under the online setting—the exponential lower bound remains
robust. Nonetheless, polynomial-time algorithms have been proposed under additional assumptions,
as detailed by [WWK21], [WR16], [DKWY20], [DLWZ19], and [DLMW20].

There is also a growing body of work focused on the qπ-realizability setting. For example, [DKWY20]
establishes an exponential lower bound in the horizon H . However, with additional assump-
tions—such as bounded feature vectors, access to generative models, estimation oracles, or informa-
tive state-action pairs (core set access) as in [LSW20], [YHAY+22], and [WGKS22]—polynomial-
time algorithms have been developed. These assumptions are summarized in Table 3.

Assumptions Lower bound Upper bound Related works

1 , 7 (exp(d)) and 3 (Mg) min(eΩ(d),Ω(2H)) LSVI with Õ
(

H5dH+1

δ2

)
[WAS21]

4 , 5 , 3 (Mo), 12 2c·min(d,H), c constant poly
(
1
ϵ

)
queries for ϵ-optimal policy [WWK21]

8 (Pdet) - poly(Eluder Dimension) or poly(dime[Q]) [WR16]

4 , 8 (Pdet) - poly(dime) with error δ = O
(

gap
dime

)
[DLMW20]

4 , 3 (Mg), 2 Exponential poly(d,H, 1
ρ , log

1
δ ), ρ: gap, δ: failure prob. [DKWY20]

4 , 5 , 6 - poly
(
1
ϵ

)
[DLWZ19]

Table 2: Sample complexity results for the q∗-realizability setting.
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Assumptions Lower bound Upper bound Related works

2 , 3 (Mg) Exponential in H for ϵ = Ω(
√

H
d ) - [DKWY20]

2 , 3 (Mg), 12 - d
ϵ2(1−γ)4 with ϵ accuracy [LSW20]

2 , 3 (Mg), 10 - Õ
(

d
ϵ2(1−γ)4

)
with ϵ accuracy [WGKS22]

Table 3: The lower and upper bounds in the qπ-realizability setting under various assumptions. Under
the generative model, the statistical hardness is exponential in horizon with approximation error
[DKWY20]. Also, in the upper bounds, we can see the dependency on d and 1

ϵ2 , where d is the size
of the feature vector and ϵ is an approximation error.

Main Contribution Lower Bound Related Works

Unique-3-SAT <p Linear-3-RL
Quasi-polynomial in size of feature vector,

dO(
log(d)

log log(d) )
[KLLM22]

(ϵ,b)-Gap-3-SAT <p Linear-3-RL
Exponential,
exp

(
Õ
(
min

(
d

1
4 , H

1
4

))) [KLL+23]

Table 4: Computational hardness results under the q∗, v∗-realizability setting. Note that A <p B
implies a polynomial-time reduction from problem A to problem B.

Despite these developments, efficient computation remains a fundamental challenge. Recent studies
by [KLLM22] and [KLL+23] emphasize the gap between statistical and computational efficiency
under optimal value function realizability, suggesting that NP-hardness may still arise even when
sample efficiency is achievable.

Under the q∗, v∗-realizability assumption, two important studies investigate computational hard-
ness, summarized in Table 4. In [KLLM22], the authors establish a quasi-polynomial lower bound

on the feature dimension d, specifically dO(
log(d)

log log(d)
), under the randomized exponential time hy-

pothesis (rETH). However, this bound is not tight, as the reduction technique used may leak in-
formation about the optimal action after a quasi-polynomial number of interactions, resulting in
an imprecise lower bound. In contrast, [KLL+23] presents a stronger exponential lower bound
of exp(Õ(min(d1/4, H1/4))), where H denotes the horizon and d is the feature dimension. This
result demonstrates that the computational hardness of learning near-optimal policies under q∗- and
v∗-realizability is greater than previously established. By reducing from a variant of 3-SAT, the
authors derive an exponential hardness result that provides a tighter complexity bound.

Both [KLLM22] and [KLL+23] employ the Randomized Exponential Time Hypothesis (rETH) to
establish computational lower bounds within the q∗, v∗-realizability framework. The core idea of their
proofs is to construct an MDP instance from a given Unique-3-SAT instance (a variant of 3-SAT with
a unique satisfying assignment), while preserving the structural features relevant to their RL setting.
We now describe the general instance design framework used in [KLLM22], as variations of this
approach are useful for our reduction in the partial qπ-realizability setting in Section 3. According to
[KLLM22], when designing an MDP instance Mφ from a Unique-3-SAT formula φ, each MDP state
represents a candidate assignment, encoded as a tuple of variable values. At each state, the agent is
presented with a set of unsatisfied clauses and can choose to flip variables—i.e., to assign them “True”
or “False.” The agent’s objective is to take actions that reduce the Hamming distance to the unique
satisfying assignment. The reward structure is randomized in a way that encourages minimizing
this distance, thereby aligning the agent’s learning objective with the solution to the original SAT
instance. The reward is given at the last stage of the MDP or when the satisfying assignment is found,
and it relies on the Bernoulli distribution. In this work, due to the structure of the learned policy, a
deterministic reduction is also applied to argue the hardness result.

B An Example of the MDP Instance Mφ

In this section, we illustrate the process of designing the MDP instance Mφ through an example
based on the δ-MAX-3SAT instance presented in Example 4.1. That example demonstrates how the
components of the MDP are constructed from a given δ-MAX-3SAT instance. However, function
approximation has not yet been integrated into the framework. As outlined in Sections 4.2.2 and 4.2.3,
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the design principles for the PSP and partial realizability vectors have already been established.
To improve clarity, we now explicitly construct these parameters for the specific case described in
Example 4.1.

Recall that the complexity problem is given by φ = (x1 ∨ x̄2 ∨ x3)∧ (x̄1 ∨ x2 ∨ x̄3), which involves
three variables and two clauses. Figure 4.2.1 depicts the transformation of this δ-MAX-3SAT
instance into an MDP instance. However, the attributes required to define our GLINEAR-2-RL
problem instance are not yet fully specified, as the realizability parameters and a well-defined policy
set remain to be constructed. As the first step, we now design a greedy policy set for this example
using the feature representation ϕ′.

PSP Parameters Design. As discussed in Section 4.2.2, we design the matrix Θ ∈ Rd′×2d
′

,
consisting of 2d

′
vectors, where each θ ∈ Rd′

represents a greedy policy. In our construction, we set
d′ = n, and specifically, d′ = 3. Under this setup, the greedy set ensures that the states Sh at each
stage h share the same greedy action, while allowing greedy actions to be selected independently
across different stages. In this example, |Πg| = 8, meaning that there are eight PSP weight vectors
θ′ ∈ R3, each corresponding to a unique combination of elements from {−1, 1}3.

In the MDP structure depicted in Figure 4.2.1, for the first state, we have:
ϕ′((−1,−1,−1), “True"

)
= [1, 0, 0],

ϕ′((−1,−1,−1), “False"
)
= [−1, 0, 0].

Recall that we always update the h-th element of ϕ′(sh, ah) based on the action ah. Therefore, at
each stage h, the value of ϕ′(sh, ah) remains consistent for all (sh, ah) ∈ Sh ×A, since it depends
solely on the stage.

Partial Realizability Parameters Design. We begin by demonstrating the representation of ϕ(s, a) ∈
Rd for all state-action pairs in the MDP shown in Figure 4.2.1, and then illustrate how θh is assigned
for any h ∈ [H] to verify Proposition 4.1. As stated in the proof of Proposition 4.1, we have
d = ℓ1 + ℓ2 + ℓ3, which implies:

d =

(
2n

1

)
+

(
2n

2

)
+

(
2n

3

)
− 2n2 + n+ 1.

For n = 3, this yields d = 27. To facilitate analysis, consider a specific state at the stage h = 2,
namely (1,−1,−1), which lies along the blue path in Figure 4.2.1. When referring to the values of
ϕ, we focus on Yh and bh, omitting the constant 1

|C| for simplicity. In this state, the first variable x1

is set to 1, while the remaining variables (x2 and x3) remain undecided. Assume without loss of
generality that the greedy policy π ∈ Πg selects the action “True” for all states. From the previous
section, this corresponds to θ⊺ = [1, 1, 1].

We now examine how the feature vector ϕ((1,−1,−1), “False") is determined. In this example, b2
represents the number of satisfied clauses after setting x1 = 1. Since the first clause of φ is satisfied,
we have b2 = 1. Following the structure in the proof of Proposition 4.1, we compute Y2. After taking
the action “False” in state (1,−1,−1), x2 is set to 0 in the formula φ. Consequently, the remaining
undecided clause is U2 = {x̄3}. The corresponding entry for x̄3 in Y2 is set to 1 since it appears once,
while all other entries in Y2 are set to 0.

Next, we specify the value of θh to ensure partial linear realizability. Given that x1 and x2 have been
determined, the component of θh corresponding to b2 is set to 1. For the component corresponding to
the clause x̄3, we have f2(θ′) = 0, which maintains consistency with policy π. Thus, the dot product
ϕ((1,−1,−1), “False") · θ⊺h evaluates to:

ϕ
(
(1,−1,−1), “False"

)
· θ⊺h =

1

|C|
(
b2 · 1 + 1 · 0

)
=

1

2
.

This matches the value of qπ((1,−1,−1), “False"), thereby validating the realizability condition
stated in Proposition 4.1.

C Remaining Proof of Proposition 4.1

Given a δ-MAX-3SAT instance φ with n variables, let Ctotal denote the set of all valid clauses that
can be formed using the given δ-MAX-3SAT variables, excluding trivial clauses—i.e., those of the
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form (xi ∨ x̄i) or (xi ∨ x̄i ∨ xj), which are always satisfied (evaluating to 1 for any assignment). In
particular, we assume w.l.o.g. that the clauses in Ctotal are organized in the following order:

Ctotal =

c
(1)
1 , · · · , c(1)ℓ1︸ ︷︷ ︸

C(1)
total

, c
(2)
1 , · · · , c(2)ℓ2︸ ︷︷ ︸

C(2)
total

, c
(3)
1 , · · · , c(3)ℓ3︸ ︷︷ ︸

C(3)
total

 ,

where c(j)i denotes the i-th j-CNF clause (each clause has exactly j variables) and ℓj denotes the total
number of valid j-CNF clauses. Note that ℓ1 =

(
2n
1

)
, ℓ2 =

(
2n
2

)
− n, and ℓ3 =

(
2n
3

)
− 2n2 + 2n.

Partial Realizability Feature Vector ϕ. Recall that for any state sh = (x1, · · · , xh−1,−1, · · · ,−1)
at the beginning of stage h ∈ [H] (prior to taking action ah), the first h − 1 variables have been
assigned values of either 0 or 1, based on actions taken before stage h. These are referred to as the
assigned variables x1:h−1 = (x1, · · · , xh−1), while the remaining n+ 1− h elements, denoted as
xh:n = (xh, · · · , xn), remain unassigned, hence termed unassigned variables. For any state-action
pair sh ∈ Sh and ah ∈ A, let Uh represent the list of undecided clauses in φ after excluding the
first h assigned variables (i.e., x1 through xh). Therefore, U0 includes all clauses initially given by
the instance φ, where U0 = C ⊆ Ctotal. Upon transitioning to a new state sh+1 ∈ Sh+1, the set Uh

is updated, leading to two possible events in Uh. First, since the variable xh is determined at this
stage, certain undecided clauses may become satisfied and are consequently removed from Uh+1.
Second, some clauses may be modified, reducing in size based on the assigned value of xh. For better
illustration of Uh’s construction, let us look at the following example:

φ : (x̄1 ∨ x̄2) ∧ (x1 ∨ x̄4 ∨ x5) ∧ (x2 ∨ x̄4 ∨ x5) ∧ (x3 ∨ x̄6 ∨ x7).

We have U0 = {(x̄1 ∨ x̄2), (x1 ∨ x̄4 ∨ x5), (x2 ∨ x̄4 ∨ x5), (x3 ∨ x̄6 ∨ x7)}. At the end of stage
h = 2, suppose x1 = 0 and x2 = 0. In this case, the first clause (x̄1 ∨ x̄2) can be decided, while
the remaining three clauses stay undecided. However, the undecided clauses (x1 ∨ x̄4 ∨ x5) and
(x2∨ x̄4∨x5) shrink and simplify to (x̄4∨x5). Thus, at the end of stage h = 2, the list of (simplified)
undecided clauses in φ is U2 = {(x̄4 ∨ x5), (x̄4 ∨ x5), (x3 ∨ x̄6 ∨ x7)}, where the clause (x̄4 ∨ x5)
repeats twice. Using the above concepts, we can now explain how the partial realizability feature
vector ϕ is constructed. For any h ∈ [H], let Yh be a vector of natural numbers, defined as follows:

Yh =
(
y
(1)
h,1, . . . , y

(1)
h,ℓ1

, y
(2)
h,1, . . . , y

(2)
h,ℓ2

, y
(3)
h,1, . . . , y

(3)
h,ℓ3

)
,

where y
(j)
h,i denotes the number of times c(j)i repeats in Uh. It should be noted that y(j)h,i = 0 occurs if

the corresponding clause c
(j)
i does not appear in the δ-MAX-3SAT instance φ or has been decided

(either True or False) at the end of stage h. For any sh ∈ Sh and a ∈ A, we define the partial
realizability feature vector ϕ as follows:

ϕ(sh, a) =
1

|C|
·
[
bh, Yh

]
, ∀h ∈ [H], (11)

where bh = |Ctrue(sh)|, denoting the number of satisfied clauses in φ at the end of stage h (i.e., after
assigning variable xh). Based on the definition of Uh, we have bh ≤ |C| − |Uh|, indicating that the
number of satisfied clauses is always upper bounded by the total number of clauses that have been
decided at the end of stage h. We further construct a partially realizable weight vector θh such that
the realizability condition stated in Proposition 4.1 is satisfied.

Partial Realizability Weight Vector θh. We now demonstrate the existence of θh such that the linear
realizability condition qπh(sh, ah) = ⟨ϕ(sh, ah), θh⟩ holds. Let fh : Rd′ → {0, 1} be defined as

fh(θ
′) =

{
0 if θ′h ≤ 0,

1 otherwise,
(12)

where θ′h denotes the h-th element of θ′. For any state sh with unassigned elements (i.e., any state
with at least one element being -1), we define the virtual look-ahead state ŝh as follows:

ŝh = (x1, · · · , xh−1, x̂h, · · · , x̂n), (13)

where x̂j = fj(θ
′) holds for all j = h, . . . , n. Thus, the look-ahead state ŝh mirrors the current state

sh for the first h− 1 elements and matches the final state sH (i.e., the terminal state at stage H by
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following policy π in state sh+1 onwards) for the last H −h elements (hence, the term “look-ahead").
Given sh ∈ Sh and ah ∈ A, we know that the next state is sh+1 = (x1, · · · , xh−1, ah,−1, · · · ,−1)
and the first h variables (i.e., x1:h = (x1, · · · , xh)) will be assigned.

Let Mh be defined as a vector of 0’s and 1’s as follows:

Mh =
(
m

(1)
h,1, · · · ,m

(1)
h,ℓ1

,m
(2)
h,1, · · · ,m

(2)
h,ℓ2

,m
(3)
h,1, · · · ,m

(3)
h,ℓ3

)
,

where m(j)
h,i = 0 indicates that the clause c(j)i consists of at least one assigned variable from x1:h. For

any clause c
(j)
i ∈ C(j)

total that depends solely on the unassigned variables xh+1:n = (xh+1, · · · , xn)

(i.e. the clause is constructed only based on unassigned variables), let m(j)
h,i represent its satisfiability

result, assuming that xh+1:n follows the values of the look-ahead state ŝh (i.e., xj = x̂j for all
j = h + 1, · · · , H). Thus, m(j)

h,i = 0 may occur in any of the following three scenarios: (i) c(j)i

depends only on x1:h and can therefore be decided, (ii) c(j)i is a mixture of x1:h and xh+1:n, or (iii)
c
(j)
i depends solely on xh+1:n, with a satisfiability result of False based on the look-ahead state. We

emphasize that all non-zero elements in Mh (i.e., entries of 1’s) are independent of sh and ah and are
determined solely by {fj(θ′)}∀j=h+1,··· ,n. Based on the Mh vector, let θh be defined as follows:

θ⊺h = [1,Mh], ∀h ∈ [H]. (14)

Given the proposed ϕ and θh, Proposition 4.1 will follow if qπh(sh, ah) =
1
|C| · (bh+ ⟨Yh,Mh⟩) holds

for all sh ∈ Sh, ah ∈ A, and π ∈ Πg .

Realizability Validation. Here, we want to verify the linear realizability of our designed MDP that
satisfies all the conditions of GLINEAR-2-RL. Given ϕ(sh, a) =

1
|C| ·

[
bh, Yh

]
as demonstrated in

Equation (11), we will prove by induction that there exists θ⊺h = [1,Mh] as described in Equation (14)
such that the realizability condition in Proposition 4.1 holds for any h ∈ [H].

Base case 1: We first show that realizability holds for any state sh ∈ Sh at stage h = H−1. Consider
a specific state sH−1, where the number of satisfied clauses after taking action aH−1 is denoted by
bH−1. If we take any action a ∈ A in sH−1, the process transitions to the terminal state sH , yielding
a reward of |Ctrue(sH)|

|C| . Observe that the reward received after executing action aH−1 in sH−1 equals
bH−1

|C| , i.e., qπH−1(sH−1, aH−1) = bH−1

|C| . After this action, all variables in φ become determined,
implying that |UH−1| = 0. This implies:

qπH−1(sH−1, aH−1)

= ⟨ϕ(sH−1, aH−1), θH−1⟩

=
1

|C|
(⟨YH−1,MH−1⟩+ bH−1)

=
1

|C|
(0 + bH−1)

=
bH−1

|C|
. (15)

Thus, there exists θH−1 = [MH−1, 1]
⊺ that the realizability holds.

Base case 2: In the first base case, the linear realizability of state sH−1 depends solely on the scalar
quantity bH−1, and we have not yet established how the inner product ⟨Yh,Mh⟩ contributes to the
linear realizability condition. To proceed, we now examine realizability for the state sH−2. In this
state, upon taking action aH−2, the system transitions to state sH−1, where the agent subsequently
follows the greedy policy determined by the look-ahead state ŝH−1.

Note that after taking action aH−2, the number of satisfied clauses up to stage H − 2 is denoted
by bH−2. The set UH−2 contains the undecided clauses, namely those that do not yet have all their
variables determined by assignments x1 through xH−2. Moreover, the greedy action selected in
state sH−1 depends on the elements of Θ. Specifically, by substituting the value of the undecided
variable xH−1 into UH−2, we can determine all remaining clauses in the δ-MAX-3SAT instance.
This substitution is performed according to the greedy action taken in sH−1, meaning that the value
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of xH−1 is determined by the greedy policy and assigned as fH−1(θ
′) for each vector θ′ in the matrix

Θ. Based on this construction, ⟨YH−2,MH−2⟩ represents the number of clauses that are satisfied
from stage H − 1 onward when following the greedy policy π. Thus, we have:

qπH−2(sH−2, aH−2) = ⟨ϕ(sH−2, aH−2), θH−2⟩

=
1

|C|
(⟨YH−2,MH−2⟩+ bH−2)

=
|Ctrue(sH)|

|C|
. (16)

Induction step: Given the number of satisfied clauses up to stage h (i.e., bh) and the weight matrix
Θ, suppose that the linear realizability condition holds for all state-action pairs (si, ai) ∈ Si ×A at
every stage i ≥ h under any greedy policy π ∈ Πg, that is, qπi (si, ai) = ⟨ϕ(si, ai), θi⟩. Our goal is
to establish that this linear realizability condition also holds at stage h− 1 for all state-action pairs
and for any greedy policy π ∈ Πg . In other words, we aim to prove that:

qπh−1(sh−1, ah−1) = ⟨ϕ(sh−1, ah−1), θh−1⟩ for any (sh−1, ah−1) ∈ Sh−1 ×A.

Note that qπh−1

h−1 (sh−1, ah−1) =
|Ctrue(sH)|

|C| and qπh

h (sh, ah) =
| ˆCtrue(sH)|

|C| . Let z2 = bh − bh−1 denote
the difference between the numbers of satisfied clauses until stages h− 1 and h in φ. We prove the
induction step as follows under policy π ∈ Πg:

qπh−1(sh−1, ah−1) = R(sh−1, ah−1) + vπh(sh)

= qπh(sh, π(s)) = ⟨ϕ(sh, π(sh)), θh⟩

=
1

|C|
· (⟨Yh,Mh⟩+ bh)

=
1

|C|
·
(
(⟨Yh,Mh⟩+ z2) + (bh − z2)

)
=

1

|C|
·
(
(⟨Yh,Mh⟩+ z2) + bh−1

)
. (17)

To complete the proof, it suffices to show that ⟨Yh,Mh⟩+ z2 = ⟨Yh−1,Mh−1⟩. This is equivalent to
demonstrating that ⟨Yh−1,Mh−1⟩− ⟨Yh,Mh⟩ = z2 = bh− bh−1. Since we follow the greedy policy
π from state sh, the resulting terminal state sH will be the same whether we begin from sh−1 or sh
(after taking action ah−1 and subsequently following π), as both lie along the same trajectory induced
by π. Recall that rewards are only received at the terminal state. Therefore, the cumulative reward
from sh−1 to sH must equal that from sh to sH . This implies ⟨Yh−1,Mh−1⟩+bh−1 = bh+⟨Yh,Mh⟩.
Rearranging terms gives the desired equality, thereby completing the inductive step.

Based on the construction of ϕ and θh, and the fact that the linear realizability condition is satisfied,
we complete the proof of Proposition 4.1.

D An In-depth Look at Step-2: Algorithmic Connection between ASAT and
ARL under Πg

In this section, we detail the second step of the reduction, which establishes the connection between
the algorithms ARL and ASAT in the reduction from δ-MAX-3SAT to the GLINEAR-2-RL problem.
Let us first note the following definition regarding the satisfiability ratio:

Definition D.1 (ζ-Satisfiability). A MAX-3SAT instance is ζ-satisfiable if there is an assignment
x ∈ Xassign such that |Ctrue(x)|

|C| ≥ ζ.

We focus on a specific class of δ-MAX-3SAT instances in which there exists an assignment x ∈ Xassign

that satisfies at least a (1 − δ + 2ϵ)-fraction of all clauses, where ϵ ≤ δ
2 and 0 < ϵ, δ < 1, where

in our setting δ = 1
10 . This condition aligns with Definition D.1, and throughout this paper, we

set ζ = 1 − δ + 2ϵ for our δ-MAX-3SAT instances. In this problem class, it is guaranteed that a
minimum (1 − δ)-fraction of clauses can be satisfied, ensuring a valid instance for the reduction
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procedure. Given a δ-MAX-3SAT instance that is (1 − δ + 2ϵ)-satisfiable, we use this decision
version of the MAX-3SAT problem to prove the NP-hardness of the GLINEAR-2-RL problem.

To complete the proof of Theorem 3.1, the key idea of our remaining proof is as follows: Given a
(1− δ + 2ϵ)-satisfiable δ-MAX-3SAT instance φ, which has a maximum satisfiability ratio of |C∗|

|C| ,
we transform it to an instance of GLINEAR-2-RL problem denoted as Mφ in polynomial time such
that if a random algorithm ARL runs on Mφ, returns ϵ-optimal policy π where ϵ ≤ δ

2 , then following
the policy π for setting the value of variables in our φ, we can satisfy at least 1− δ fraction of clauses
in the given instance φ.

Consider that ARL returns an ϵ-optimal policy π in a designed MDP instance Mφ. It is easy to verify
that for any state sh ∈ Sh and for any h ∈ [H], vπ(sh) = R(sH−1, π(sH−1)) =

|Ctrue(sH)|
|C| . Here,

|Ctrue(sH)| denotes the number of clauses satisfied when setting variables in δ-MAX-3SAT problem
φ following policy π. Furthermore, we can also denote the value function of the optimal policy π∗

for any given initial state s1 as follows:

v∗(s1) =
|C∗|
|C|

. (18)

Since we know that π∗ ∈ Πg based on our constructed mφ, we have:

max
π̂∈Πg

vπ̂(s1) =
|C∗|
|C|

≥ 1− δ + 2ϵ, (19)

where the inequality is due to the fact that the δ-MAX-3SAT instance φ is (1− δ+2ϵ)-satisfiable for
some ϵ ≤ δ

2 . Based on the definition of ϵ-optimality of policy π for a given initial state s1, we have

| max
π̂∈Πg

vπ̂(s1)− vπ(s1)| ≤ ϵ. (20)

Thus, we have

| max
π̂∈Πg

vπ̂(s1)− vπ(s1)| =
∣∣∣∣ |C∗|
|C|

− vπ(s1)

∣∣∣∣ ≤ ϵ. (21)

Note that a (1 − δ + 2ϵ)-satisfiable instance φ is also (1 − δ)-satisfiable. If we want to obtain an
output of “Yes" for δ-MAX-3SAT, then we need to have |Ctrue(sH)|

|C| ≥ 1− δ. This is indeed the case
because

|Ctrue(sH)|
|C|

≥ |C∗|
|C|

− ϵ ≥ (1− δ + 2ϵ)− ϵ ≥ 1− δ, (22)

where the first inequality comes from the definition of ϵ-optimality and the second inequality is due
to the fact that φ is (1− δ + 2ϵ)-satisfiable. As a result, our reduction is completed.

E Proof of Theorem 3.2

We begin by presenting an overview of the proof, outlining the two principal components of the
reduction. We then formalize each step in detail and conclude by establishing the correctness of
Theorem 3.2.

E.1 An Overview of Our Proof

Building on the framework presented in Section 4.1, we adapt the core proof methodology with minor
modifications, which we make explicit in this section. To facilitate our reduction, we introduce a new
complexity problem, termed δ-MAX-3SAT(b), defined as follows:

Definition E.1 (δ-MAX-3SAT(b)). Given a MAX-3SAT problem φ with n variables, denoted by the
set X = {x1, . . . , xn}, where each variable xi ∈ X appears in at most b clauses, δ-MAX-3SAT(b)
is defined as the following decision problem: output “Yes” if there exists an assignment x ∈ Xassign

such that |Ctrue(x)|
|C| ≥ 1 − δ, i.e., at least a 1 − δ fraction of the clauses are satisfied; output “No”

otherwise.
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Note that the hardness result of MAX-3SAT mentioned in Lemma 4.1 still holds in the case that
each variable appears in at most b ≥ 3 clauses. Thus, by considering δ = 0.1 and b = 3, the
δ-MAX-3SAT(b) problem remains NP-hard under the NP ̸= P hypothesis. More specifically, we
have the following lemma showing the hardness of δ-MAX-3SAT(b) under rETH.

Lemma E.1 (Hardness of δ-MAX-3SAT(b) under rETH). Under rETH, there exists constant b, δ > 0
such that no randomized algorithm can solve δ-MAX-3SAT(b) problem with n variables in time
T = exp(o( n

polylog(n) )) with error probability 1
8 .1

Lemma E.1 establishes that δ-MAX-3SAT(b) is at least as hard as 3-SAT under rETH. The proof
largely follows the arguments presented in [H0̊1, AB09]; however, for completeness, we restate it in
Appendix F.

Similar to the hardness proof of GLINEAR-κ-RL, the key to our proof relies on a reduction process
hinges on two critical components:

Step-1: Polynomial Construction of Mφ. We show that it is possible to design an MDP instance Mφ

(with the given attributes SLINEAR-2-RL) from a given δ-MAX-3SAT(b) instance φ in polynomial
time. This requires the polynomial-time construction of the partial realizability features and weight
vectors, along with the polynomial-time construction of parametric policies. These steps form the
first part of the proof, which is outlined in Section E.2.

Step-2: Algorithmic Connection between ASAT and ARL. Recall that the learner interacting with
SLINEAR-2-RL using algorithm ARL, and the algorithm solving δ-MAX-3SAT(b) is denoted as ASAT.
We show that if ARL succeeds on Mφ with low error probability, then ASAT can be algorithmically
derived from ARL to solve the δ-MAX-3SAT(b) instance φ with comparable efficiency and low error
probability. Specifically, we show that if the δ-MAX-3SAT(b) instance φ is (1− δ)-satisfiable for
some ϵ ≤ v∗ − 3.06 · O

(
1√
H

)
− 0.9, and algorithm ARL returns an ϵ-optimal policy π in time T

for solving the MDP instance Mφ with error probability 1
10 , then following the policy π for setting

the value of variables in our φ, we can satisfy at least 1− δ fraction of clauses in the δ-MAX-3SAT
instance φ in time T with error probability 1

8 . Finally, we connect our reduction process to rETH by
given Lemma E.1, which leads to our Theorem 3.2.

Both components are essential for demonstrating the hardness of SLINEAR-2-RL. Compared to the
proof of Theorem 3.1, the key modification here in this section, which distinguishes Theorem 3.1 from
Theorem 3.2, arises from the inclusion of stochastic policies. This stochastic framework allows us to
refine our results through the lens of randomized reduction, and further investigating our hardness
result under rETH, enabling a more precise characterization of computational hardness.

E.2 An In-depth Look at Step-1: Polynomial Construction of Mφ

Following the framework established in Section 4.1, we construct a polynomial-time reduction from
a δ-MAX-3SAT(b) instance φ (as defined in Definition E.1) to an MDP instance that captures
the structure of the SLINEAR-2-RL problem. The instance φ consists of n Boolean variables
ordered as (x1, . . . , xn), with each variable appearing in at most b clauses. Since the core MDP
components—states, actions, transitions, and rewards—remain identical to those in the GLINEAR-
2-RL framework, we focus exclusively on the modifications made to the approximation-related
components. In particular, we describe the polynomial-time construction of the PSP vector and the
partial realizability vectors, both of which are specifically adapted to the SLINEAR-2-RL problem.

Design of Partial Realizability Vectors and Realizability Validation. We retain the structure of
ϕ as described in Section 4.2.3, while modifying the structure of θ to accommodate the softmax
policy set. In particular, adjustments are necessary for the virtual look-ahead state ŝh, defined in
Equation (13). Recall that in ŝh, the variables x1 through xh−1 are determined by the actions taken
in the preceding stages, whereas the remaining variables, x̂h through x̂n, must be selected according
to the policy π.

In Section 4.2.3, the policy π was assumed to belong to the set of deterministic greedy policies Πg.
For any π ∈ Πg , the nonzero entries in the vector Mh—a key component of θ⊺h—are determined by

1Note that here, we use a looser bound error probability bound in comparison with the bound in rETH
(Definition 2.1). This error probability match the error probability of ASAT in our reduction in Section E.3.
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tracing the variable assignments along the look-ahead path using the functions {fj(θ′)}nj=h+1, which
characterize the behavior of the greedy policy in undecided states.

To generalize this construction to the softmax policy setting, we require a function that similarly
governs action selection in undecided states, consistent with the probabilistic nature of softmax-based
decisions. Crucially, we show that by suitably modifying the parameters θ, the principle of value
function decomposition can still be preserved under this new framework. This leads to the following
proposition, which formalizes the linear realizability of value functions in the context of softmax
policies:

Proposition E.1. Given a softmax policy set Πsm, for any state sh ∈ Sh, ah ∈ A, and π ∈ Πsm,
there exist ϕ(sh, a) ∈ Rd and θh ∈ Rd such that for any stage h ∈ [H]:

qπh(sh, ah) = ⟨ϕ(sh, ah), θh⟩. (23)

Proof. As we stated at the end of Section 4.2.3, the main idea of design is to guarantee that the
feature vector ϕ(sh, ah) depends on sh and ah, while the weight vector θh depends only on the
roll-out of the softmax policy beyond stage h, thereby enabling the linear realizability condition
qπh(sh, ah) = ⟨ϕ(sh, ah), θh⟩. The approach that we use here again is to decompose the value of
each state-action pair into two terms:

qπh(sh, ah) =
1

|C|
· (bh + ⟨Yh,Mh⟩),

where the first term, bh, represents the number of satisfied clauses up to stage h, and the second term,
⟨Yh,Mh⟩, indicates the number of satisfied clauses when following the softmax policy from stage
h + 1 to the final stage H . Compared to the proof performed under Πg, the changes that must be
applied in the case of a given softmax policy π ∈ Πsm only affect the term Mh.

We now proceed to prove linear realizability by appropriately characterizing the structure of Mh under
the softmax policy set Πsm. The main technical challenge in transitioning to Πsm lies in constructing
a function—analogous to fh(θ

′) from Section 4.2.3, embedded within θ⊺h—that accurately captures
the action choices made by softmax policies in undecided states. For ease of exposition, we refer to
this function as the policy follower.

Our approach begins by analyzing the structure of the action-value function qπh(sh, ah), which
provides the foundation for defining the appropriate policy follower under stochastic policies. For
any π ∈ Πsm, the action at each stage is drawn according to the probability distribution π(ah | sh),
inducing stochastic trajectories in the MDP Mφ. Consequently, the value qπh(sh, ah) is expressed as
the expected cumulative reward over all possible continuations from (sh, ah), that is:

qπh(sh, ah) = Eπ [R(sH) | s = sh, a = ah] . (24)

The expectation in qπh(sh, ah) accounts for the stochasticity introduced by softmax action selections
along the trajectory. For any policy π ∈ Πsm, when applied to states in stage h (i.e., sh ∈ Sh), the
resulting action distributions induce a set of possible paths to the terminal state, each corresponding to
a different sequence of stochastic decisions. Specifically, this gives rise to 2H−h−1 distinct transition
paths from (sh, ah) to the terminal state sH .

Let T π
h (sh, ah) denote the set of all such transition paths generated by taking action ah in state sh

and subsequently following policy π ∈ Πsm. Each path τ ∈ T π
h (sh, ah) corresponds to a sequence

of state-action pairs beginning at (sh, ah) and terminating at sH , i.e., τ = (sh, ah, . . . , sH). When
the context is clear, we will abbreviate this set as T π

h for notational convenience.

For any τ ∈ T π
h , let P (τ) denote the probability of the path τ sampled under the softmax policy

π. Let R(τ)(sH) denote the reward obtained at the terminal state following the path τ . Clearly, the
above expectation over the terminal reward can be written as

qπh(sh, ah) =
∑
τ∈T π

h

P (τ) ·R(τ)(sH), (25)

To ensure the linear realizability condition for qπ(sh, ah) for any policy π, we require qπh(sh, ah) =

⟨ϕ(sh, ah), θh⟩. Let θ(τ)h represent a vector obtained by incorporating the policy induced by the
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trajectory τ into the Mh component of θh. Thus, we have θ
(τ)
h = [1,M

(τ)
h ]⊺, where M

(τ)
h denotes

the vector Mh when we follow the trajectory τ for setting values of Mh elements. Suppose that
action value function is realizable:

qπh(sh, ah) = ⟨ϕ(sh, ah), θh⟩

=
∑
τ∈T π

h

P (τ) · ⟨ϕ(sh, ah), θ(τ)h ⟩

=
〈
ϕ(sh, ah),

∑
τ∈T π

h

P (τ) · θ(τ)h

〉
=

〈
ϕ(sh, ah),

∑
τ∈T π

h

P (τ) · [1,M (τ)
h ]⊺

〉
. (26)

Based on Equation (26), if we design θh by

θh =
∑
τ∈T π

h

P (τ) · [1,M (τ)
h ]⊺, ∀h ∈ [H], (27)

then the linear realizability condition in Equation (23) holds. Note that P (τ) is determined in O(H)
for any policy π ∈ Πsm, stage h ∈ [H] and trajectory τ . As a result, each non-zero element of Mh

(denoted by m
(j)
h,i in Section 4.2.3) is a weighted sum of clauses’ assignments under different possible

paths τ ∈ T π
h (sh, ah, π) scaled by P (τ). We thus complete the proof of Proposition E.1.

As previously discussed, it is essential to ensure that the reduction from the δ-MAX-3SAT instance
to the SLINEAR-2-RL problem can be carried out in polynomial time. From earlier constructions of
the partial realizability and PSP feature vectors, we know that both can be computed in O(n3) time.
The remaining component to analyze is the parameter vector θh ∈ Rd. Each entry of θh—which
corresponds to elements in Mh—can be efficiently computed via a dynamic programming procedure
in O(H) time. Given that the dimension d satisfies d = O(n3), the overall time required to construct
θh is O(n3 ·H) = O(n4), which remains polynomial in the input size n. This confirms that the full
reduction to the SLINEAR-2-RL instance is computationally efficient.

E.3 An In-depth Look at Step-2: Algorithmic connection between ASAT and ARL under Πsm

As we mentioned in Section E.1, the second component of the reduction involves establishing a
correct algorithmic connection. To complete the proof of Theorem 3.2, it remains to demonstrate how
the ARL algorithm can be leveraged to construct the ASAT method such that solving the SLINEAR-
2-RL instance efficiently yields an efficient solution for the δ-MAX-3SAT(b) instance. Our key
idea is as follows: Given a (1− δ)-satisfiable δ-MAX-3SAT(b) instance φ, which has a maximum
satisfiability ratio of |C∗|

|C| . We transform it to an instance of SLINEAR-2-RL denoted as Mφ (the
constructed MDP instance) in polynomial time such that if a randomized algorithm ARL runs on Mφ

returns ϵ-optimal policy π with error probability 1
10 in time T , then following the policy π, if we use

ARL algorithm as a module in designing randomized algorithm ASAT for setting the value of variables
in our φ, we can satisfy at least 1− δ fraction of clauses in time T with error probability 1

8 .

Here, since {π∗} ⊊ Πsm, we only need to establish the reduction based on the best stochastic policy2

within the set Πsm. Recall that R(sH) = |Ctrue(sH)|
|C| denotes the reward obtained at the terminal state

sH . Note that R(sH) is a random variable due to the stochastic nature of the softmax policy set. We
can now state the ϵ-optimality condition as given in Equation (28):

arg max
π̂∈Πsm

vπ̂ − vπ =
|C∗|
|C|

− E[R(sH)] ≤ ϵ. (28)

2More formally, with high probability, the policy class Πsm contains stochastic policies whose value functions
closely approximate the optimal value function v∗. This is because Πsm is constructed from the parameter
matrix Θ ∈ Rd′×∞ and encompasses an infinite collection of softmax policies. As a result, the probability that
Πsm includes a near-optimal policy converges to 1.
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By rearranging Equation (28), we have the lower bound on the expected value of the observed
sampled rewards.

E[R(sH)] ≥ |C∗|
|C|

− ϵ. (29)

Note that given an ϵ-optimal policy π ∈ Πsm in the initial state s1, we want to ensure that by
following the stochastic policy π for setting the value of the δ-MAX-3SAT(b) instance, with high
probability, we can satisfy at least a 1− δ fraction of the clauses. Therefore, we want to ensure that
R(sH) ≥ 1− δ holds with high probability. To achieve this, we utilize the McDiarmid inequality,
which establishes a probabilistic connection between the random variable and its expectation under
specific conditions.
Lemma E.2 (McDiarmid’s inequality). Let X1, . . . , Xn be independent random variables, where
each Xi takes values in a set Xi. Let F : X1 × · · · × Xn → R be a function satisfying the bounded
differences property: for every i = 1, . . . , n, if two inputs (x1, . . . , xn) and (x′

1, . . . , x
′
n) differ only

in the i-th coordinate (i.e., xj = x′
j for all j ̸= i), then

|F(x1, . . . , xn)−F(x′
1, . . . , x

′
n)| ≤ ri,

where ri is a constant for each i. For any t > 0, the deviation of f from its expectation satisfies:

Pr (F(X1, . . . , Xn)− E[F(X1, . . . , Xn)] ≥ t) ≤ exp

(
−2t2∑n
i=1 r

2
i

)
, (30)

Pr (F(X1, . . . , Xn)− E[F(X1, . . . , Xn)] ≤ −t) ≤ exp

(
−2t2∑n
i=1 r

2
i

)
. (31)

Based on the concentration inequality stated in Lemma E.2, consider a function F comprising n
inputs (independent random variables X1, X2, . . . , Xn). If altering any single variable Xi within its
domain Xi (while keeping all other variables fixed) results in a bounded change ri in the value of F ,
then F satisfies the bounded differences property. For such a function F satisfying these conditions,
the concentration inequality in Equation (30) and Equation (31) holds.

Based on Lemma E.2, we aim to derive a concentration bound for our random variable R(sH),
which is bounded between 0 and 1. Our reward function R(sH) also satisfies the bounded difference
property as outlined in Lemma E.2, since changing any action through the trajectory from s1 to sH
only induces a bounded difference in the value of R(sH). In our δ-MAX-3SAT(b) instance, since
each variable appears in at most b clauses, we have ri =

b
|C| for any i ∈ [n], leading to

Pr (R(sH)− E[R(sH)] ≤ −t) ≤ exp

(
−2t2 · |C|2

H · b2

)
. (32)

Let us consider p0 = exp
(

−2t2·|C|2
H·b2

)
, then t = b

|C|

√
H ln

(
1
p0

)
2 . We can rearrange the terms and

obtain the complement in Equation (32) as follows:

Pr

R(sH) ≥ E[R(sH)]− b

|C|

√
H ln( 1

p0
)

2

 ≥ 1− p0. (33)

We can now substitute the lower bound on E[R(sH)] from Equation (29), leading to the following
inequality:

R(sH) ≥ |C∗|
|C|

− ϵ− b

|C|

√√√√H ln
(

1
p0

)
2

.

Recall that we want to ensure

Pr (R(sH) ≥ 1− δ) ≥ 1− p0

for some small probability p0. Therefore, based on Equation (33), we need to ensure that the following
condition holds:

|C∗|
|C|

− ϵ− b

|C|

√√√√H ln
(

1
p0

)
2

≥ 1− δ.
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By rearranging the inequality, we obtain the following condition that must hold for the given ϵ:

ϵ ≤ C∗

C
+ δ − b

|C|

√
H ln( 1

p0
)

2
− 1. (34)

In Equation (34), we have the following negative term:

− b

|C|

√√√√H ln
(

1
p0

)
2

. (35)

To achieve a small error probability p0, we can control this term by increasing |C|. Additionally, note
that b ≥ 3 (we choose b = 3) and δ = 0.1. Here, we fix error probability p0 = 1

8 . Furtheromore, note
that here n = d′, |C| = O(n) = O(H), and |C∗|

|C| = v∗. As a result, we have that:

ϵ ≤ v∗ − 3.06 ·O
(

1√
H

)
− 0.9. (36)

To guarantee that the right hand-side of the above inequality stays positive, we need to have v∗−3.06 ·
O
(

1√
H

)
− 0.9 > 0, hence the condition H = Ω( 1

(v∗−0.9)2 ). Based on the mentioned conditions,
we have the following probability inequality:

Pr (R(sH) ≥ 1− δ) ≥ 1− p0,

where p0 = 1
8 represents a small probability of failure.

Recall that the goal is to use the randomized algorithm ARL as a subroutine within ASAT, such that, with
high probability, at least a 1−δ fraction of the clauses are satisfied. Since the reduction is randomized,
we must ensure that the overall success probability—which includes both the correctness of the
polynomial-time transformation and the success of solving the δ-MAX-3SAT(b) instance—exceeds
2
3 (see Chapter 7 of [AB09]). As all components of the instance transformation are deterministic,
the success probability of the randomized reduction depends on two factors: the probability that
ARL returns an ϵ-optimal policy, which is 9

10 , and the probability that ASAT succeeds on δ-MAX-
3SAT(b) when employing ARL, which is 1− p0. Combining these, the total success probability is
9
10 · (1− p0) >

2
3 . This completes the reduction.

F Hardness Result about δ-MAX-3SAT(b)

To establish the hardness result for δ-MAX-3SAT(b) under rETH, as stated in Lemma E.1, we first
introduce a complexity problem called (b,ϵ)-GAP-3-SAT, as defined by [KLL+23], which is given as
follows:
Definition F.1 ((b,ϵ)-GAP-3-SAT [KLL+23]). Given a 3-CNF formula φ with v variables and O(v)
clauses, the following conditions hold:

• Each variable appears in at most b clauses.

• Either φ is satisfiable, or any assignment leaves at least an ϵ-fraction of clauses unsatisfied.

Based on the hardness result for solving (b,ϵ)-GAP-3-SAT in [KLL+23], we restate the following
lemma.
Lemma F.1 (Hardness of (b,ϵ)-GAP-3-SAT [KLL+23]). Under rETH, there exist constants
b, ϵ, c > 0 such that no randomized algorithm can solve (b,ϵ)-GAP-3-SAT with v variables in
time exp(cv/polylog(v)) with error probability 1/8.

To complete the proof of Lemma E.1, it suffices to reduce (b,ϵ)-GAP-3-SAT to δ-MAX-3SAT(b). For
this, we assume very small constants ϵ and δ to ensure that (b,ϵ)-GAP-3-SAT satisfies the conditions
of Lemma F.1, while preserving the NP-hardness of δ-MAX-3SAT(b). Without loss of generality,
we further assume that δ > ϵ.

Given an instance φ1 of (b,ϵ)-GAP-3-SAT with v variables and |C| clauses, we proceed with the
reduction as follows: we copy φ1 and create an instance φ2 for δ-MAX-3SAT(b). Let the algorithm
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that interacts with the (b,ϵ)-GAP-3-SAT instance be denoted as Agap, and the algorithm that interacts
with the δ-MAX-3SAT(b) instance as Amax. If the following conditions hold, we have a successful
reduction:

• If Amax solves φ2 and returns an assignment x ∈ Xassign such that |Ctrue(x)|
|C| ≥ 1 − δ, then

following x, we satisfy all clauses of φ1 and return “Yes".

• If Amax cannot solve φ2 and returns an assignment x ∈ Xassign such that |Ctrue(x)|
|C| < δ, then

following x, we leave at least an ϵ-fraction of clauses unsatisfied in φ1 and return “No".

For the first argument, if Amax returns an assignment x such that |Ctrue(x)|
|C| ≥ 1− δ, then since δ > ϵ,

it implies that all clauses in φ1 are satisfied. For the second argument, if the returned assignment
x satisfies |Ctrue(x)|

|C| < 1 − δ, then we cannot satisfy all clauses in φ2, and at least an ϵ-fraction of
the clauses remain unsatisfied. The instance transformation occurs in polynomial time, specifically
O(v), and the appropriate algorithmic connection is established. Consequently, we conclude that
δ-MAX-3SAT(b) is as hard as (b,ϵ)-GAP-3-SAT, and the hardness result from Lemma F.1 also holds
for δ-MAX-3SAT(b) under rETH.
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