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Abstract

Large Language Models (LLMs) are increas-
ingly employed in high-stakes decision-making
tasks, such as loan approvals. Despite their ex-
panding applications across various domains,
LLMs continue to struggle with processing tab-
ular data, ensuring fairness, and delivering re-
liable predictions. In this work, we assess the
effectiveness of LLMs in loan approval, with
a particular focus on their zero-shot and in-
context learning (ICL) capabilities. Specifi-
cally, we evaluate the performance of several
LLMs on loan approvals using datasets from
three geographical locations, namely Ghana,
Germany and the United States. We analyze
the impact of different serialization formats,
such as JSON, and natural language-like text,
on model performance and fairness. Our re-
sults indicate that LLMs perform significantly
worse than classical machine learning models
in zero-shot classification tasks, often display-
ing a tendency to either approve or reject all
loan applications. While ICL improves perfor-
mances of models by 17-27% (relative), its im-
pact on fairness remains inconsistent. Our work
underscores the importance of effective tabular
data representation methods and fairness-aware
models to improve the reliability of LLMs in
financial decision-making.

1 Introduction

The rapid advancements in artificial intelligence
(AI) and machine learning (ML) have led to their
widespread adoption across various industries, en-
abling automated decision-making in fields such
as healthcare, education, and finance (Jindal et al.,
2024; Nguyen et al., 2023; Munir et al., 2022).
Among these advancements, Large Language Mod-
els (LLMs), trained on vast amounts of textual
data, have demonstrated remarkable potential to
generalize across tasks and provide accurate predic-
tions (Naveed et al., 2023; Al4Science and Quan-
tum, 2023). Given their growing presence in crit-
ical domains like financial decision-making and

loan approval, it is crucial to understand the behav-
ior and ethical implications of these systems due to
their direct impact on individuals.

However, despite the benefits LLMs bring to
various areas, challenges still persist. i) While
traditional ML models are designed for tabular
data, LLMs are not natively equipped for such
tasks. Converting tabular data into textual formats
for LLMs can introduce challenges, as the trans-
formation may lose important structures and re-
lationships inherent in the original data (Singha
et al., 2023; Sui et al., 2024). ii) LLMs trained
on large datasets often inherit biases present in the
data. The model may unintentionally amplify these
biases, particularly in critical areas like financial
decision-making. This raises concerns about fair-
ness, highlighting the urgent need for strategies
to mitigate such biases. iii) There is limited re-
search on how in-context learning (ICL), which
embeds task-relevant examples in the input prompt,
can enhance the accuracy and fairness of LLMs
in financial decision-making. The challenge lies
in whether embedding these examples effectively
improves the model’s ability to make unbiased de-
cisions, especially in sensitive areas like finance.
This gap in understanding raises questions about
how ICL can be leveraged to ensure both accurate
and fair outcomes. iv) LLMs are not currently eval-
uated on datasets from diverse regions, limiting the
ability to assess how well they adapt to varying fi-
nancial behaviors shaped by cultural and economic
differences (Myung et al., 2024). This lack of eval-
uation raises concerns about their effectiveness and
fairness when applied to global financial contexts.

In light of these challenges, our work aims to
make the following contributions !:

1. We investigate the capability of LLMs in fi-

nancial decision-making, focusing on loan ap-
proval tasks. This includes a comprehensive

'We will make our code public upon acceptance.
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Figure 1: Our methodology involved utilizing datasets sourced from three distinct countries, and applying various
serialization methods. For each serialization approach, we conducted experiments with zero-shot or few-shot
learning techniques, assessing both model performance and fairness outcomes.

Data Name  Size #Features Output
Ghana 614 13 Yes/No
German 1000 21 Good/Bad
United States 1451 18 Yes/No

Table 1: Summary of the datasets used in the study.
Ghana (Sackey and Amponsah, 2018), German (Statlog)
and United States (Kaggle). Details of the feature de-
scription of each dataset are provided in the Appendix C.

zero-shot benchmark evaluation of various
LLMs and an analysis of the features they
prioritize in their decision-making process.

2. We analyze the impact of different tabular seri-
alization formats on the decision-making pro-
cess of LLMs.

3. We evaluate the effectiveness of techniques,
such as in-context learning, that aim to im-
prove LLM performance in financial decision-
making, with particular attention to their im-
pact on accuracy and fairness.

4. We examine the presence of gender-related bi-
ases in LLM-generated financial decisions, as-
sessing their implications and associated risks.

2 Related Work

LLMs in Decision-Making Systems. Large Lan-
guage Models (LLMs) have demonstrated signif-
icant promise in decision-making across a wide
range of domains, including healthcare (Kim et al.,
2024), education (Hendrycks et al., 2021), re-
search (Kwiatkowski et al., 2019), and supply chain

management (Li et al., 2023). In healthcare, for
instance, LLMs have been instrumental in diagnos-
ing diseases and recommending treatment plans
by processing vast amounts of medical literature
and patient data (Thirunavukarasu et al., 2023;
Yang et al., 2023). Similarly, in agriculture, LLMs
have been utilized to optimize crop yields and re-
source management by analyzing data from vari-
ous sources (Rezayi et al., 2022; Silva et al., 2023).
More specifically, within the financial sector, LLMs
are used to analyze market trends, expedite loan ap-
provals, and offer investment advice (Li et al., 2023;
Huang et al., 2023; Wu et al., 2023). Despite the
clear advantages in efficiency and decision-making
speed, there is a noticeable gap in research investi-
gating the impact of these decisions on individuals.
A false positive, such as approving a loan for an
undeserving applicant, may lead to financial diffi-
culties for the borrower. Over time, the applicant
could be unable to repay the loan, leading to a de-
crease in their credit score and exacerbating their
financial burdens. This situation underscores the
importance of considering the potential long-term
consequences of LLM-driven decisions in finance.

Serialization in LLMs. To enable the use of
LLMs for tabular data, the table must be serial-
ized into a natural text representation, a process
referred to as serialization (Jaitly et al., 2023). Se-
rialization methods, which convert tabular data into
a format that LL.Ms can process, can introduce their
own biases and limitations. For instance, (Hegsel-
mann et al., 2023) discusses how different seri-



Serialization

Example Template

JSON (default)

{age: 32, sex: female,

loan duration: 48 months,

purpose: education}

loan purpose is education

LIFT (Dinh et al., 2022)

GReaT (Borisov et al., 2022) ‘ age is 32, sex is female, loan duration is 48 months,

A 32-year-old female is applying for a loan for 48

months for education purposes.

Table 2: Comparison of serialization formats for loan applicant information. This table presents example
templates for representing loan applicant data with four features (age and sex, loan duration and purpose). JSON
is assumed as the default format. The selected serialization formats ensure diverse data representation, balancing
availability across different formats, naturalness, and alignment with prior work. Table 7 in Appendix D shows

examples for the List, Text, HTML and Latex format.

alization formats can lead to variations in LLMs
performance. Their study highlights that the choice
of serialization method can influence how effec-
tively an LLMs understands and processes the data.
A number of studies have proposed different seri-
alization methods, including Text and List for-
mats (Hegselmann et al., 2023), the GReaT for-
mat (Borisov et al., 2022), natural-like serialization
as used in LIFT (Dinh et al., 2022), and HTML-like
formatting (Sui et al., 2024). Additionally, works
like TabPFN (Hollmann et al., 2022) introduce tab-
ular foundation models specifically designed for
tabular datasets. However, in this work, we focus
on the capabilities of general-purpose LLMs and
their financial domain variants. We do not cover
tabular foundation models due to the broad range
of serialization formats considered in our study,
which may not align well with such models.

Bias and Unfairness of LLMs. The field of ma-
chine learning has long contended with biases and
ethical issues, which have become even more pro-
nounced with the rise of LLMs. These models are
trained on large corpora of human-generated text,
which often contain inherent societal biases (Garg
et al., 2018; Navigli et al., 2023; Sun et al., 2019;
Kotek et al., 2023). As a result, these biases can be
encoded into the models and perpetuated in their
decisions, leading to discriminatory outcomes. For
instance, gender, racial, and cultural biases present
in the training data can result in unfair treatment of
certain groups (Bolukbasi et al., 2016; Abid et al.,
2021). Addressing these biases is crucial to ensure
fair and ethical use of LLMs in decision-making
processes.

Our study examines the use of large language

models (LLMs) for loan approval decisions across
datasets from three geographical regions. We ex-

plore two key dimensions: the impact of serial-
ization methods and the effect of zero-shot and
few-shot prompting on decision accuracy and fair-
ness.

3 Methodology

3.1 Problem and Dataset Description
3.1.1 Problem Formalization

Given the tabular dataset D = {(x;, y;) }}-,, where
x; is a d-dimensional feature vector and y; belongs
to a set of classes C, the columns or features are
named F' = {f1,..., fq}. Each feature f; is a
natural-language string representing the name of
the feature, such as “age” or “sex”. For zero-shot
learning, we provide the LL.Ms with features F'
and task it to predict the class C. For our k-shot
classification experiments, we use a subset Dy, of
size k—sampled from the training set.

3.1.2 Datasets

We provide a summary of the dataset we used in the
study in Table 1 with a detailed description in Ap-
pendix C. For each dataset, we split the dataset into
80% train and 20% test using stratified sampling.
To convert each dataset to the formats shown
in Table 2 we created custom functions and also
used pandas 2 functions that change dataframe to
HTML and Latex. See Table 7 in Appendix D for
examples of Latex, Text, HTML and List formats.

3.2 Models
3.2.1 Baseline and Benchmark Models

To comprehensively understand and accurately
evaluate the investigated LL.Ms, we incorporated
simple baseline models and a benchmark model.

Zhttps://pandas.pydata.org/



* The zero model and one model serve as our
simple baselines, as shown in Figure 3. The
zero model assumes that no one will repay
the loan (i.e. zero output for all predictions),
while the one model assumes that everyone
will repay the loan (one output for all pre-
dictions). These models provide initial ref-
erence points for our experiment, illustrating
the performance metrics under these extreme
assumptions.

e Additionally, we trained a Logistic
Regression model on the training set to
serve as our benchmark model. This model
allows us to compare the performance of the
LLMs against traditional and well-understood
machine learning models. In training the
Logistic Regression model, we prepro-
cessed the dataset by dropping missing values,
applying label encoder to the categorical
features, and scaling all numerical features
using a standard scaler.

We acknowledge that other classical models,
such as decision trees or support vector machines,
might be optimized for this task and potentially
yield better performance. However, our primary
objective was to establish a straightforward bench-
mark for comparison.

3.2.2 Large Language Models

In this work, we investigated fen (10) LLMs. Our
selection criteria for these LLMs focused on their 1)
open-source nature, ii) popularity, iii) size, and iv)
specific domain coverage. The open-source nature
and popularity of the models are important because
they indicate the potential for broad adoption across
various domains. We deliberately excluded our
closed-source model due to resource constraints.

We considered models that have been trained
purposely for financial applications and these in-
cluded FinMA-7B-NLP and FinMA-7B-full from
the work of (Xie et al., 2023). To incorporate open-
source models optimized for instruction tuning,
we considered Meta’s LLaMA-3-70B-Instruct
and LLaMA-3-8B-Instruct, as well as Google’s
Gemma-2-27b-it and Gemma-2-9b-it. Addition-
ally, we included both the smaller and base variants
of Gemma-2-9b, LLaMA-3-8B, Gemma-2-27b, and
LLaMA-3-70B from the work of (Team et al., 2024,
Touvron et al., 2023; Meta, 2024). .

Detail model evaluation setup is presented in
the Appendix B along with detailed model token

attribution extended result in Appendix H.

3.3 Approaches to LLMs Improvement
3.3.1 In-Context Learning (ICL)

In-context learning involves providing examples to
enhance the capabilities of LLMs (Zhang et al.,
2024; Agarwal et al., 2024). This approach is
widely used because it eliminates the need for
parameter updates, reducing computational costs
associated with training. Following a similar ap-
proach utilized by the work of (Zhang et al., 2024)
we experimented with different numbers of exam-
ples, specifically n = 2,4, 6, 8.

3.3.2 Table-to-Text Serialization

Given that LLMs are trained on textual datasets,
and our datasets are in tabular format, we need to
convert these tables to text. This process, often re-
ferred to as serialization, is crucial because the for-
mat in which data is presented can significantly im-
pact the decision-making ability of LLMs (Hegsel-
mann et al., 2023). To investigate how this be-
haviour transfers to our loan approval task, we
explored six serialization formats as shown in Ta-
ble 2 and Table 7 in Appendix D. These formats
ranged from straightforward default values, such
as JSON and List, to more structured and natural
language text-like formats, such as HTML, Latex,
Text (Hegselmann et al., 2023), GReaT (Borisov
et al., 2022) and LIFT (Dinh et al., 2022).

3.4 Model and Fairness Evaluation

To evaluate the performance of the models on the
loan prediction task, we considered standard met-
rics such as the weighted-average F1 score and
the model accuracy (see Appendix A for defini-
tions). However, due to the imbalanced nature of
the datasets, we present only the results based on
the weighted average F1 score. Furthermore, to
assess whether the LLMs encode potential bias,
we employed two popular fairness metrics. We se-
lect equality of opportunity as it better aligns with
the objectives of loan approval tasks, ensuring that
qualified applicants, regardless of group member-
ship, have an equal chance of approval (Kozodoi
et al., 2022). We also consider statistical parity,
which assesses whether approval rates are indepen-
dent of sensitive attributes. The formal definitions
of these metrics are provided below:

Definition 1 (Statistical Parity (SP)) (Dwork
et al., 2012) A trained classifier’s predictions
Y satisfies this definition if the probability of a
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Figure 2: Comparison of weighted F1 score trends across serialization formats for few-shot examples averaged
over all ten (10) models. This table illustrates how in-context learning (ICL) enhances loan prediction tasks, with
varying performance trends across different serialization formats.

positive outcome is independent of the sensitive
attribute.

PlY =1|A=0]=P[Y =1]A =1] (1)

A represents the sensitive attribute to be pro-
tected. In this work, we consider the gender at-
tribute as the sensitive attribute and for simplicity,
we assumed it to be binary (i.e. male or female).
The notation Y represents the predictions of the
classifier, while Y refers to the true target label.

Definition 2 (Equality of Opportunity (EO))

(Hardt et al., 2016) Equality of opportunity ensures
that the true positive rate is the same across
different demographic groups. A classifier Y

satisfies equality of opportunity if:

PY=1Y=1,A=0)=P(Y =1|Y=1A=1)
(@3]
For all our experiments we considered females as
the protected group and males as the non-protected

group.
4 Results

Figure 3 compares the performance of different se-
rialization methods across models for each dataset.
The zero model outperforms the one model in the
Ghana and United States (U.S.) datasets, while on
the German dataset, the reverse is true. This shows
that the German dataset has a higher rate of non-
defaulters as compared to the other two datasets.

In the following subsection, we investigate these
findings by addressing key research questions:

4.1 Does LLMs perform better than
baseline/benchmark models on the default
format (JSON)?

In Figure 3, we compare the zero-shot perfor-
mance of LLMs against baseline models. Ana-
lyzing the results by country, the general trend in-
dicates that most models do not outperform either
the zero model or the one model. Some models
achieved marginally higher F1 scores, including
Gemma-2-9b-it for Ghana and seven models for
the U.S., while none did so for Germany. Impor-
tantly, none of the selected LLMs were able to out-
perform the simple Logistic Regression model,
which serves as the benchmark.

r w
Q For JSON serialization method financial domain-

specific models (FinMA-7B-full, FinMA-7B-NLP)
do not demonstrate significantly better performance
under zero-shot decision-making compared to mod-
els trained for general applications. Also, none
of the models outperform the baseline Logistic

Regression model.
\ y,

4.2 Does natural language improve
performance?

We explored multiple serialization techniques, each
requiring varying levels of effort to implement, as
shown in Table 2. The effort ranges from moder-
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Figure 3: Serialization types performance. Zero-shot performance of LLMs in loan approval, measured by the
weighted average F1 Score, across different table-to-text serialization methods. The results are an average of three
different prompts. Logistic regression benchmark uses default JSON serialization where variable as indivisual

features.

ate refinement for serializations like “GReaT” to
more detailed modifications for “lift” serialization.
We hypothesize that making the text sound more
natural would lead to performance improvements.

@ Inputs that resemble natural language more
closely do not necessarily yield the best perfor-
mance.

4.3 How does the zero-shot performance of
LLMs vary across different serialization
methods compared to baseline models?

Examining region-specific results, we observe the
following from Figure 3:

For the Ghana dataset, the best performances
are achieved using the GReaT serialization method
(Gemma-2-9b-it) and LIFT serialization method
(LLaMA-3-70B-Instruct).

In the German dataset, Gemma-2-9b-it shows
the poorest performance, with three out of four
models performing as poorly as the zero model.
Financial domain-trained models (FinMA-7B-full
and FinMA-7B-NLP) deliver the best results with
List and Text serialization methods.

For the U.S. dataset, results are gener-
ally more promising across all models, with
Gemma-2-27b-it consistently achieving the best
performance across all serialization methods tested

except LIFT.

With reference to Figure 8, we observe that deci-
sions are more dependent on datasets than models.
Particularly, finance-based models tend to show
low performance in U.S. and Ghana data while
Gemma-2-9b-it shows lower performance in Ger-
man data. Looking at the average across the for-
mats Gemma-2-27b-it performs best for the U.S.,
LLaMA-3-8B performs well for Germany. The de-
tails of this experiment have been included in Ap-
pendix G.

¢ Serialization methods can significantly af-
fect model performance, emphasizing the need
for careful selection. Furthermore, LLM perfor-
mance on the loan approval task depends on the
data source.

4.4 Does using few-shot examples improve the
decision-making abilities of LL.Ms?

Given the LLMs’ sub par performance in the zero-
shot experiments, we explored various methods to
improve their decision-making capabilities through
in-context learning(ICL). Figure 2 presents the re-
sults from our ICL experiment, where we provide
the model with varying numbers of n-shot exam-
ples, ranging from zero-shot (n=0) to 8-shot across
datasets and serialization formats. We can observe



Ghana (gemma-2-9b-it)

Germany (Llama-3-8B)

U.S. (gemma-2-27b-it)

0.8 0.8 0.8 | |
e | — et =]
=06 - " =06 === =06
o xgag.,—.z:;ﬁ © h=— ©
o [e] [e}
O (& i [
Po4 < Do4 i 204
L [T / [T
02 0.2 0.2
0 2 4 6 8 0 2 4 6 8 0 2 4 6 8
Shot Shot Shot
—e— GReaT HTML —— JSON —— Latex —— LIFT —— List Text

Figure 4: Mean weighted F1 scores for few-shot results using different serialization methods for best models
on each dataset. This table presents the mean weighted F1 scores for few-shot learning across different datasets,
using the best-performing model for each data source. The reported results are averaged over three different prompts.

presenting examples can improve all the tasks. This
trend continues in Figure 4 where we see average
improvement when with more examples we show
across all serialization methods.

fQ Performance of the models for all serializa—w
tion increases as the number of example shots
increases. Thus, few-shots examples can im-
prove the decision-making of LLMs for loan

approval, to an extent.
- v,

Germany Ghana US.
SP  E0 |SP E0 |[SP Eo0

Baseline models

Zero Model 0.00 0.00 | 0.00 0.00 | 0.00 0.00
One Model 0.00 0.00 | 0.00 0.00 | 0.00 0.00
Logistic Regression -0.03 -0.08 | -0.04 0.05 | -0.02 -0.01
Models Fine-tuned for Finance

FinMA-7B-full 0.13 0.16 | 0.03 0.06 | 0.00 0.00
FinMA-7B-NLP 0.07  0.07 | 0.00 0.01 | 0.00 0.00
Mid range open-source base models

LLaMA-3-8B 0.00 0.00 | 0.00 0.00 | 0.00 0.00
Gemma-2-9b 0.05 005 | -0.03 -0.04 | -0.06 -0.11

Mid range open-source instruction tuned models
LLaMA-3-8B-Instruct 0.03 0.06 | 0.00 0.00 | 0.01 0.02
Gemma-2-9b-it 0.01 001 | 0.03 0.04 | -0.04 0.13

Large range open-source instruction tuned models
LLaMA-3-70B-Instruct -0.03 0.0l ‘ 0.00  0.00 ‘ -0.01  0.03

Gemma-2-27b-it -0.01  -0.02 | 0.00 0.02 | 0.04 0.17
Large range open-source base models

LLaMA-3-70B -0.05 -0.05 | 0.00 0.00 | 0.00 0.00
Gemma-2-27b 0.00 0.03 | 0.00 -0.02 | 0.01  0.07

Table 3: zero-shot performance JSON(default), dis-
playing the Weighted-Average Statistical Parity (SP),
and Equality of Opportunity (EO) metrics. It compares
performance across the baseline models (zero model
and one model), the benchmark model (Logistic
Regression model), and the zero-shot models for all
three datasets.

4.5 Does decision-making impact vary across
different demographic groups?

From Table 3, our baseline models all show no
discrimination in terms of equality of opportunity
(EO) and statistical parity (SP). However, we see
high discrimination in terms of both EO and SP
with the FinMA-7B-full for the German dataset.
Similarly, we see this model also returns the high-
est disparity in terms of EO in the Ghana dataset.
It is interesting to note that this model among the
other models selected in this study is the only one
fine-tuned for finance. This therefore opens up
interesting research directions on further investi-
gating the fairness of downstream tasks that have
been trained with this model. In a similar light,
Gemma-2-27b-it returns the highest disparity in
terms of EO for the U.S. dataset. On the contrary,
LLaMA-3-8B has no disparity in terms of both fair-
ness metrics on the German data. Further highlight-
ing that different models penalize sensitive groups
differently.

¢ Finance based models shows higher gender
based disparity.

4.6 Do few-shot examples improve fairness?

In the German dataset, With reference to Figure F,
few-shot examples (e.g., n = 4) can lead to signifi-
cant fairness disparities in equality of opportunity
(EO), reaching differences of up to 0.10 for some
serialization methods in the German datasets. For
statistical parity (SP), disparities generally stabi-
lize or narrow as the number of examples increases,
though the extent of improvement varies by dataset
and serialization method.
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Figure 5: The mean difference in EO for different serialization methods and models. Finance-based models show
higher gender-based disparity for certain serializations while the results are highly region and format-dependent.

(Q Fairness in few-shot learning is highly\
context-dependent. While more examples can
sometimes reduce disparities, the impact is not
universal, underscoring the importance of care-
fully selecting and evaluating serialization meth-

kods to ensure fairness.

J

4.7 How does prompt sensitivity vary across
different regions and models?

The results in Figure 3 represent the average per-
formance across three different prompts, with error
bars indicating the sensitivity to prompt variations.
We observe relatively low prompt sensitivity in
the U.S. and Ghana datasets, whereas the German
dataset exhibits significantly higher sensitivity to
prompt differences.

¢ LLM performance sensitivity to prompts
varies across data sources—some datasets ex-
hibit stable results across prompts, while others
show significant variability.

4.8 What is the fairness F1 score tradeoffs?

Following the best-performing models, as shown
in Figure 4, we assess the fairness of these
models in Figure 5. The Gemma-2-27b-it
model shows a degree of disparity for the U.S.
data. In the case of the best-performing model

for Germany, LLaMA-3-70B-Instruct does not
show a higher level of unfairness compared to
the LLaMA-3-70B-Instruct and FinMA-7B-full
models. Similarly, the Gemma-2-9b-it model
does not show a higher disparity in EO difference.
Nevertheless, the FinMA-7B-full model shows a
higher disparity in terms of EO in both the Ghana
and Germany datasets. The negative EO difference
highlights that the model discriminates against the
non-protected group, which in this case is males.

¢ Financial-based models exhibit greater dis-
parities in EO mean difference, highlighting
higher levels of unfairness.

5 Conclusion

Our study assessed the performance of LLMs in the
loan approval task across various model settings,
including general open-source models and those
trained specifically for the financial domain. We
examined the impact of in-context learning and ex-
plored the effects of different serialization methods.
Future work aims to develop models that adapt
to diverse serialization techniques, enhance per-
formance while maintaining fairness, and provide
deeper insights into how different few-shot exam-
ples influence fairness.



Limitations

Dataset Differences. In our work, we examined
data sources from different regions, but a detailed
study and analysis of the differences between these
datasets are crucial. We used the default column
names and values for all datasets. However, some
of our serialization methods, such as LIFT, aimed
to improve column names by correcting spelling
errors and related mistakes inherent in the datasets.
We acknowledge that there may still be variances
that have not been captured and need further inves-
tigation. Due to the black-box nature of LLMs and
computational constraints, we did not analyze the
effect of individual features.

More Datasets. This study focused on three
datasets from distinct geographical regions. While
incorporating additional datasets with greater vari-
ability could improve the research, we maintained
this scope to align with the study’s objectives and
constraints.

LLMs Covered in the Work. This work covers
a limited number of LLMs and we mostly focused
on models that we believed to the best of our knowl-
edge would be adapted to several use cases because
of popularity, open source and continued support by
organizations that release them. We purposefully
left our closed-sourced model because of a lack of
resources and the difficulty in understanding what
decisions or generations are made.

Prompt Design. In this study, we generated
prompts by referencing similar research works.
While certain prompt structures may outperform
others, a comprehensive exploration of prompt en-
gineering techniques is beyond this work’s scope
due to the extensive number of experiments con-
ducted. We acknowledge the importance of this
aspect and propose it as a direction for future re-
search.

Explaining Model Behavior. We conducted to-
ken token attribution experiments to better under-
stand the reasoning behind model behavior. How-
ever, as the results were inconclusive, we have not
included a detailed discussion in the main text. In-
stead, a comprehensive account of the findings can
be found in Appendix H.
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Appendix
A Metrics

In evaluating the performance of Large Language Models (LLMs), we employ several key metrics to
assess their predictive accuracy. These metrics provide a comprehensive view of how well the models
align with ground truth labels.

Definition 3 (Accuracy) In evaluating the performance of the models, we estimated how well the LLM
predictions matched the actual ground truth labels. Mathematically, we measure accuracy as:

LN
Acc = N;H(Yi =Y))
1=

Where: N is the total number of instances, Y; is the predicted value for the i-th instance; Y; is the ground
truth value for the i-th instance; 1(Y; = Y;) is an indicator function that equals 1 if the predictionY;
matches the ground truth 'Y;, and 0 otherwise.

Definition 4 (F1 Score:) The F1 score is a harmonic mean of precision and recall, providing a balance
between the two metrics. It is particularly useful for imbalanced datasets. The F1 score is calculated as

Sfollows:

F1 Score — 2 - Precision - Recall

Precision + Recall

Definition 5 (Weighted-Average F1 Score:) The weighted average F1 score calculates the F1 score for
each class independently and then combines them using weights that are proportional to the number of
true labels in each class.

C
Weighted-Average F1 Score = Z w; X F1 Score;
i=1

where . .
No. of samples in class ¢

Wi = Total number of samples

and C' is the number of classes in the dataset.

B Model Evaluation Setup

For this task, we utilized EleutherAI’s open-source Language Model Evaluation Harness (Im-eval)
framework (Gao et al., 2024). We created custom configurations for each task and looked at log-likelihood
prediction for each possible token and decided possible generation from the possible class outputs. we
created 3 different prompts for each data sources and evaluated on same generation settings.

C Dataset Description

Table 4, 5, and 6 present the features included in the datasets. We use the target features as output
classes, and for serializations that convert feature names to text, we correct spelling to improve clarity and
expressiveness.
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Feature Name

Description

Loan_ID

Gender

Married
Dependents
Education
Self_Employed
ApplicantIncome
Coapplicantlncome
LoanAmount
Loan_Amount_Term
Credit_History
Property_Area

Unique identifier for the loan

Gender of the applicant

Marital status of the applicant

Number of dependents of the applicant
Education level of the applicant
Whether the applicant is self-employed
Income of the applicant

Income of the co-applicant

Loan amount requested

Term of the loan in months

Credit history of the applicant

Area type of the property

Loan_Status

Status of the loan (e.g., Loan paid or not )

Table 4: Description of Features for US Loan Predictions Dataset

Feature Name | Description

sex Gender of the applicant

amnt req Amount requested for the loan

ration Ratio of the amount granted to the amount requested
maturity Maturity period of the loan

assets val Value of the applicant’s assets

dec profit Decision on the profit potential
xperience Experience of the applicant

educatn Education level of the applicant

age Age of the applicant

collateral Collateral provided for the loan

locatn Location of the applicant

guarantor Guarantor for the loan

relatnshp Relationship with the financial institution
purpose Purpose of the loan

sector Economic sector of the applicant

savings Savings of the applicant

target Loan amount requested granted or not

Table 5: Description of Features for Ghana Credit Rationing Dataset

Feature Name Description

gender The gender of the individual

checking_status The status of the individual’s checking account
duration Duration of the credit in months

credit_history Credit history of the individual

purpose Purpose of the credit

credit_amount
savings_status
employment
installment_commitment
other_parties
residence_since
property_magnitude

Amount of credit requested

Status of the individual’s savings account

Employment status of the individual

Installment commitment as a percentage of disposable income
Other parties related to the credit

Number of years the individual has lived in their current residence
Value or magnitude of property

age Age of the individual

other_payment_plans Other payment plans that the individual has
housing Housing status of the individual
existing_credits Number of existing credits at this bank

job Job status of the individual

num_dependents
own_telephone
foreign_worker
class

Number of dependents

Whether the individual owns a telephone
Whether the individual is a foreign worker
Classification of the credit (e.g., good or bad)

Table 6: Description of Features in German Credit Dataset

D Serialization

Table 7 shows examples of the six (6) different serialization methods employed in this work. We
considered straightforward default values, such as JSON and List, to more structured and natural language
text-like formats, such as HTML, Latex, Text (Hegselmann et al., 2023), GReaT (Borisov et al., 2022) and
LIFT (Dinh et al., 2022).
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Serialization

JSON (default)

Example Template

{age: 32, sex: female, loan duration: 48 months, purpose: education }

List - age: 32

- sex: female

- loan duration: 48 months
- purpose: education

GReaT (Borisov et al., 2022) | age is 32, sex is female, loan duration is 48 months, loan purpose
is education

Text The age is 32. The sex is female. The loan duration is 48 months.
The purpose is education.

LIFT (Dinh et al., 2022) A 32-year-old female is applying for a loan for 48 months for
education purposes.

HTML <table><thead>
<tr><th>age</th> <th>sex</th>

<tr><td>32</td><td>female</td>
</tr>
</tbody></table>

Latex
\begin{tabular}{lrrr}

\toprule

age & sex & loan duration & purpuse \\
\midrule

32 & female & 48 month & education \\
\end{tabular}

Table 7: Comparison of serialization formats for loan applicant information. This table presents example
templates for representing loan applicant data with four features (age and sex, loan duration and purpose). JSON
is assumed as the default format. The selected serialization formats ensure diverse data representation, balancing
availability across different formats, naturalness, and alignment with prior work.

E Prompt Examples

In Figure 8, we employed straightforward and minimally complex prompts for the task to maintain
simplicity and consistency. For each task, we carefully adapted the prompt while ensuring alignment
with the specific requirements of the evaluation. However, we intentionally chose not to modify the
output classes or introduce entirely new prompts across different tasks, as doing so could have introduced
unintended variables that might influence the evaluation outcomes.

F More Fairness Scores

Below, we investigate additional questions, particularly the relationship between fairness scores and
In-Context Learning (ICL) performance. Specifically, we analyze how variations in fairness scores impact
ICL results, as illustrated in Figure 6.In Figure 7, we present the statistical parity difference across
various serialization methods and models. This analysis aims to examine how different serialization
techniques impact fairness, providing insights into potential biases introduced by these encoding strategies..
This exploration aims to provide deeper insights into potential biases and the extent to which fairness
considerations influence model performance in different settings.
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Figure 6: Equality of Opportunity Difference for Few-Shot Learning Across Serialization Methods and
Datasets This figure shows the equality of opportunity difference for few-shot learning using different serialization
methods across the three datasets. In-context learning (ICL) does not consistently reduce bias; in some cases,
models exhibit significantly unfair behavior, particularly in certain shot configurations.
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Figure 7: Statistical Parity Difference Across Serialization Methods and Models This figure illustrates the
statistical parity difference for various serialization methods and models. We observe that financial models exhibit
notably high bias, particularly for the Ghana and Germany datasets.

G In-Context Learning (ICL)

In the In-Context Learning (ICL) experiment depicted in Figure 8, we utilized the training set of our
dataset to randomly select few-shot examples. Our findings indicate that ICL yields the most significant
improvement when increasing from zero to two examples; however, subsequent increments in the number
of examples does not result in similar returns. This observation aligns with existing research, which
suggests that while ICL can be effective with a limited number of examples, its performance gains tend to
plateau as more examples are added (Agarwal et al., 2025).
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Figure 8: Average F1 Score for Few-Shot Learning Across Different Serialization Methods This figure presents
the average F1 scores across various serialization methods for each dataset. We observe that the same models exhibit
similar performance trends within each dataset, regardless of format. While the text format of the Ghana dataset
may not share characteristics with the text format of the Germany dataset, Ghana’s text and JSON formats display
notable similarities.
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Example of Loanpred Prompt

You are an expert LLM with extensive knowledge in financial analysis. Your task is to evaluate a person’s
profile and determine their likelihood of repaying a loan. Respond with ’Y’ if the person is likely to repay
the loan, and ’N’ if they are not likely to repay.

Profile: {profile}

Answer:

You are a financial analysis expert with extensive knowledge in credit assessment. Review the individual’s
profile to evaluate their likelihood of repaying the loan. Respond with ’Y’ if repayment is likely, or ’N’ if
it is not.

Profile: {profile}

Answer:

As a financial expert skilled in assessing creditworthiness, analyze the following profile and indicate the
likelihood of loan repayment. Use ’Y’ for likely repayment and ’N’ for unlikely.

Profile: {profile}

Answer:

Example Of Germany Prompt

You are an expert LLM with extensive knowledge in financial analysis. Your task is to evaluate a person’s
profile and determine their likelihood of repaying a loan. Respond with ’good’ if the person is likely to repay
the loan, and ’bad’ if they are not likely to repay.

Profile: {profile}

Answer:

You are a financial assessment specialist with deep insights into creditworthiness. Review the profile below
and indicate the repayment likelihood with ’good’ if the individual is likely to repay the loan, or ’bad’ if
they are not.

Profile: {profile}

Answer:

Imagine you are a loan assessment expert with extensive experience in evaluating repayment potential. Analyze
the details provided to judge whether repayment is probable. Use ’good’ for likely repayment and ’bad’ for
unlikely.

Profile: {profile}

Answer:

Example Of Ghana Prompt

You are an expert LLM with extensive knowledge in financial analysis. Your task is to evaluate a person’s
profile and determine their likelihood of repaying a loan. Respond with ’Yes’ if the person is likely to repay
the loan, and ’No’ if they are not likely to repay.

Profile: {profile}

Answer:

You are a financial risk evaluator with expertise in creditworthiness. Review the individual’s profile and
indicate their repayment likelihood. Use ’Yes’ for likely repayment, or ’No’ if repayment is unlikely.

Profile: {profile}

Answer:

As an expert in financial analysis, assess the following profile to determine the likelihood of loan repayment.
Respond with ’Yes’ if repayment is probable, and ’No’ if it is not.

Profile: {profile}

Answer:

Table 8: Example Prompts Used for the Task. For each task, we created three distinct prompts, and the reported
results represent the average performance across all three.
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H Token Attribution explainability experiments

In understanding the decision processes made by LLMs we used caprum (Kokhlikyan et al., 2020), an
open-source model explainability library that provides a variety of generic interpretability methods. Our
main question of interest in this work was to understand the interesting features that are used by LLMs
in decision-making. In addition, we seek to understand the different decision-making characteristics
observed between each LLM.

In this work, the main questions we have are; if LLMs are looking at interesting attributes to make
decisions and what different decision-making characteristics are observed between each LLM.

We calculated token attribution for examples by replacing them with every possible item in the test set
and assuming specific generation output. The results reported show representative values for the whole
test set since we built our baseline tokens to be representative of the whole test set. Detailed visualization
of the attribution is shown in Figures below.

The models explored in this study are medium-sized open-source models, chosen to balance computa-
tional efficiency and feasibility. The inclusion of larger models was limited due to computational overhead,
while architectural complexities in Captum prevented the integration of financial models.

For the Ghana dataset, as shown in Figure 9 and Figure 10, we observed that Gemma-2-9b-it models
primarily exhibit negative or neutral attributions from surrounding features for both positive and negative
predictions. This behavior results in a slight performance gain, as presented in Table 3. Additionally, we
found no consistent feature that LLMs consistently focus on, making the decision-making process highly
model-dependent.

For the US data, as shown in Figure 14 and Figure 13, we observed that most decisions are influenced
by the Loan_ID column, which contradicts the patterns observed by manual decision-makers. Unlike
other datasets, the US data exhibits more consistent feature selection by LLMs, indicating a stronger
alignment in the features they prioritize.
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'xperience': 1.0, 'educatn': 1, 'age': 53, 'collateral': 1500, 'locatn': @, 'guarantor': @, 'relatnshp': 1,
'purpose': 1, 'sector': 4, 'savings': 0}
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Figure 9: Attribution scores of Ghana data for example 1. Positive attribution scores are indicated in green, while
negative scores are shown in red. We can see Gemma-2-9b-it models have more negative and neutral attribution
scores completely different from their original model Gemma-2-9b.
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Figure 10: Attribution scores of Ghana data for example 2. Positive attribution scores are indicated in green, while
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Figure 11: This figure displays the attribution scores for Example 1 of the Germany dataset. Positive attribution
scores are indicated in green, while negative scores are shown in red. Gemma-2-9b-it models show high negative
attribution from most features and we dont see focus on specific feature throughout the models.
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Figure 12: This figure displays the attribution scores for Example 2 of the Germany dataset. Positive attribution
scores are indicated in green, while negative scores are shown in red. Gemma-2-9b-it models show high negative
attribution from most features and we dont see focus on specific feature throughout the models.
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{'Gender': 'Male', 'Loan_ID': 'LP@02101', 'Married': 'Yes', 'Dependents': '@', 'Education': 'Graduate',
'Self_Employed': None, 'ApplicantIncome': 63337, 'CoapplicantIncome': 0.0, 'LoanAmount': 490.0,
'"Loan_Amount_Term': 180.0, 'Credit_History': 1.0, 'Property_Area': 'Urban'}
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Figure 13: This figure displays the attribution scores for Example 1 of the US dataset. Positive attribution scores
are indicated in green, while negative scores are shown in red. We can see the “Loan_ID” feature significantly
influences the model’s output.
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Figure 14: This figure displays the attribution scores for Example 2 of the US dataset. Positive attribution scores
are indicated in green, while negative scores are shown in red. We can see the “Loan_ID” feature significantly
influences the model’s output.
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