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Abstract

Diffusion-based models have shown great promise in molecular generation but
often require a large number of sampling steps to generate valid samples. In this
paper, we introduce a novel Straight-Line Diffusion Model (SLDM) to tackle this
problem, by formulating the diffusion process to follow a linear trajectory. The
proposed process aligns well with the noise sensitivity characteristic of molecular
structures and uniformly distributes reconstruction effort across the generative
process, thus enhancing learning efficiency and efficacy. Consequently, SLDM
achieves state-of-the-art performance on 3D molecule generation benchmarks,
delivering a 100-fold improvement in sampling efficiency.

1 Introduction

3D molecular generation is an essential task in drug
discovery, material science, and molecular engineer-
ing. The goal is to computationally design 3D molec-
ular structures that not only capture intricate physical
and chemical constraints but also fulfill specific prop-
erties.

Recently, diffusion models have been widely applied
in this field, inspired by their remarkable success in
image synthesis [[Dhariwal and Nichol, 2021, Rom1
bach et al., 2022, [Peebles and Xie, [2023||, and other
domains [Brooks et al.,|2024} |Abramson et al., [2024].
Methods like EDM [Hoogeboom et al., 2022], EDM-
Bridge [Wu et al., [2022]] and GeoLDM [Xu et al.,
2023|] have demonstrated the potential of diffusion-
based frameworks to generate chemically valid 3D
molecular structures. However, these direct appli-
cations of diffusion methods usually require a large
number of sampling steps to produce valid molecules.
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Figure 1: Comparison of molecule stability
(1) across diffusion-based molecular gener-
ation models on QM9 unconditional gener-
ation, evaluated by the number of function
evaluations (NFE) during the sampling pro-
cess.
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Taking EDM as an example, it requires approximately 1000 steps of function evaluations to generate
molecules with around 82% stability, which is a key metric for assessing sample quality by quantita-
tively measuring whether the molecule satisfies chemical constraints. Reducing the sampling steps
significantly degrades the molecule stability.

To improve sampling efficiency, EquiFM [Song et al.,|2024]] and GeoBEN [Song et al.|[2023a]] have
been proposed to utilize the Flow Matching (FM) framework [Tong et al., 2023 and Bayesian Flow
Networks (BFN) [Graves et al.||2023]] for molecular generation. The use of these advanced generative
Al models enables a speedup of 5x and 20x, respectively, compared to EDM. However, they still
require a large number of sampling steps (e.g. 1000) to achieve high molecule stability (e.g. 90%), as
shown in Figure[T]

To understand why existing methods suffer from low efficiency, we analyze the issue through the lens
of truncation error in sampling. We begin by establishing a unified perspective on previous diffusion-
based methods, including diffusion models, flow matching methods, and Bayesian flow networks.
Specifically, their noise corrupting process can be generalized as x; = u(t)xo+o(t)e, e ~ N (0, Iy),
where x represents the clean data, x is the noise corrupted data at time ¢ € [0, T, u(¢) and o (t)
define the schedule of the process. In this framework, all these processes can be equivalently framed
as continuous-time Ordinary Differential Equations (ODEs), even though they may employ stochastic
sampling in practice. This viewpoint allows the sampling process to be interpreted as a numerical
approximation of the solution trajectory of the underlying ODE. Crucially, most existing methods rely
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on first-order estimation, whose truncation error is governed by the second-order term d () (At)2.
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We observe that & dﬁ@ in these approaches can be large, requiring small step sizes At to reduce the

truncation error, which results in a large number of sampling steps.

To address this issue, we propose a novel diffusion process called Straight-Line Diffusion Model
(SLDM). The key idea is to minimize truncation error by striving to achieve a linear sampling
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trajectory, i.e. d dﬁgt) = 0. This approach allows the diffusion dynamics to tolerate larger step sizes

without sacrificing accuracy, leading to a substantial improvement in sampling efficiency. Building
on this objective, we theoretically prove that when u(t) = 1 — ¢t/T and o is a small constant, the
process guarantees a near-linear trajectory. Intuitively, this process features a linearly decreasing
mean term and a consistently small variance term, representing a smooth linear progression from the
origin point to the data.

Notably, SLDM strikes a good balance between efficiency and efficacy by using our straight-line
schedule. Firstly, this strategy aligns well with the inductive bias of molecular generation, preventing
the introduction of chemically implausible conformations. Unlike images, molecular structures are
much more sensitive to noise, and even small perturbations can lead to unrealistic structures that
violate chemical principles. This challenge requires a slower signal-to-noise ratio (SNR) decay
during the noise-adding process, as suggested in [Song et al.| [2023al]. By naturally satisfying a
slower SNR decay, our method maintains chemical information of the intermediate states, enhancing
computational efficiency compared to traditional methods such as EDM. Secondly, our strategy
achieves a more balanced generative process, significantly improving the model’s learning efficacy.
In methods like GeoBFN, minimal perturbations are applied in the later stages, shifting most of the
reconstruction burden to earlier stages. Although this reduces the computational load in the later
stages, it creates an uneven distribution of effort, limiting the model’s learning capacity. In contrast,
our approach evenly distributes the reconstruction effort across the entire process, enabling the model
to learn effectively at each stage. This balance results in a more stable and efficient learning process,
enhancing the robustness and accuracy of the generated molecular structures.

We conduct extensive experiments to demonstrate the potential of straight-line diffusion in 3D
molecular generation and other domains. As shown in Figure[T] using only at most 10 or 15 sampling
steps, SLDM surpasses EDM or EquiFM, GeoBFN with 1000 sampling steps, achieving up to 100- or
70-fold improvement in sampling efficiency. In terms of generation quality, SLDM with 200 sampling
steps achieves 95% molecular stability, significantly outperforming the best baseline, GeoBFN, which
requires 1000 steps to reach 90% molecular stability. We also observe that similar improvements
can be achieved when applying SLDM to the conditional generation task, i.e. generating molecules
with a desired property, highlighting its potential to enable more practical and controllable molecular
design in future applications.



2 Analysis on Sampling Efficiency

We begin by theoretically analyzing the underlying factors contributing to the sampling efficiency
issue. In particular, we first present a unified framework for diffusion-based methods, including
their SDE and ODE formulations. We then examine the sampling truncation error from the ODE
perspective, highlighting the critical role of the process’s second-order derivative in improving
sampling efficiency.

We denote the data as € RY, where for molecules, it refers to a 3D point cloud comprising
atomic coordinates and potentially other atomic features. According to Karras et al.|[2022]], Xue
et al.|[2024a], various diffusion-based models, including DDPM [Ho et al.,[2020]], DDIM [Song et al.|
2021a], VE [Song et al.,|2021bf], FM [Lipman et al.,2023]], and BFN [Graves et al., [2023]], can be
formulated as a unified form with the noise corrupting process defined as:

Ty = M(f)% + U(t)ev €~ N(Ov IN)at € [OvT} (H

where g, x; are clean data and noise corrupted data respectively, u(¢) and o (¢) define the schedule

of the process. Specifically, as detailed in Appendix[A.2] the schedule parameters are summarized
as follows: pipppmepmy = 1— (¢/T)?, pve = piopiv = 1, pgen = 1 — Uil(il,:t/T)a pem = 1—t/T;

opppm@EpM) =/ 1— (1= (t/T)2)2, ove=V/t, ocppim =1, open = / iBrn (1 — pBEN)s o =1/ T+ (1—
t/T)0 min, where DDPM(EDM) uses the approximated DDPM schedule given in EDM [Hoogeboom
et al.l|2022]]. 0,4, are defined as small constants to ensure ;(0) ~ 1 and 0(0) ~ 0. T'is typically
chosen to be sufficiently large so that 1 approximates a known distribution.

Extending a similar theoretical technique from |[Karras et al.|[2022] to the unified form, we can prove
that equation [Iis the solution to the following linear stochastic differential equation (SDE):

(1) (1)

where p(t) and o(t) should adhere to the constraints (0) = 1, 0(0) = 0, with u(t) > 0 being
monotone non-increasing, o(t) > 0, and o(t)/4.(t) being monotone non-decreasing. The detailed
proof is elaborated in Appendix [A.T]

day = M0 g a1 ¢ \/ 2005 (t) — 20(2 2D u, &

According to the ODE and SDE relations revealed in|Song et al.|[2021b], we can derive the equivalent
ODE that follows the same marginal probability densities as the above SDE:

I 10 B Sy 1) A
diL't_[u(t) t ((t) (t)=a(?) M(t))vml g i t)}dt_ 3

Consequently, most existing diffusion-based methods widely used in 3D molecular generation,
including DDPM, DDIM, VE, FM, and BFN, can be interpreted from a continuous-time perspective,
where their diffusion process can equivalently be viewed as an SDE in equation 2] or an ODE in
equation [3| Therefore, we can use the ODE formulation as a valuable perspective to analyze the
sampling efficiency issue.

Specifically, the diffusion sampling process can be interpreted as a numerical approximation of the
backward solution trajectory of the underlying ODE in equation EI This numerical approximation
inherently introduces truncation errors at each step. For example, under Euler’s method, the simplest

and widely-used numerical scheme, (¢ — At) is approximated by x(t) — dﬁ(tt) At when solving the
ODE backward in time. However, the true value can be derived from the Taylor expansion:

dz(t) 1 d%x(t) 9 3
t—At) =x(t) — —At + = At O((At 4
2t — At = a(t) - S22 A+ S SED (A0 + O(ADY), @
where At is a small step size. Thus, the truncation error primarily arises from the second-order term,
2.
governed by & digt).

To minimize this truncation error, traditional numerical analysis primarily focuses on developing
higher-order solvers to estimate higher-order terms, assuming the ODE structure is fixed. EquiFM

2Connections between sampling of baseline methods and first-order ODE sampling are discussed in appendix
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[Song et al.l |2024] applied such a technique in 3D molecular generation to speedup the sampling
process. However, higher-order solvers face a trade-off between the number of function evaluations
(NFE) and accuracy, limiting their ability to achieve even smaller NFEs. As a result, the issue remains
partially unsolved. In contrast, we take a different approach: rather than focusing on the sampling
algorithm, we reformulate the diffusion process itself to minimize the truncation error, which directly
influences the sampling efficiency.

However, our unified formulation of diffusion introduces a key flexibility: the ability to modify the
schedule of the process, thereby altering the ODE structure itself to reduce these errors. Therefore,
we emphasize that the key to minimizing the truncation error is to reduce the second-order derivative
of the process.

3 Straight-Line Diffusion Process

To reduce the truncation error of the sampling process, we aim to design a new diffusion process whose

2
inherent ODE exhibits minimal djig“ . By achieving this, even a basic Euler iteration can deliver low

truncation error without resorting to complex solvers that require multiple function evaluations. This
novel perspective advances the Pareto frontier of efficiency and accuracy in diffusion sampling.

3.1 Derivation of SLDM

Given the intractability of the score function for general data distributions, we begin by examining a
simplified case where the initial distribution is a delta distribution. This setup provides a tractable
backward ODE, enabling a more straightforward analysis. In this case, the only solution that ensures
42 remains constant is for o(t) to be constant and i(t) to be a linear function of ¢. Details can be

found in Appendix[A.4]

Given the boundary condition that x approximates data distribution and x,—; approximates a known
distribution, the only feasible choice is to set o(¢) to a small poistive constant and u(t) =1 —¢/T,
which satisfies all the schedule constraints noted under equation except 0(0) = 0. This is because
setting o(0) = 0 exactly would result in a trivial denoising objective, To avoid this, we instead
approximate o (0) by a small value, which keeps the denoising task non-trivial while still satisfying
the boundary condition approximately. In practice, we use a value for o that is two orders of
magnitude smaller than the data scale, yielding good results.

Rescaling time to the interval [0, 1], the resulting diffusion process is:

z = (1 —t)xo + o€, t € [0,1], 5)
which ensures a straight-line trajectory under the delta data distribution assumption.
We then analyze the above diffusion process for general data distribution and demonstrate that a

near-linear trajectory could be achieved by setting a small constant value for o, as shown in the
following theorem.

Theorem 3.1 (Near-linear Trajectory of SLDM). For a general data distribution and the schedule in
equation[5] the following inequality holds for each dimension i:

de® 2@ o2
Pl 4+ 2 |>0) < . 6
( dt l—t‘* )*62(1—25)2 ©
When o — 0, % + 374 converges to zero in probability, where the solution to equation % +145 =0
is that {*; is constant, which corresponds to a linear trajectory.
(@ (@)
In other words, for € [0,1— -Z], | %%~ 4 1| < § holds with probability at least 1 — 2, indicating

that setting o to a small value ensures that the trajectory remains close to a straight line for most
timesteps. This aligns with our empirical observations shown in Figure[6} the overall SLDM trajectory
is straighter compared to other diffusion processes, and the sampling trajectory deviates more from a
straight line in the initial steps but becomes increasingly linear later.

To further improve the sampling quality, we aim to mitigate the impact of early-stage truncation
errors. This is achieved by our stochastic sampling design, which exhibits robustness to such early-
stage errors, as supported by empirical evidence provided in Appendix As a result, despite the



Figure 2: The diffusion process of atomic coordinates in EDM, GeoBFN and SLDM.

challenges in minimizing the early-stage truncation error, our method manage to achieve high-quality
samples with few sampling steps.

3.2 Comparisons with Previous Diffusion Processes

Previous studies [Nichol and Dhariwal, 2021, |Rombach et al.| 2022] have underscored the importance
of amortizing the generative difficulty through the diffusion process to improve sample quality.
These works typically customize signal-to-noise ratio (SNR) schedules to adapt to varying data
characteristics. Notably, as pointed out in Song et al.[[2023a]], the point cloud representation of
molecular structures is far more sensitive to noise compared to images. Consequently, for molecular
generation, the SNR needs to be decreased at a much slower pace than in the image generation
domain.

Our proposed method aligns remarkably well
with these insights. As shown in Figure[3] the
SNR in our method decreases significantly — °¢
slower than that of previous methods. In ad- s
dition, our schedule results in a smoother and =,
more stable generative process for molecules,

as demonstrated in Figure[2] The process un-
folds uniformly from the origin, preserving
the relative spatial relationships of atomic co-
ordinates in intermediate states and retaining
critical chemical information throughout the
generative trajectory.

In contrast, traditional diffusion models like
EDM, which follows the process schedule of
DDPM, also known as VP, involve a noise
variance that increases monotonically during the forward process. This increasing noise quickly
disrupts the spatial structure of molecules, rendering much of the diffusion process chemically
meaningless. As a result, many computational resources are wasted on steps that attempt to reconstruct
signal-less states, leading to a severe reduction in overall model efficiency. Though GeoBFN adopts a
low-noise regime for most timesteps, it keeps + =~ 1 and o ~ 0 for over a half of the process, making
little changes to the molecular structure. Therefore, GeoBFN shifts the majority of reconstruction
difficulty to the earlier stages, creating a severely unbalanced generative process. More illustrations
of generation process are provided in Appendix
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Figure 3: Comparison of schedule parameters across
diffusion-based models. Here SNR refers to (u/c)?.
For SLDM, we set o = 0.05, consistent with experi-
ments. The cutoff values o,x and o, used in other
baselines are provided in Appendix [A.2]

To sum up, compared to existing diffusion-based models, the new schedule in SLDM aligns better
with the inductive biases of molecular data. The approach of distributing the reconstruction difficulty
more evenly across the entire diffusion process helps facilitate more effective learning, improving the
model’s efficiency and efficacy.

3.3 Sampling Strategy of SLDM

Here we introduce the specific sampling strategy of SLDM. First, we need to derive the reverse
process of equation 2]or equivalently equation[3] Notably, previous work [Xue et al.l2024b] (Equation
6) provides a unified form of the reverse-time stochastic differential equation (SDE), which shares
the same marginal distribution as the forward process, thereby ensuring that the sampling process
has the ability to reconstruct the data distribution. We apply the parameter p and o of SLDM to this
equation and then discretize it using the Euler-Maruyama method, yielding the following discretized



Algorithm 1 SLDM Training Algorithm 2 SLDM Sampling
Input: data x( with dimension IV, neu- Input: trained network ¢, same N and o as training,

ral network ¢, constant o sampling steps 7', temperature annealing rate v
repeat Sample  ~ o - N'(0, Iy)
Sample ¢ ~ U([0, 1]) fori=T—1t01do
Sample € ~ N (0, Iy) T T*T(:l) (x—o-p(x,t))

Compute x; = (1 — t)zo + o€
Minimize ||e — ¢(x¢,1)||?
until converged,
return ¢

if i > 1 then
:L’<—:L'+(%)V\@-a~e,e~./\/(0,]N)
end
end
return x

reverse-time SDE:

At At At
T-Ar =Tt t T (24 + 0° Vg log pi(z:)) +5(ﬂm02vm log pe(@e) +4/26(t) T— o€,

ODE Sampling of equationE] Langevin dynamics

(N

where (t) is any non-negative bounded function.

Similar to previous works [Xue et al.,[2024b, |[Karras et al.l 2022]], this sampling can be interpreted as
a combination of ODE sampling and Langevin dynamics. The ODE component drives the denoising
process along deterministic trajectories, while the Langevin dynamics introduce stochastic corrections.
Specifically, we choose 3(t) = (1 — t)/At, to ensure the expectation of the RHS of equation[7)is
E[x:—at|x], as it provides the optimal estimation of ;_ A in terms of minimizing the mean squared
error (MSE). Details are demonstrated in Appendix [A.5]

Thus the sampling algorithm becomes:

1— (t— At)
1—t

Note that 1 — ¢ appears in the denominator of the above equation. To avoid potential division by zero,
we choose to skip the t = 1 sampling step and find that it works well. This might be because the
early sampling steps are less critical to the final result, likely due to Langevin dynamics not strictly
requiring a specific prior, which imparts an inherent error-correction capability to the algorithm. This
property is further supported by our observation that the sampling process remains relatively robust
even when initialized from an invalid distribution, as demonstrated in Appendix

Ti—At = (z1+0° Vg log pi(zy))+V20¢. (®)

The above sampling algorithm provides a principled way to approximately sample from the input
data distribution, but its practical application in molecular datasets presents unique challenges. In
particular, the molecular stability of the dataset is not guaranteed to be 100%. To enhance stability
and mitigate the impact of data noise, low-temperature sampling can be employed to generate
samples that preserve essential properties of the input data. For Langevin dynamics, the sampling
temperature can be controlled by scaling the stochastic term with a constant. However, prior work
has demonstrated that such temperature control in diffusion model sampling often fails to effectively
balance diversity and fidelity [Dhariwal and Nichol, |2021]]. Additionally, as observed in our toy
dataset experiments, conventional low-temperature sampling suffers from mode collapse, failing to
fully cover all high-density regions of the target distribution.

To address these limitations, we propose a time-annealing temperature schedule:

1—(t— At)

L (x; + 0° Vg logp(x)) + 'V 20e, 9)

Lt—At =
where v controls the decay rate of temperature over time. This approach allows for higher stochasticity
during the initial stages of sampling, enabling the exploration of distant probability density maxima.
As the temperature decreases in later stages, the process converges to the probability density maxima.
Further theoretical explanations and toy data illustrations are provided in Appendix With the
help of the temperature control, our sampling strategy can reduce the impact of noise in the data,
and generate molecules with enhanced stability. The complete training and sampling procedure of



straight-line diffusion are given in algorithm[I]and[2] We further discussed the relation to relevant
techniques used in general generative approaches in Related Work (Appendix [D.2), including noise
scheduling, flow-based methods, other straight-line trajectory models, etc.

Table 1: Unconditional molecular generation results on QM9 and GEOM-Drugs datasets. For all
diffusion-based models, 1" denotes sampling steps. Metrics are calculated with 10000 samples
generated from each model. Higher values indicate better performance.

QM9 GEOM-Drugs
#Metrics Atom sta(%) Mol sta(%) Valid(%) V*U(%) | Atom sta(%) Valid(%)
Data 99.0 95.2 97.7 97.7 86.5 99.9
E-NF 85.0 4.9 40.2 394 - -
G-Schnet 95.7 68.1 85.5 80.3 - -
EDM (T=1000) 98.7 82.0 91.9 90.7 81.3 92.6
GDM (T=1000) 97.6 71.6 90.4 89.5 77.7 91.8
EDM-Bridge (T=1000) 98.8 84.6 92.0 90.7 82.4 92.8
GeoLLDM (T=1000) 98.9 89.4 93.8 92.7 84.4 99.3
EquiFM (T=200) 98.9 88.3 94.7 93.5 84.1 98.9
GeoBFN (T=1000) 99.08 90.87 95.31 92.96 85.60 92.08
END (T=1000) 98.9 89.1 94.8 92.6 87.0 89.2
SLDM (T=1000) 99.43 95.42 97.07 90.42 88.30 99.95
SLDM (T=50) 99.30 93.37 96.24 93.63 89.03 99.57

4 Experiment

To validate the advantages of our method in molecular generation, we evaluate its overall performance
and sampling efficiency in both unconditional and conditional generation scenarios.

4.1 Setup

Datasets We evaluate our model using two widely adopted datasets for unconditional molecular
generation, with all dataset splitting strictly following baseline settings [Hoogeboom et al.| [2022|
Song et al.l 2024} [2023a]. QM9 [Ruddigkeit et al., 2012, Ramakrishnan et al., 2014] contains
approximately 134,000 small organic molecules with up to nine heavy atoms. It is split into training
(100K), validation (18K), and test (13K) sets. GEOM-Drugs [Axelrod and Gomez-Bombarellil 2022]]
focuses on drug-like molecules, comprising around 430,000 molecules with sizes ranging up to 181
atoms and an average of 44.4 atoms per molecule. Its larger size and greater diversity make it more
challenging for generative models. The dataset is randomly divided into training, validation, and test
sets using an 8:1:1 ratio.

For conditional molecular generation, we adopt the QM9 dataset with the same setup as prior work
[Hoogeboom et al, 2022} [Song et al.| 2024, 2023a]. The QM0 training partition is split into two
halves, each containing SOK samples. Specifically, the QM9 training set is divided into two halves of
50K samples each. The first half is used to train a classifier for ground-truth property labels, while
the second half is used to train the conditional generative model.

Implementation The molecule is represented by atomic coordinates and atom types, z = (x, h),
where € R3M denotes the atomic coordinates, M is the number of atoms, and h encodes the
atom type information. Thus for molecule generation, the model needs to generate both coordinates
and atom types. A key requirement for the molecular coordinates is ensuring the SE(3) invariance
of the probability distribution, meaning that the probability of generating two molecular conforma-
tions should be identical if they only differ by translation or rotation. Following |Xu et al.| [2022]],
Hoogeboom et al.| [2022], we tailor the SLDM algorithm to satisfy equivariance. Specifically, to
ensure translation invariance, we constrain the coordinates to a zero Center of Mass (CoM) space,
while rotation invariance is preserved by employing equivariant neural networks to predict the noise.
To ensure a fair comparison of generative algorithms, we use EGNN [Satorras et al. [2021]] as the
backbone model, consistent with the baseline methods [Garcia Satorras et al., 2021}, |[Hoogeboom!
et al.| 2022 Wu et al., 2022, [Xu et al.| 2023} |Song et al.,[2024,|2023a]. We prove that the generated
data distribution satisfies SE(3) invariance, as provided in Appendix For atom types, we follow
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Figure 4: Comparison of performance in conditional generation ({.), with respect to the number of
function evaluations (NFE) during the sampling process.

UniGEM [Feng et al.|[2024]] to predict atom types based on the generated coordinates. The SLDM
algorithms tailored for molecular generation are provided in Appendix [B| Hyperparameters are
summarized in Appendix [E] An introduction to the baseline models is included in Section[D.1]

Baselines To ensure a fair comparison, we select competitive baselines that also focus on generative
modeling and have the same neural architectures (e.g., EGNN) and input information (e.g., coordinates
and types). We also acknowledge that some studies propose strategies orthogonal to generative
algorithms, as discussed in Related Work (Appendix [D.I). However, these strategies are not directly
comparable to our work, as they do not aim to replace or improve the generative model itself but
rather focus on improving network expressivity and augmenting input information. We believe that
substituting their generative algorithms with ours could lead to improvements, and exploring this will
be part of the future work.

For conditional molecular generation, Two additional basic baselines: Random and Ny follow
EDM [Hoogeboom et al., [2022]]. The Random baseline involves shuffling property labels in the
training data and evaluating the property classifier on the shuffled data. The Nyoms baseline uses
the property classifier network to predict the property based solely on the number of atoms in the
molecule.

Metrics It is important to note that evaluation protocols differ across the literature, as discussed in
section[D.T} To ensure consistency, we strictly adhere to the evaluation methods used in our baselines.
We sample 10,000 molecules and predict the bond type (single, double, triple, or non-existent) based
on the distances between each pair of atoms, as in [Hoogeboom et al.| [2022]]. Atom stability is
computed as the proportion of atoms with correct valency, and molecule stability is the fraction of
generated molecules in which all atoms are stable. Validity is evaluated using RDKit by checking
whether the 3D molecular structures can be successfully parsed into SMILES format. Uniqueness
is determined as the ratio of distinct molecules among all valid samples, indicating the diversity of
generated molecules. V*U means the ratio of valid and unique molecules.

4.2 Unconditional Molecular Generation

Unconditional generation assesses the model’s ability to learn the underlying molecular data distribu-
tion, aiming to generate chemically valid and structurally diverse molecules. The results, summarized
in Table[I] show that our method significantly outperforms the baselines across both quality and
diversity metrics for the generated molecules. Of particular note is the substantial improvement in the
stability of the generated molecules, indicating that our method better satisfies chemical constraints.
This validates our hypothesis that our low-noise dynamic is well-suited for generating molecular data.
A visualization of generated molecules is provided in Appendix [C.7]

Additionally, our approach can achieve superior results with significantly fewer generative steps. A
detailed comparison, presented in Figure[T} demonstrates that SLDM achieves 100 faster sampling
than the baseline EDM and around 70x speedup compared to GeoBFN and EquiFM. Since the
methods use the same network architecture, NFE can reflect practical sampling time. It is important to
note that EquiFM utilizes a variety of advanced and efficient ODE solvers, and the results we present
correspond to the best performance reported in their paper for different step sizes. Besides, EDM and
EDM-Bridge results are from the EDM-Bridge paper while GeoBFN results are reproduced from the
official codebase. This observation underscores the advantages of our straight-line diffusion process:
while sophisticated solvers play an important role, the diffusion process design may offer more
fundamental improvements. Furthermore, our handcrafted sampling strategies can be seamlessly
combined with modern sampling techniques, such as optimal time discretization and advanced solvers,
which we leave for future exploration.



Table 2: Conditional generation on QM9 dataset, Table 3: Comparison of generative methods within
evaluated by MAE(]) between the property con- the UniGEM framework, marked by ¢, for un-
dition and the properties of generated molecules conditional generation on the QM9 dataset using
predicted by a pretrained EGNN classifier. small sampling steps 7". Higher values indicate

SLDM uses T' = 1000. better performance.
Property a  Ae HOMO Juvo o T Model  Atom sta(%) Mol sta(%) Valid(%) V*U(%)
Units ~ Bohr® meV meV meV D & 50 EDMy 98.55 8573 9329 91.78
Random 9.01 1470 645 1457 1616 6857 >0 SLDM 99.30 9337 9624  93.63
Nuoms  3.86 866 426 813 1.053 1.971 30 EDMy 97.58 7875 8939  87.96
EDM 276 655 356 584 1.111 1.101 30 GeoBFNy  96.74 81.05 9093 87.47
GeoLDM 237 587 340 522 1.108 1.025 30 SLDM 99.30 93.02 9620 92.76

EquiFM 241 591 337 530 1.106 1.033
GeoBFN 234 577 328 516 0.998 0.949
SLDM 146 440 320 348 0.797 0.745

4.3 Conditional Molecule Generation

Conditional generation evaluates the model’s capability to produce molecules with desired properties.
Following the baseline approaches, we incorporate property values as additional inputs during training
and sample them from a prior distribution during inference. Descriptions of baselines and evaluations
are provided in Appendix [E]

The results in Table [2] demonstrate that our method consistently outperforms baseline models across
all metrics. Moreover, as illustrated in Figure ] our approach achieves a 20-fold acceleration over
previous state-of-the-art methods. This result showcases its potential for application in a wide range
of controllable generation scenarios.

4.4 Ablation Study

Previous approaches differ in their methods for atom type generation. EDM represents atom types
as one-hot vectors, generating them simultaneously with coordinates through diffusion. In contrast,
GeoBFN treats atom types as atomic numbers and generates them by the BFN algorithm for dis-
cretized data, which incorporates a binning technique to convert continuous probabilities into discrete
probabilities. UniGEM, on the other hand, generates only coordinates via diffusion and predicts
atom types based on the generated coordinates. We adopt the UniGEM framework due to its superior
performance.

To compare generative methods without the influence of atom type generation differences, we
integrated EDM and GeoBFN coordinate generation algorithms into the UniGEM framework and
compared them with our approach. The results, shown in Table 3| with sampling steps 7" = 50 and
T = 30, demonstrate that our method exhibits a clear advantage in smaller steps, confirming the
efficiency benefits of our generative algorithm. A stability comparison w.r.t various sampling steps is
provided in Figure[7} Besides, we also conduct an extensive comparison of sampling efficiency of
SLDM under joint diffusion framework, i.e. without UniGEM framework with GeoBFN and EDM in
Appendix and an ablation study about temperature control in Appendix

4.5 Evaluation on Toy Dataset
We provide a toy dataset experiment in Appendix [C.4] demonstrating the superior generative capabil-

ities of our approach in faithfully modeling complex data distributions. These results suggest that
SLDM holds promise for generalization to broader application domains.

5 Conclusion

This paper proposes the Straight-Line Diffusion Model (SLDM), a novel generative method that
ensures a near-linear diffusion trajectory, effectively reducing truncation error during sampling.



The proposed process schedule naturally aligns with the characteristics of point cloud molecular
data and effectively balances the generative difficulty. As a result, our method achieves significant
improvements in both sampling efficiency and quality, as demonstrated in both unconditional and
conditional generation settings, paving the way for large-scale, controllable molecular generation in
practice.

Several challenges remain open for future investigation. On the theoretical side, refining the schedule
to fully satisfy the boundary conditions, establishing principled guidelines for selecting the noise
level o, such as analyzing its impact on training stability and sampling accuracy, and deriving optimal
discretization schemes could strengthen the theoretical foundations of our approach and further
accelerate sampling. On the practical side, applying our method to diverse controllable molecular
generation tasks and extending it to broader domains presents exciting opportunities for future
advancements.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims in the abstract and introduction are well-aligned with the paper’s
contributions and scope. The abstract clearly presents the main methodological innovation
— the Straight-Line Diffusion Model (SLDM) — and its motivation in addressing the
inefficiency of standard diffusion sampling. It also articulates the key theoretical insight (the
straight-line trajectory, alignment with noise sensitivity and uniform reconstruction effort)
and the empirical outcome (improved learning efficiency and efficacy). These claims are
supported by detailed analyses and experimental results in the main body.
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* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.
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* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
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model well-specification, asymptotic approximations only holding locally). The authors
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a complete (and correct) proof?

Answer: [Yes]

Justification: We provide comprehensive proof and assumptions of the theoretical analysis
in Appendix [A]

Guidelines:
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4. Experimental result reproducibility
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whether the code and data are provided or not.
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to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
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sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
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In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code is open-sourced in an anonymous link, with sufficient instructions to
reproduce the main experimental results. The link is in the footnote of the abstract.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer:[Yes]

Justification: As our paper propose a new generative algorithm, for fair comparison, the data
splits follow previous baselines and model hyperparameters and optimizer follow UniGEM.
We discuss how to choose the constant variance parameter o in section[3.1] we discuss the
theoretical requirements and provide an empirical guideline.
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer:
Justification: Following the experimental protocol of the baselines (EDM, GeoBFN, MolFM,
etc.), we did not perform repeated runs. However, since the evaluation metrics are computed
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experiments, the results are already statistically stable and exhibit minimal variance.
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* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
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A Supplementary Theoretical Results

A.1 The Derivation of A Unified Formulation of Diffusion Models

The stochastic process of the diffusion-based model can be formulated in general as a linear stochastic
differential equation (SDE):
dX; = f()X,dt + g(£)dWs, (10)

where X, characterizes the noise corrupting process of the data in a diffusion model, f(¢) < 0
and g(t) > 0 are measurable functions defined on the interval [0, c0), W; represents a standard
Wiener process. The process X is a time rescaled Ornstein-Uhlenbeck process whose law converges
exponentially fast to the standard Gaussian distribution [Chen et al., 2023|.

Under the assumption that all the relevant integrals exist, the solution of the above SDE is given by:
t t t
X, = Xo-e( [ £©4)+ [ el [ f@a0g()aW. e D0 ap
0 0 s
A quick proof is as follows:

Proof. By Ito’s formula, and applying equation [T0}

d(X; - exp(~ / F(E)dE)) = (dXs — X, f(£)dt) - exp(— / £(6)de)
0 0 (12)

— exp(— / F(6)de) - g(t)dW;

Next, we integrate both sides and obtain:
t t s
X el [ 7(©00) - Xo= [ el [ 106 gls)am. (13)

Finally, we multiply both sides of the equation by exp( fof f(£)d¢)) and rearrange the terms to obtain
equation[T1] O

By the property that the stochastic integral with respect to a Wiener process, X; is a normal random
variable. The mean and variance of X; are calculated as follows:

E[X,] = Xo - exp( /0 £(6)de) (14)

covix = £l [ e[ 130w = [ ern( [ f@a00) L. 13
The covariance computation usés the Itd isometry property. )
To fit the process X to the general form
xy = p(t)xo + o(t)e, e ~ N(0,1), (16)

we compare it with our solution in equation[T1] and identify that

u(t):emp(/o f(£)de), J(t)—u(t)\//o 9(s)2/pu(s)2ds. (17)

Furthermore, we can express f(¢) and g(¢) in terms of 1(t) and o (¢):

d(In p(t (L
fo - ) )
dt wu(t
2 t)/u(t) _ sy 2@
g(t)* = 20(t)u(t)7dt = 20(t)o(t) — 20(t) ok
u(t) and o (t) satisfy the initial conditions p(0) = 1, ¢(0) = 0 and additional conditions: p(t) > 0
is monotone non-increasing, o(t) > 0, de®

(13)

T“(t)) > 0,i.e. o(t)/p(t) is monotone non-decreasing.
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Substituting the expressions for f(¢) and g(t) back into the original SDE equation [10} we obtain:

dX; = MXtdt + \/QU(t)o'—(t) — 2U(t)2@th7 (19)

pu(t) (t)

This result is conceptually equivalent to that presented in Appendix B of [Karras et al.|[2022]. But
they adopt a different definition of the schedule compared to equation [I6] which leads to a different
outcome compared to equation[T9}

A.2 A Summary of Previous Process Schedules

This section provides a comprehensive overview of several widely adopted diffusion-based models
and their corresponding process schedules.

The Denoising Diffusion Probabilistic Model (DDPM) [Ho et al. [2020] is characterized by a
process schedule that exhibits the Variance Preserving (VP) property, which can be expressed as:
w(t)? + o(t)? = 1. This formulation ensures the preservation of variance across timesteps, assuming
the data has unit variance. In the domain of 3D molecular unconditional generation, the Equivariant
Diffusion Model (EDM) [Hoogeboom et al.,[2022] employs a schedule closely resembling the cosine
noise schedule introduced by Nichol and Dhariwal| [2021]], albeit with a simplified notation:

xy = (1 — 1)z + /1 — (1 —12)2%,t € [0,1], (20)
The Variance Exploding (VE) schedule, initially proposed in the context of Denoising Score

Matching [Song and Ermon, 2019], can also be categorized as a denoising diffusion model with a
distinct process schedule [Karras et al., 2022} [Song et al., 2021b], which is given by:

xy = xo + Ve, t € [0, Traz)- 1)
By rescaling time, we derive the following expression:
Xy = @) 4+ VIomaze, t € [0,1], (22)

where 0,4, needs to be sufficiently large to ensure that 21 approximates a uniform distribution. For
illustrative clarity, we set 0,4, = 10 for Figureand Omaxz = 20 for Figure@

Denoising Diffusion Implicit Model (DDIM) offers an accelerated sampling process for diffusion
models. As proved by [Karras et al.| [2022], DDIM employs the following schedule:

Ty = x + te,t € [0, Tnaz- (23)
By rescaling time, we derive the following expression:

Tt = T + tomaz€, t € [0,1], (24)
For illustrative clarity, we set 0 p,q, = 10 for Figure[3]and Figure 6]

Flow Matching (FM) [Lipman et al.,|2023|] proposes a linear interpolation between the data distribu-
tion and a standard Gaussian, with a neural network learning the corresponding vector field. This
noise-adding process can also be viewed as defining a diffusion process schedule, given by:

.= (1—t)xo+ (t+ (1 —t)omin)e, t €10, 1], (25)

where ,,;, needs to be set sufficiently small to ensure that ; aligns with the data distribution at
t = 0. Besides, smaller values of oy, have been reported to yield better results for FM [Tong et al.,
2023]. Accordingly, we set omin = 0.001 for both Figure [3and Figure [6]

Bayesian Flow Networks (BFN) [[Graves et al., |2023] is a generative model based on Bayesian
inference that accommodates both continuous and discrete variables. For continuous variables, the
data is parameterized by Gaussian distributions. In this scenario, the generative algorithms can be
interpreted as a denoising diffusion model [Xue et al., 2024al] with a process schedule given by:

Tt = (1 - U'r%fin)wo + (1 - a?rfin)agffin67t € [O? 1]’ (26)

where 0,,,;,, needs to be set small to satisfy x; align with the data distribution when ¢ = 0. Following
the settings in [Song et al.| [2023a], we set 0,,;, = 0.001 for Figureand Figure@
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A.3 Connection Between Sampling of Baseline Methods and First-Order ODE Sampling

In section [2] we analyzed the error of first-order ODE discretization methods and claim that the
baseline sampling methods primarily rely on first-order ODE discretization. In this section, we
provide further clarification on this matter: EquiFM [Song et al.| 2024 directly utilizes ODE-based
sampling which includes first-order ODE discretization. For methods like EDM [Hoogeboom et al.,
2022]] and GeoBFN [Song et al.l 2023a], while they resemble first-order methods due to requiring
only a single function evaluation per iteration, they incorporate random sampling. This distinction
necessitates an explanation of how their random sampling processes relate to ODEs. Specifically,
EDM uses the same sampling method as DDPM, which is proved as a first-order discretization to the
reverse-time SDE of DDPM in Appendix E of [Song et al.|[2021b]. Similarly, GeoBFN adopts the
same sampling method as BFN [Graves et al.,|2023]], which is proved as a first-order discretization to
the reverse-time SDE of BFN in Proposition 4.2 in Xue et al.|[2024a]]. Please note that both of the
reverse-time SDE can be decomposed as an ODE and langevin dynamics:

dey = [f(t)z: — gQ(t)Vw log p(z)]dt + g(t)dw,

2 t 2 t
= f0m - TV togpenlar— S0V ogp(@at + g(aw, @D
reverse time ODE in equation|[3] Langevin dynamics

where f(t) = % and g(t)? = 20(t)o(t) — 20(t)2%. Thus the sampling processes of EDM and
GeoBFN can be effectively approximated as a first-order discretization of an ODE augmented by
Langevin dynamics. By isolating and analyzing the discretization error of this ODE component,
we gain valuable insights into the limitations of methods with first-order discretization, including

baseline approaches in molecular generation such as EDM, GeoBFN, and EquiFM.

A.4 Diffusion Schedule with Straight-line Trajectory

As illustrated in section [3.1] we aim to reduce the truncation error during sampling by minimizing
the second-order derivative of the trajectory. To this end, we first consider a simple case where the
initial distribution is a delta distribution &y ~ d4(x), @ € R¥. In this scenario, x; follows a normal
distribution NV (u(t)a, o(t)*Iy) according to equation |1} The score function is then tractable as

Ve logpi(xy) = —w;é‘t()t}a. Substituting this into equationgives:
dr  5(t) . a(t)
&2y t)a — St 28
T~ Zpe a2 luta 28)

We aim to keep % constant, which requires % = 0 and fu(t) to be constant. This implies that o (t)

must be constant, and p(¢) must be a linear function of ¢.

Given the boundary condition that x;—q approximates data distribution and x;—7 approximates a
known distribution, the only feasible choice is to set o'(¢) to a constant p(t) = 1 — ¢/7T. This satisfy
all the schedule constraints noted under equation except o(0) = 0, which is approximately satisfied
by choosing o to be a small value. In practice, we use a value for o that is two orders of magnitude
smaller than the data scale, yielding good results. We can also rescale the time as in [0, 1], leading to
the following schedule for the diffusion process:

z = (1 —t)xo + 0€,t € [0, 1], (29)
which ensures a straight-line trajectory under a special data distribution assumption.
Next, we extend the result into general data distribution in the following theorem.
Theorem A.1. For a general data distribution and our process schedule x; = (1 — t)xg + o€,

t € [0, 1], the following inequality holds for each data dimension i:

i) () 2
dx; T, o
>0) < ———.

It 13129 =

(30)

As o — 0, the term % + {2 converges to zero in probability. More specifically, the solution to the

equation % + 174 = 0/is that {7 becomes a constant, which corresponds to a linear trajectory.
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In practice, we set o to be small and when ¢ < 1 — o, the trajectory is approximately linear. The
proof of the theorem needs two following lemmas.
Lemma A.2. For a general data distribution f(xq) and a general diffusion process with the schedule
x; = u(t)xo + o(t)e, its ODE description in equation|3|can be rewritten as

. ot
— it)Efmaled] + 210 (o~ n(OElealar). 61

Proof of Lemma[A.2] For the general schedule, we have p;(x¢|x¢) ~ N (u(t)xo, o(t)*I). We start
by considering the score function

dzy
dt

_ [ f(@0)Vap(e|xo)dxo

Va logpi(z:) = ()
[ F@o)p(@e|wo) (— 25452 ) dawo &)
B p(x:)
) pr
= otee t oz ol
Substituting this into the ODE form of the diffusion process, we have:
%*wmfad -0 @ _ uit) x|z
dt () ( o) = ot u(t))( EOERPTO R (33)
— it)Efmoled] + 20 (o~ n(OEleoler).
O

Lemma A.3. Let a be a random variable that satisfies p(a|zo) ~ N (xg,0(t)?/u(t)*I). Define
y = E[xg|a] — a. Then, the following properties hold:

1. Ely] =0,
2. Var[y®] < a(t)?/u(t)? i = 1,..., N, where y is the i*" component of y.
Proof of Lemma[A3] The expectation of y is given by:
Ey = E[E[zo|a] — a] = EqEyjja[To — a] = Ex Eq|g,[To —a] =0 (34)
For the i-th component 3(*), we compute the variance:
Varly®] = E[(y™)?] = E[(Eqyja[zg’ — )7

(@) i)\2 (@) i)\2 2 2 (35
< E[Eqyjal(z” — a)?]] = EoyBaja[(2” — al?)?] = o(t)? /()
The inequality follows from Jensen’s inequality. O

Proof offA.1] For our specific schedule o(t) = o and p(t) = 1 — ¢, equation 1] in lemma[A.2]

reduces to:
dx t

dt
For simplicity of notation, we define a = x;/u(t), satisfying p(a|xq) ~ N (xo, o (t)?/u(t)*I). By
applying lemmalA.3] the defined y = E[zo|a] —a satisfies E[y] = 0 and Var[y®] < o (t)?/u(t)? =
for all dimension .

— _Efzola.]. (36)

T
Applying Chebyshev’s inequality, we get:
Var[y®] < o?

P(ly®| > 6) < :
(|y | = 5) = 52 — 52(1 _ t)2 (37)
Thus, we have the inequality:
d:c(i) ; o2
P= — (2 /(1= 1) > 6) < . 38
(155 = (=10 =012 0) < 38)
O
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A.5 Supplementary Proof for Sampling

Lemma A.4 (Conditional Expectation Minimizes MSE). The conditional expectation E[x;_ a¢|x¢]
is the estimator of xi_ sy given x; that minimizes the mean squared errvor (MSE). That is, for any
estimator h(x;), the following inequality holds:

E[(l‘t—At - h(mt))Q] > ]E[(mt—At - E[mt—At\ﬁ?t])Q]- (39)

Proof. We begin by expanding the conditional squared error term. By the properties of conditional
expectation, the cross-term vanishes:

E[(2i-ar — h(x:))?|®d] = El(@r—ar — Elwrad®] + Bz adla] — h(z:))?|x]

= E[(®—ar — Bl adlzd)®|2d] + El(®i-ar — Bl adla:]) (Blee—adla] — h(z))|z]
+E[(Blwradlz] — h(2))?|@] (40)

= B[(@;—ar — B[z adlzd)’|2] + BBz acle] — h(w:)?|2]

> E[(fﬂtfm - ]E[wtht‘xt])ﬂwt]

Taking the expectation with respect to @, we get equation [39] which completes the proof.

O
Proposition A.5. For the straight-line diffusion schedule defined in equation |5\ we have
Elxi—atlze] = # (@ + 0°Vy log py()) 41)
Proof. From equation[32] the conditional expectation of x( given x; is:
Elzo|z] = ﬁ (th +0(t)?Vy logpt(:ct)) (42)

For x;_ Ay, the conditional expectation is derived as follows:

E[wt—m|ﬁﬂt] = /ﬂft—Atp(%t—At\IEt)dwt—At
= /ﬂ3t—At/p(wt—At|$o)p(l’0\$t)d$od$t—m
43
:/</flitmp($tmflﬂ0)dwtm> p(iBO\fEt)diBo “3)

- / u(t — At)zop(@o|a)day
= u(t — At)E[xg|zy).

Here, we make the assumption that x; and z;_; are independent given zq. In fact, the specific
temporal dependency among the random variables (z;);—o.... .1 defines a particular sampling method
within the broader family of valid samplers characterized by equation[7} Our subsequent work [Ni
et al.| [2025]] generalizes this framework beyond the SLDM schedule and introduces the sampling
approach used in this paper as StoMax (maximal stochasticity) sampling, which corresponds to the
variant with the highest degree of randomness within the family.

Substituting E[xg|x;] from equation 42} we have:
pu(t — At)

p(t)
Adopting the straight-line diffusion schedule defined in equation[5] we produce equation 1] O

Elxi—atlz:] = (:ct +0(t)’Vy logpt(wt)) (44)

As proved in [Xue et al.,[2024b], there are a family of reverse processes that share the same marginal
probability distributions as equation 2] and equation [3] When applied to our process schedule and
apply Euler-Maruyama method discretization, we obtain the following iterative algorithm:

1—t+ At At

At
LTt At :?mt —+ (1 + B(t))m()’sz lngt(mt) —+ 26(t)m0’26 (45)
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equation 45| uses a Gaussian distribution to model the backward probability p(a;_a¢|x:), whose
expectation is 252 g, + (1 + B(t)) 2L 02V, log py (). According to Lemma , the optimal
iterative step that that minimizes MSE should satisfy 2520z, + (1 + 8(t)) 2L 02V, log py (1) =

1 1
% (@; + 02V log py(w;)). This result in B(t) = L

A.6 Temperature Control

For Langevin dynamics, the sampling temperature can be controlled by scaling the stochastic term
with a constant 7.

1
dae = §g(t)2V:c log pi(x)dt + Tg(t)dw'. (46)

1
where 7 is the temperature parameter. Then 7(2) o p(x)~2 is the stationary distribution of the
process in equation[46] as proved as follows:

Proof. The marginal probability density 7;(x) evolves according to Fokker-Planck equation

oY) — v o0 e logpom@)] + 3V V- [Po@Pm@)] @)

For the stationary distribution, the probability density becomes time-independent, i.e., 071'515:1:) =0.
Thus, we solve:

V. [;g(t)sz logpt(w)ﬂ'(w)} = %V V- [PPg(t)*m ()] (48)

We can easily validate that () p(w)%? satisfies the stationary equation. O

Thus, higher temperatures (7 — o0) increase diversity, with 7r(x) approaching a uniform distribution.
Conversely, lower temperatures (7 — 0) enhance fidelity, with 7 () converging to a §-distribution at
the global maximum of p(x).

However, prior work has shown that this low-temperature sampling in diffusion models fails to
effectively balance diversity and fidelity in image generation, often resulting in blurred and overly
smoothed outputs [Dhariwal and Nichol, [2021]]. We also notice that this low-temperature sampling
approach applied to our straight-line diffusion fail to fully cover all high-density regions of the target
distribution, as shown in Figure [5p.

To address this, we propose an empirically designed time-annealing schedule that introduces higher
stochasticity during the initial stages of sampling, allowing for the exploration of distant probability
density maxima:

1—-t+ At
Ti_Ar = 17_15(:@ + o2V, log pi(x)) + t"\@ae, (49)

where v controls the decay rate of temperature over time. Larger v enhances molecule stability and
enables the model to cover all modes, as shown in Figure[Sp. The low-temperature sampling helps
mitigate the disturbance caused by noise in the training data, and thereby can improve the quality of
the samples. The default value of v for molecular generation is analyzed through an ablation study in

Section

A.7 Modeling Invariant Probability Density for 3D Coordinate Generation

In this section, we aim to prove that the probability density of the generated atomic coordinates,
as produced by Algorithms 3| and 4} is invariant to both translations and rotations. Formally, we
aim to establish that for the Probability Density modeled by our model p(x¢) = p(xo + t) and
p(xg) = p(Rxg), where t is a translation vector and R is an orthogonal matrix representing a
rotation. The proof is in the same spirit of that in[Hoogeboom et al.| [2022]], Xu et al.|[2022]. The
result can be seen as a special case of Theorem 1 and Theorem 2 in Zhou et al.|[2025].
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T=0.5

v=20.2 v=20.5 v=1

Figure 5: a. Generation results from straight-line diffusion with vanilla temperature control as
defined in equation[46] Training data (black points) represent 2D Swiss roll coordinates with added
Gaussian noise, where the highest density region lies in the interior of the spiral. Diffusion-generated
samples (yellow points) exhibit reduced diversity as 7 decreases but fail to cover all high-density
regions, favoring those near the origin. b. Generation results from straight-line diffusion with our
annealing temperature control as described in equation 9} Faster temperature decay (larger v/) leads
to concentrated samples in high-density regions, successfully covering all local maxima.

To ensure translation invariance, the generative process is defined in the quotient space of translations,
specifically the zero Center of Mass (CoM) space. This is achieved through two key operations.
First, noise is sampled from a CoM-restricted Gaussian distribution € ~ Ncom (0, I357), which is

sampled by first sampling a standard Gaussian noise vector € ~ A(0, I35/) and then subtracting its

center of mass: € = €' — ﬁ Zf’fl €. Second, the network’s output at each step is projected into the
zero CoM space. These operations ensure that all intermediate coordinates x4, ¢ = 0, - - - , 1 remain

strictly within the zero CoM space throughout the generative process.

To establish rotation invariance, we rely on two key properties. First, we use an equivariant neural
network satisfying ¢(*)(Rx;,t) = R¢®)(x,,t). Second, we utilize the rotational invariance of the
zero mean isotropic Gaussian distributions. This property can also be extended to the CoM-restricted
Gaussian distribution, whose probability density function is: fa., (T) = mexp(% [|z]]?).
Then, we can verify fae, () = faney (Rz) for any orthogonal rotation matrix R. Now we prove
the rotation invariance of the generation probability as follows:

At each iterative step of the generative process, we have:

1—(t— At
Tt At NNCOM <(—)

et (xy — 0 - Py, 1)), 2t2V0213M> (50)

Ra; n, — =020 (Rxy — 0 - ¢(Rxy,t))
p(th—At|th) = fNCOM ( L

\/§t”cr
o (R (S22 @ — o - o(@i )
= JNcom \/§t”a 51)
Ty At — (%:tm) (xy—o- ¢(mtat)))
= fNCoM \/52‘,‘1/0' :p(wt—At|$t)

In the second equality, we apply the equivariance property of the neural network. The third equality
follows from the rotational invariance of the isotropic Gaussian distribution.
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Additionally, the initial distribution p(z1) = Ncem(0, 0% I3,r) is rotation invariant. Combining these
facts, we can propagate rotation invariance across the generative process. Thus, for the final generated
distribution:

p(Rxg) = // H p(Rxi—ai|Ray)p(Rxy)day - - - deay

t=At (52)

- / . / H p(i—at|xe)p(xr)dey - - - dear = p(a)).

t=At

In the second equality, we use the rotational invariance of both the transition probabilities and the
initial distribution. This proves that the final probability density of the generated data is rotation
invariant.

B Molecular Generation Algorithms

Algorithm 3 Straight-Line Diffusion Training for Molecules (UniGEM)

Input: 3D molecular data zy = [z, ho] with M atoms, g € CoM space, neural network ¢,
variance constant o, nucleation time ¢,, € [0, 1]
repeat
Sample t ~ 21U ([0, t,]) + U ([tn, 1])
Sample € ~ Ncom(0, I37)
Compute x; = (1 — t)xy + o€
Minimize |[e — ¢ (@, £)[12 + Lit, [ho — 6 (21, 1)
until converged,

Algorithm 4 Straight-Line Diffusion Sampling for Molecules (UniGEM)

Input: Number of atoms M, neural network ¢, variance constant o, nucleation time t,,, sampling
steps T', temperature annealing rate v
Sample &1 ~ o - Ncom (0, I3pr)
fori=T —1to1do
t=1i/T,At=1/T

TiAr = % (mp — 0 - P4, 1))

Projecting «;_ A+ into zero CoM space
if : > 1 then
Sample € ~ Ncom (0, I307)

Tpar=Tppnr +tVV2 0 €

end
else

‘ h'O = ¢(h) (m07 0)
end

end
return zo = [xg, ho]

C Supplementary Illustrations and Results

C.1 Sampling Trajectory of Diffusion-based Models

To evaluate whether SLDM exhibits a near-linear trajectory under general data distributions, as
suggested by Theorem 3.1} we visualize the ODE trajectory and compare it with other diffusion-based
models. We consider a scenario where the data distribution is a one-dimensional Gaussian mixture,
as this setup offers a tractable score function and serves as a representative example of general
distributions. The resulting trajectories are shown in Figure[6] Our method maintains a trajectory that
is consistently closer to a straight line compared to other approaches, leading to smaller truncation
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DDIM

Figure 6: The trajectory of the ODE in equation of various diffusion-based models. The data
distribution is a mixture of Gaussians in one dimension, defined as =g ~ 0.5 - A(2,1/4) + 0.5 -
N (=2,1/4). The background color indicates the value of probability density p(z¢). During sampling,
the timestep ¢ decreases from 1 to 0.

errors under first-order numerical discretization. As suggested in Theorem [3.1} the trajectory slightly
deviates from a straight line in the early stages (i.e., as ¢ approaches 1), which could increase the
sampling error in theory. However, our empirical observations indicate that the sampling process is
relatively robust to such errors during these initial steps. This robustness may be attributed to the
incorporation of Langevin dynamics in the sampling algorithm, which can mitigate the impact of
early-stage inaccuracies. As a result, SLDM achieves an overall lower sampling error.

In comparison, DDIM demonstrates a relatively linear trajectory during the early stages but exhibits
significant curvature in later stages, where accurate sampling is more crucial. This could potentially
degrade its performance. For the FM method, where the initial distribution is Gaussian and no explicit
prior-data joint distribution is predefined as in [2023]), it fails to achieve a straight-line
trajectory. Other methods also demonstrate an evident curved trajectory. Besides, we can also
see from the illustration that the distribution remains nearly static during the later stages of BFN
sampling, which aligns with the discussion in section[3.2]and suggests potential inefficiencies of time
scheduling.

C.2 Sampling Efficiency Comparisons under UniGEM Framework

We complement the ablation study in Section[.4]by incorporating results with diverse sampling steps.
The results demonstrate that while UniGEM enhances the performance of EDM and BFN when
sampling step is abundant, these methods still struggle to achieve satisfactory molecular stability in
the low sampling step scenario.

C.3 Sampling Efficiency Under Joint Diffusion Framework

A natural question arises: can SLDM achieve strong performance without the UniGEM framework?
Specifically, can it jointly generate atom types and coordinates using diffusion models, following the
approach of EDM and GeoBFN? To address this, we introduce a variant called SLDM (joint diffusion)
as a preliminary exploration, where atom types are generated using an SLDM model tailored for
discretized data, replacing UniGEM’s prediction strategy. The training and sampling procedures
of SLDM (joint diffusion) for molecule generation are detailed in Algorithms [5]and[6] respectively.
Unlike UniGEM, we follow GeoBFN to represent atom types by their atomic numbers (positive
integers) and adopt the binning technique from BFN to handle discretized data. Here, Py, 4, (b)

denotes the discretized cumulative distribution function (CDF), defined as: F/(b) = 1[1+4er f( f/_iﬁ )],

with P(b) = F(b) for =1 <b < 1, P(b) = 0forb < —1, and P(b) = 1 for b > 1. "NearestCenter"
decodes the generated continuous continuous normalized atomic number into an atomic type by
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Figure 7: Comparison of molecule stability (1) across diffusion-based molecular generation models
with UniGEM framework on QM9 unconditional generation, evaluated with respect to the Number
of Function Evaluations (NFE) during the sampling process.

finding the nearest center of bins (normalized atomic numbers), then unnormalizing it and mapping it
to the corresponding atomic type. Notably, there remains substantial room for further exploration
regarding the handling of diffusion for discretized data, which we leave for future work.

Algorithm 5 SLDM Training (joint diffusion)

Input: Number of bins K € N (equal to the largest atomic number), fixed variance o, 3D molgcular
data zg = [x0, ho] with M atoms, &y € CoM space, normalized atom number hy =
2xho—1)/K—1e[+—-1,1-14]"

repeat

Sample t~ U(O, 1), €’ ~ NCOM(07 Ig]y[), Eh ~ NO, IgM)

Compute x; = (1 — t)xg + o€”

Compute by = (1 — t)hg + o€”

Network output: €%, fif,, In o5, = ®(x¢, hy, t)

~ _ hi—opj, ~ _ ocexp(lnéy)

Hh= "9 »O0h= -t ,

Minimize denoise loss:||e” — 7% + H(ﬂ; ety 1t P () (b — gh)H

1=

until converged,

Results are presented in Table The proposed temperature annealing mechanism endows the
model with greater flexibility, enabling a balanced trade-off between stability/validity and unique-
ness/diversity. We manually tuned the temperature annealing rates for coordinates (v,;) and atomic
numbers (vp,), and empirical observations indicate that setting v, > v}, yields better performance
in achieving such balance. It should be noted that we did not conduct exhaustive hyperparameter
searches, leaving room for potential further improvements.SLDM (joint diffusion) outperforms EDM
across all metrics and exhibits superior stability and validity with slightly lower uniqueness compared
to GeoBFN when the number of sampling steps 7" is limited. Notably, the overall performance of
this variant is still inferior to the original SLDM which employs the UniGEM framework. This
finding reaffirms that the UniGEM framework may be a more optimal approach for generating
small-molecule.

C.4 Toy Data Results
We evaluate our model on several 2D toy data to test its generality. The datasets included swissroll

and moons to represent continuous data distributions, as well as chessboard to simulate discretized
data distributions. The dataset consists of 100,000 samples. For the moons and swissroll datasets,
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Algorithm 6 SLDM Sampling (joint diffusion)

Input: Number of atoms M, neural network ¢, variance constant o, nucleation time ¢,,, sampling
steps 7', temperature annealing rate v, and vy,
Sample Xrq ~ O'NCOM(O, 13]\/[), h1 ~ 0’/\/(0, IgM)
fort=T —1to1do
t=1i/T,At=1/T
Network output: €%, fi5,, In &5, = ®(x4, hy, t)

~ hi—op; A oexp(lnoy
fin = =5, 6 = 1(—t a)

_ 1-(t—=A?) LT
Update LTi_At = 1=t (wt — 0 - € )

Update ho = S5 | Pa, 6, (b)bis he—ar = (1 — (t — At))hy
Projecting 4 A+ into zero CoM space
if i > 1 then
Sample €’ ~ Ncom(o, I3M), Eh ~ NO, Ig]u)
Tint=Tp-pr +1V2 0 €
hiat=hipt +17V2 -0 €t

end
return zo = [, NearestCenter(hyg)]

Table 4: Sampling efficiency comparison under joint diffusion framework on QM9 dataset uncondi-
tional generation task.

Method Atom Sta (%) Mol Sta (%) Valid (%) VxU (%)
EDM (T=1000) 98.70 82.00 91.90 90.70
GeoBFN (T=1000) 99.08 90.87 95.31 92.96
SLDM (joint diffusion) (T=1000) 99.01 91.57 95.20 91.57
GeoBFN (T=500) 98.78 88.42 93.35 91.78
SLDM (joint diffusion) (T=500) 99.89 90.57 94.00 91.11
GeoBFN (T=100) 98.64 87.21 93.03 91.53
SLDM (joint diffusion) (T=100) 98.92 90.31 93.84 89.36
GeoBFN (T=50) 98.28 85.11 92.27 90.72
SLDM (joint diffusion) (T=50) 98.70 88.09 92.84 89.53

we performed training with 40 diffusion steps and 100 epochs, and for the chessboard dataset, the
training was extended to 600 epochs with 100 diffusion steps to ensure convergence for all models.
Other settings are kept the same for all datasets: The model is a 5-layer MLP. The batch size was set
to 2048, and the optimizer used was Adam with a learning rate of 0.001. No temperature control is
used during sampling. These settings follow https://github.com/albarji/toy-diffusion/, and are kept
consistent across all generative algorithms to ensure a fair comparison. The results are provided in
Figure|8] The data generated by our model show the closest alignment to the original distributions.
Specifically, our model produced samples with fewer outliers and achieved good coverage of the
data distributions. These findings highlight the superior generative capabilities of our approach in
faithfully modeling complex data distribution.

C.5 Ablation Study for Temperature Control

Theoretically, a larger temperature annealing rate v corresponds to a faster cooling scheme. The
results in Table [5] demonstrate that adjusting the temperature can effectively enhance molecular
stability. However, extreme values of v may significantly reduce diversity. We selected v = 0.5 as the
default setting for our model, as it achieves the highest U x V score, indicating the optimal balance
between diversity and fidelity.

32



05 1o 15 20
SLDM

sese

™ . . ’ .
-20
20 -15 -10 05 00 05 10 15 20

LS .
10
0

i
™ . . . .

Figure 8: Generative performance comparison of Straight-Line Diffusion, DDPM, and BFN on 2D

toy datasets.

Table 5: Impact of temperature annealing rate evaluated on the QM9 unconditional generation with
sampling step 7' = 50. Higher values indicate better performance.

Atom sta(%) Mol sta(%) Valid(%) U x V(%)
SLDM(v=0) 99.14 91.74 95.40 92.76
SLDM(v=0.5) 99.28 93.03 96.20 93.28
SLDM(v=1) 99.27 93.46 96.08 92.42
SLDM(v=3) 99.37 94.34 96.84 90.08
SLDM(v=5) 99.42 94.83 97.33 86.10
SLDM(v=10) 99.53 96.06 97.98 75.13

C.6 Robustness to Different Prior Distributions

Empirically, we find that SLDM maintains high validity and stability even when the initial distribution
during sampling deviates from the theoretical valid one, i.e., Gaussian distribution with standard
deviation o, as shown in Table[6] This robustness helps mitigate the impact of deviations from the
ideal linear trajectory in the early sampling steps, as discussed under the Theorem 3.1}

Table 6: Robustness of SLDM to different initial sampling distributions on the QM9 unconditional
generation task. Here € ~ A/(0, I) and the sampling step T = 50.

Prior Distribution Mol_stab (%) Atom_stab (%) Validity (%) V*U (%)
o - € (theoretical) 93.43 99.32 96.10 93.31
2-0-¢€ 91.81 99.12 95.00 92.79
0.1-0-¢ 93.31 99.29 96.07 93.46
0.01-0-¢ 92.94 99.24 96.06 93.06
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Figure 10: The generative process of EDM, GeoBFN and SLDM models.

C.7 Visualizations of Generated Molecules and Sampling Process

We have randomly generated 40 molecules using our trained models on QM9 in the unconditional
setting, and visualized their 3D structures using py3Dmol, as shown in Figure 0] These examples
clearly demonstrate the structural plausibility and diversity of our generated molecules.

In Figure [2} we compare the diffusion processes of different models by adding noise to the same
molecule’s coordinates, enabling a straightforward visual comparison of their noise schedules. As
a complement, we present a comparison of the practical sampling processes of the three models in
Figure[T0] Although generating the exact same molecule across models is not feasible in this case, we
still arrive at conclusions analogous to those in Section [3.2]of the main text. Additionally, unlike the
noise-adding process, the generation process of SLDM demonstrates more pronounced randomness.

D Related Work

D.1 An overview of 3D Molecular Generation

Recent advances in 3D molecular generation can be categorized based on the underlying generative
algorithms: Autoregressive methods generate molecules step by step, progressively connecting
atoms or molecular fragments. G-SchNet [Gebauer et al., |2019] and G-SphereNet [Luo and Ji,
2022|| are early examples that use this strategy to model 3D molecular structures. Building on
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these, Symphony [Daigavane et al.| |2024]] incorporates higher-degree E(3)-equivariant features and
message-passing to improve the modeling of molecular geometries. Normalizing flow [Chen et al.|
2018]] has also been applied to molecule generation by E-NF [[Garcia Satorras et al.,2021] and Kohler
et al.| [2020]. Diffusion-based models have gained prominence for 3D molecular generation recently.
Hoogeboom et al. [Hoogeboom et al.,|2022]] introduced the Equivariant Diffusion Model (EDM)
to jointly generate atomic coordinates and atom types. Extensions of EDM include EDM-Bridge
[Wu et al. 2022]], which enhances performance through prior bridges, and GeoLDM [Xu et al.,
2023]], which performs diffusion in a latent space using an autoencoder. EquiFM [Song et al.| [2024]]
employs flow matching for efficient molecule generation, and GeoBFN [Song et al.,2023a] combines
Bayesian Flow Networks with distinct generative algorithms tailored for discretized charges and
continuous coordinates. END [Cornet et al., [2024]] proposes a learnable data- and time-dependent
noise schedule of the diffusion process, and achieves improved sampling efficiency.

Several studies offer complementary strategies to generative algorithms. First, representation-
conditioned generation has been explored by MDM [Huang et al.l 2023al], which conditions on
VAE representations, and GeoRCG [Li et al., 2024], which extends EDM by leveraging pretrained
molecular representations. Second, some studies propose advanced network architectures to enhance
molecular generation [Hua et al., 2024, Huang et al., 2023a, Le et al.,|2024a| [Irwin et al.| 2024][Huang
et al.,[2023b} [Mercatali et al., | 2024]]. Third, additional input information has been introduced to the
molecular generation. For instance, MolDiff [Peng et al., 2023]] explicitly predicts bonds during
generation. MiDi [[Vignac et al.;, 2023|], JODO [Huang et al., 2023b], EQGAT-diff [Le et al., 2024a],
and SemlaFlow [Irwin et al.l2024] further extend generation to include bonds and formal charges,
enriching the molecular inputs. Twigs [Mercatali et al.,[2024], on the other hand, integrates additional
molecular properties into the diffusion training process, leading to enhanced conditional generation.

It is worth noting that evaluation strategies for 3D molecular generation can be different across
methods. EDM [Hoogeboom et al., 2022]] employs strict rules for bond definitions based on in-
teratomic distances, implicitly enforcing constraints on bond lengths and steric hindrance. In this
framework, the metric "stability" is rigorously defined, requiring correct valency and neutral atomic
charges. Our method, along with most diffusion-based approaches [Wu et al., 2022, Xu et al.| 2023
Song et al., 2023a]], adheres to this evaluation standard. In contrast, another line of studies [[Vignac
et al., [2023| [Le et al.| 20244l Irwin et al., | 2024] infers bonds and formal charges directly from the
model, allowing atoms to have non-zero formal charges. Therefore, the bond inference imposes no
constraints on bond lengths or steric hindrance. Further, the "stability" metric is defined more loosely,
permitting discrepancies between valency and the number of covalent bonds. This relaxed evaluation
framework makes it challenging to directly compare these two approaches. We advocate future efforts
to establish more equitable evaluation methods to fairly assess the strengths of both paradigms.

D.2 Related Diffusion-Based Studies and Key Differences with SLDM

Noise Scheduling It is important to note that our proposed process schedule differs fundamentally
from previous works on noise scheduling [Karras et al.|[2022] [Nichol and Dhariwal, 2021} [Le et al.|
2024b|], time discretization strategies [Xue et al., [2024c| |Li et al., |2023]], and adaptive step size
methods [Lu et al.,|2022]]. These approaches can be interpreted as applying a time transformation
T (-) that jointly rescales the diffusion process schedule as p(7(t)) and o(7(¢)). Notably, such
transformations preserve the monotonicity and endpoints of the schedule functions. In contrast, our
method decouples p and o, and fundamentally alters the monotonicity and endpoint of o (t).

Linear p(t). Although our method is derived from the diffusion perspective, its process schedule
shares some similarities with flow matching (FM) algorithms, such as FM-OT [Lipman et al., [2023]]
and conditional flow matching (CFM) [Tong et al.,[2023]]. Both methods employ a linear p(t), and
CFM introduces additional low-scale noise. From this perspective, our process schedule can also
be interpreted as a variant of CFM. Specifically, our approach employs a prior distribution modeled
as a small-scale Gaussian distribution centered at the origin. However, FM and diffusion differ
fundamentally in their perspectives: FM models the generative process as an ODE, while diffusion
models a stochastic process. This core distinction leads to differences in both the learning targets
and sampling methods. Therefore, unlike FM that learns the velocity field and relies on ODE-based
sampling, our approaches focus on learning the noise and employ stochastic sampling.

Straight Sampling Trajectory. Moreover, similar to our approach, flow-based methods also aim at
flows with straight trajectories. However, these methods rely on predefined prior-data joint distribution

35



to produce straighter paths. This distribution is procured by solving an optimal transport (OT) problem
during the training of flow matching [Tong et al.|[2023}|Song et al.| 2024]], and solving such problem is
often challenging. When the OT solution is unavailable, achieving straight-line trajectories typically
requires additional distillation steps or solving optimization problems, as studied in rectified flow
[Liu et al., [2022]], progressive distillation [Salimans and Ho} [2022]], consistency model [Song et al.,
2023b} [Luo et al.,|2023]] and optimal flow matching [Kornilov et al.,2024]. NFDM [Bartosh et al.,
2024]) proposes a learnable forward process to adapt to align with the reverse process and introduces
penalties on the curvature of the reverse process’s trajectories. In contrast to these existing methods,
our approach offers a more straightforward solution for achieving a straight trajectory, by designing a
novel diffusion process that minimizes the second-order derivative of the trajectory.

E Implementation Detail

The hyperparameter settings for molecular generation are detailed in Table[7} Settings follow UniGEM
[Feng et al.| 2024], with two additional tunable hyperparameters introduced by our generative
algorithm: the noise variance o and the temperature annealing rate v.

Table 7: Network and training hyperparameters.

Network Hyperparameters Value

Embedding size 256 for unconditional generation, 192 for conditional generation
Layer number 9 for QMO, 4 for Geom-Drugs
Shared layers 1

Training Hyperparameters Value

Batch size 64 for QMY, 128 for Geom-Drugs
Train epoch 3000 for QM9, 32 for Geom-Drugs
Learning rate 1.00 x 1074

Optimizer Adam

Sample steps T’ 10 ~ 1000

Nucleation time 10

Oversampling ratio 0.5 for each branch

Loss weight 1 for each loss term

Generative Algorithm Hyperparameters = Value

Noise Variance o 0.05 for unconditional generation, 0.1 for conditional generation
Temperature Annealing Rate v 0.5 for unconditional generation, 3 for conditional generation
Non-uniform Discretization False if T > 13

For QMD0, it takes approximately 10 days on a single A100 GPU. For GEOM-drugs, it takes approxi-
mately 16 days on four A100 GPUs. While the training epochs are longer compared to the baselines,
this extended duration is not mandatory. Although longer training leads to slight performance gains,
we found that the mol stable and atom stable metrics remain stable around 2000 epochs on QM9 and
13 epochs on GEOM-Drugs during the training process.

For sampling steps greater than 13, the geometric straight-line diffusion use a uniform time dis-
cretization like GeoBFN and EDM. However, according to theorem [3.1] our trajectory exhibits a
larger second-order derivative at the beginning of sampling. Therefore, a more efficient discretization
strategy is to use fine-grained discretization for larger ¢ values. We manually set an empirical dis-
cretization strategy that yields a 1% to 10% improvement in Mol Stable when 7' < 13. For sampling
steps greater than 13, the impact on the results is less significant (< 1%). We leave the exploration of
the optimal discretization strategy for straight-line diffusion for future work.

For conditional molecular generation, we follow the baseline approaches [Hoogeboom et al.| [2022]
by incorporating property values as additional inputs during training and sampling them from a prior
distribution during inference. The results are measured using a property classification network trained
on the first half of the QM9 dataset, while the remaining portion is used for training the generative
model. In addition to generative model baselines, we include two basic baselines: Random and
Natoms- The Random baseline involves shuffling property labels in the training data and evaluating
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the property classifier on the shuffled data. The Nyons baseline uses the property classifier network to
predict the property based solely on the number of atoms in the molecule. The property classification
network is used for evaluating the generated molecules. The metric is the MAE between predicted
properties and target properties. As for the conditioning machanism, property values are concatenated
to atom types as EGNN’s invariant input, which is in line with other baselines.
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