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Abstract

The rapid use of large language models (LLMs)
has raised critical concerns regarding the fac-
tual reliability of their outputs, especially in
low-resource languages such as Urdu. Exist-
ing automated fact-checking solutions over-
whelmingly focus on English, leaving a sig-
nificant gap for the 200+ million Urdu speakers
worldwide. In this work, we introduce URD-
UFACTCHECK, the first comprehensive, mod-
ular fact-checking framework specifically tai-
lored for Urdu. Our system features a dynamic,
multi-strategy evidence retrieval pipeline that
combines monolingual and translation-based
approaches to address the scarcity of high-
quality Urdu evidence. We curate and release
two new hand-annotated benchmarks: URDU-
FACTBENCH for claim verification and UR-
DUFACTQA for evaluating LLM factuality.
Extensive experiments demonstrate that UR-
DUFACTCHECK, particularly its translation-
augmented variants, consistently outperforms
baselines and open-source alternatives on mul-
tiple metrics. We further benchmark twelve
state-of-the-art (SOTA) LLMs on factual ques-
tion answering in Urdu, highlighting persistent
gaps between proprietary and open-source mod-
els. URDUFACTCHECK’s code and datasets
are open-sourced and publicly available at
[URLredacted].

1 Introduction

In recent years, the way we find and share infor-
mation has changed dramatically. Large language
models (LLMs) like GPT-40 (Achiam et al., 2023)
are now capable of answering questions, generat-
ing articles, and even holding conversations that
sound convincingly human. Despite all mentioned
strengths, these models sometimes make mistakes
and do so with surprising confidence, even when
they’re wrong. This problem, known as “halluci-
nation” (Bang et al., 2023; Borji, 2023; Tie et al.,
2024), is especially troubling when technology is

used in important areas such as healthcare, finance,
or law (Chuang et al., 2023; Geng et al., 2023).

At the same time, social media platforms have
become the main source of news and information
for millions of people worldwide. Unfortunately,
these platforms are also a hotbed for rumors, fake
news, and viral misinformation. As noted during
major world events such as the 2016 U.S. Presiden-
tial Election and the Brexit referendum, false narra-
tives have been used to manipulate public opinion
at scale (Allcott and Gentzkow, 2017; Pogue, 2017;
Vosoughi et al., 2018). The rapid and algorithm-
driven dissemination of such content, especially
on platforms like TikTok, Facebook, and Twitter,
has led to the erosion of public trust in institutions
and an increase in political polarization (Zimmer
etal., 2019; Trilling et al., 2017). This phenomenon
was further exacerbated during the COVID-19 pan-
demic, which not only heightened public awareness
of misinformation but also revealed its dangers in
real-time. The World Health Organization (WHO)
famously warned that we were facing not just a
pandemic but also an ‘infodemic’, a surge of false
or misleading information about the virus circulat-
ing on social media platforms (Humprecht, 2020;
Arechar et al., 2023; Organization, 2023).

Despite the growing momentum of fact-checking
efforts in recent years, most initiatives remain
focused exclusively on English-language con-
tent (Guo et al., 2022), which leaves a substantial
gap for other major languages. Urdu is the national
language and lingua franca of Pakistan, holds offi-
cial status in several Indian states, and is spoken by
an estimated 232 million people worldwide, includ-
ing both native and second-language speakers. Yet,
it has a minimal digital footprint, accounting for
less than 0.5% of all online content (ICLS, 2024).
This gap is particularly concerning given the high
prevalence of fake news and misinformation cir-
culating in Urdu on social media platforms. Such
content often spreads rapidly, sometimes in the
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Figure 1: Three core fact-checking pipelines of URDUFACTCHECK. First pipeline (top) provides an end-to-end
urdu based fact-checking framework. Second pipeline (middle) introduces translators to improve the issue of
low-quality evidence. Third pipeline (bottom) introduces thresholded translation to reduce cost overhead.

form of jokes or memes, but also as genuine dis-
information (Amjad et al., 2022). While there has
been some encouraging progress in applying cross-
lingual transfer learning to low-resource languages,
particularly for hate speech and rumor detection
tasks (Glavas et al., 2020; Haider et al., 2023), these
advances have rarely extended to automated fact-
checking in Urdu. As a result, the area remains
largely unexplored and underserved, highlighting
a pressing need for research and specialized tools
aimed at supporting factuality assessment in the
Urdu language. To address this, we introduce UR-
DUFACTCHECK.

URDUFACTCHECK is inspired by recent ad-
vances in modular fact-checking frameworks,
such as Lokl (Li et al., 2024), OPEN-
FACTCHECK (Wang et al., 2025, 2024; Igbal et al.,
2024), and FIRE (Xie et al., 2024), and is designed
to address several key challenges in Urdu:

* Identifying factual errors in free-form text;

* Boosting the quality and availability of evi-
dence in contexts;

» Systematically evaluating the factuality capa-
bilities of LLMs for Urdu;

* Determining which automated fact-checker
performs best and identifying the pipeline
components that contribute most to overall
verification accuracy;

To address these challenges, this work introduces
three core resources.

URDUFACTCHECK: An end-to-end fact-
checking pipeline tailored for the Urdu language,
capable of detecting factual errors in free-text input.
To mitigate the issue of sparse and low-quality
Urdu evidence, the pipeline also incorporates
thresholded evidence boosting technique for
improved retrieval and verification as shown in
Figure 1.

URDUFACTQA: A hand-annotated dataset
specifically constructed to evaluate the factual
accuracy of LLMs on Urdu QA tasks. Using
URDUFACTQA, the factual performance of 12
state-of-the-art LLMs is systematically assessed.

URDUFACTBENCH: A manually curated bench-
mark for claim verification in Urdu, supporting
thorough evaluation of automated fact-checking
systems. This benchmark enables direct compari-
son between URDUFACTCHECK and other existing
automated fact-checkers.

In summary, URDUFACTCHECK marks a signifi-
cant step toward democratizing fact-checking tech-
nologies for low-resource languages. It provides a
practical, extensible, and open-source solution to
help researchers, journalists, and developers evalu-
ate factuality in Urdu texts, whether generated by
humans or machines, and sets the stage for future
cross-lingual and culturally inclusive fact-checking
systems.



2 Related Work

Prior efforts in Urdu fact-checking have fo-
cused mainly on classification. The URDU-
FAKE@FIRE2021 (Amjad et al., 2022) shared
task addressed fake news detection as a binary clas-
sification problem, revealing generalization chal-
lenges under domain shifts. AX-TO-GRIND (Harris
et al., 2023) expanded this space by introducing a
large-scale annotated Urdu dataset and applying
multilingual models like MBERT and XLNET to
achieve strong performance. More recently, HOOK
AND BAIT URDU (Harris et al., 2025) introduced
the largest fake news corpus for Urdu to date, lever-
aging LoRA-based fine-tuning of LLAMA-2 for
both monolingual and multilingual fake news de-
tection, and achieving high F1-scores and accuracy.
While these systems represent important advances
in classification performance and dataset scale, they
do not support end-to-end factuality pipelines or
evaluation of generated text.

In parallel, several Urdu Question-Answering
(QA) datasets have been proposed. UQA (Arif
et al., 2024) uses span-preserving translation of
SQUAD?2.0 (Rajpurkar et al., 2018) and serves
as a benchmark for multilingual models including
MBERT and XLM-ROBERTA. Other corpora
such as UQUAD1.0 (Kazi and Khoja, 2021) sup-
port extractive QA but do not assess the factuality
of model outputs. Notably, these available QA
datasets are primarily focused on general QA and
reading comprehension tasks, rather than on fact-
checking or evaluating the factual correctness of
generated responses.

While multilingual benchmarks such as X-
FACT (Gupta and Srikumar, 2021) test LLM factu-
ality across several low-resource languages, Urdu
remains under-represented in these evaluations. Ad-
ditionally, recent tools like FACTSCORE (Min et al.,
2023), FACTOOL (Chern et al.), and FACTCHECK-
GPT (Wang et al., 2023) have advanced metrics,
retrieval, and modularity in fact-checking, but are
typically built for English and lack support for
Urdu-specific tasks or datasets.

3 Datasets

To enable rigorous evaluation of automated fact-
checkers and the factual capabilities of LLMs, we
curated a diverse collection of five datasets span-
ning the tasks of claim verification and factual QA,
introducing both URDUFACTQA and URDUFACT-
BENCH.

3.1 Dataset Collection

Given the near-complete absence of high-quality
factual datasets in Urdu, we created a multi-
stage process to bring proven English-language
resources into Urdu with careful expert supervi-
sion at each step. For claim verification, we se-
lected three datasets: BINGCHECK (Li et al., 2023),
FACTCHECK-BENCH (Wang et al., 2023), and FAC-
TOOL (Chern et al., 2023). FACTOOL offers fac-
tuality claims from a range of domains, so we
specifically selected examples that require world
knowledge to verify. This subset is referred to as
FACTOOL-QA. To evaluate the factual question an-
swering abilities of LLMs, we included two widely-
used QA datasets: SIMPLEQA (Wei et al., 2024)
and FRESHQA (Vu et al., 2023). These datasets
were selected for their diversity in claim structure,
domain coverage, and format, ensuring a compre-
hensive evaluation of both claim-level factuality
and broader LLM factual behavior. Particular em-
phasis was placed on claims that require models
to leverage external knowledge, as this is a critical
aspect of robust factual verification.

For both FACTCHECK-BENCH and
BINGCHECK, we simplified the original four-label
classification scheme (supported, partially sup-
ported, not supported, refuted) into a binary format.
Specifically, supported and partially supported
were merged into True, refuted was mapped to
False, and instances labeled as not supported were
excluded. This binarization ensures consistency
across all datasets and streamlines the evaluation
process by focusing on clear factuality decisions.

To address class imbalance in BINGCHECK
(which contained 3,581 True claims and only 42
False claims), we sampled 100 True claims for in-
clusion in our test set. This approach provided a
more balanced and manageable dataset, allowing
evaluation metrics to better reflect system perfor-
mance on both classes.

3.2 Translation and Annotation

To kick-start the translation process, GPT-40, a
state-of-the-art LLM, was used to generate initial
Urdu translations for all datasets in a few-shot
setup. This machine-generated translation was not
intended as a final product, but rather as a way to
accelerate the annotation workflow and reduce the
manual workload for human annotators. By lever-
aging GPT-40, annotators were able to dedicate
their efforts to quality assurance, validation, and



refinement rather than translating from scratch.

To further improve machine translation quality,
expert annotators hand-crafted 100 demonstration
examples (20 per dataset), which were incorpo-
rated as examples in the LLM’s few-shot setup. A
custom prompt template, enriched with formal lin-
guistic guidelines, was developed to support the
model in producing grammatically correct and flu-
ent Urdu. The LLM was instructed to retain proper
technical terms and noun transliterations, handle
left-to-right (LTR) numerals and tokens with right-
to-left (RTL) sentence flow, and avoiding improper
placement of acronyms or LTR content in Urdu
syntax (see Appendix A for details). For optimal
few-shot performance, Max Marginal Relevance
(MMR) was used to select the most relevant ex-
amples. The translation pipeline was implemented
using LANGCHAIN'! with an output parser to en-
sure structured and accurate outputs. For GPT-40
default parameters of OpenAl Library were used.

Following machine translation, every dataset un-
derwent a rigorous dual-annotation process. Each
translated dataset was first reviewed by one expert
annotator and then independently validated by a
second annotator, providing checks for linguistic
consistency, factual correctness, and cultural ap-
propriateness. The annotation process was further
supported by a custom-built annotation portal that
enabled annotators to efficiently view and verify
translations (see Appendix B for details). This
workflow ensured that all datasets ultimately met
high standards of quality and reliability for factual-
ity evaluation in Urdu.

Native Urdu-speaking annotators were employed
to ensure the highest linguistic and cultural qual-
ity in the datasets. All annotators were required
to be senior high-school graduates at minimum,
with higher educational qualifications preferred,
and both parents being from and residing in Urdu-
speaking regions. This careful selection process
helped guarantee not only fluency but also deep
cultural familiarity with the language. The final
translated datasets resulted in the following two
resources:

URDUFACTBENCH: Comprising the claim
datasets BINGCHECK, FACTOOL-QA, and
FACTCHECK-BENCH, this benchmark serves as
the ground truth for evaluating the performance of
automated fact-checkers in Urdu. (see Table 1 for
full statistics)

"https://www.langchain.com

Dataset | #True #False Total
FACTCHECK-BENCH 472 159 631
FACTooL-QA 177 56 233
BINGCHECK 100 42 142
URDUFACTBENCH | 749 257 1006

Table 1: Statistics of URDUFACTBENCH

Dataset |  Size
SIMPLEQA 4,326
FRESHQA 600
URDUFACTQA | 4926

Table 2: Statistics of URDUFACTQA

URDUFACTQA: Consisting of the QA datasets
SIMPLEQA and FRESHQA, this resource is de-
signed for evaluating the factuality capabilities of
LLMs in Urdu. (see Table 2 for full statistics)

Together, these resources help bridge the se-
vere resource gap in Urdu NLP and enable repro-
ducible, benchmarked research on factuality in low-
resource settings.

4 Framework

To address the challenge of evaluating factual-
ity in Urdu free-form text, we present URDU-
FACTCHECK, a set of three end-to-end pipelines
specifically tailored for the Urdu language. The
base framework consists of four core agent mod-
ules: CLAIMPROCESSOR, QUERY GENERATOR,
RETRIEVER, and VERIFIER, drawing on well-
established automated fact-checking frameworks,
as illustrated in Figure 1 (Li et al., 2024; Igbal et al.,
2024; Xie et al., 2024; Chern et al., 2023).

4.1 Prompt Engineering for Core Modules

URDUFACTCHECK framework adopts an agentic
architecture, where each module operates as a spe-
cialized agent fulfilling a distinct role in the fact-
checking process. The initial step in building the
URDUFACTCHECK framework involves carefully
designing prompts for each agent. Each prompt is
crafted to address the unique linguistic and contex-
tual challenges of Urdu, ensuring that every agent
produces coherent outputs throughout the pipeline.

The prompt for CLAIMPROCESSOR not only
decomposes input text into atomic claims (concise,
self-contained statements that can be independently
fact-checked) but also ensures that each claim is
decontextualized and check-worthy. This careful
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prompt engineering guides the agent to consistently
identify claims suitable for factual verification.
For QUERYGENERATOR, the prompt is tailored
to generate context-aware web search queries for
each atomic claim. Specifically, two types of
queries are generated for each claim: a question-
based query that conceals the explicit fact, and a
direct claim-based query that includes the exact
factual statement. This dual-query approach en-
sures both broad coverage in evidence retrieval,
maximizing the likelihood of finding authoritative
information to support or refute each claim.

RETRIEVER, in contrast, does not require
prompt engineering, as it directly interacts with
SERP APIs to conduct web searches and return
summarized snippets for each query. In our frame-
work, we utilize the Google SERP API to retrieve
relevant web content.

Finally, the prompt for VERIFIER enables it to
thoroughly evaluate the collected evidence and as-
sign a factuality label (true or false) to each atomic
claim. Beyond basic labeling, the prompt also
guides the agent to also provides clear reasoning
for its decision, explains its understanding based
on the available evidence, and, where appropriate,
suggests corrections for the atomic claim.

Each prompt also includes two-to-three exam-
ples to guide the agents’ outputs. Detailed prompt
templates are provided in Appendix C.

4.2 Evidence Boosting

A major challenge in automated fact-checking for
Urdu is the limited availability of high-quality ev-
idence in the language. To address this, URD-
UFACTCHECK implements a multi-strategy evi-
dence retrieval approach—consisting of three dis-
tinct strategies—that dynamically adapts to the dif-
ficulty and resource needs of each claim.

Monolingual Retrieval This is a straightforward
approach in which, for every Urdu query gy,
the system retrieves evidence Fy, in Urdu. This
method ensures language consistency and compu-
tational efficiency, but struggles to provide relevant
results for niche or globally underrepresented top-
ics due to the scarcity of reliable Urdu web content.
As a result, the evidence retrieved can sometimes
be insufficient or only loosely related to the original
claim.

2https://serper.dev

Translated Retrieval This strategy seeks to over-
come the limitations of monolingual retrieval by
translating the Urdu query g, into English g., and
conducting the web search in English to obtain
evidence F,,. The retrieved evidence is then trans-
lated back into Urdu, resulting in Fi,y;, to main-
tain consistency with downstream modules. While
this translation-based approach significantly im-
proves evidence recall and quality by leveraging
abundant English online sources, it incurs higher
computational overhead and introduces potential
risks of semantic drift during back-translation.

Thresholded Translated Retrieval This ap-
proach combines the efficiency of monolingual
retrieval with the robustness of translation-based
search using a dynamic fallback mechanism. We
introduce a thresholded evidence retrieval function,
R(qur, T), which first attempts direct Urdu retrieval.
The sufficiency of evidence E; is assessed by com-
paring its cardinality | Ey| to a predefined threshold
7 which represents the minimum evidence count.

If | Ey| > 7, the system proceeds with Ey; for
factual verification. Otherwise, gy, is translated
into English (ge,) and additional evidence E, is
retrieved using English search. This evidence is
then translated back into Urdu Fe._y;. In such cases,
both E,; and F¢,., are combined for downstream
verification.

R(q 7_) — Eun

if ‘Eur‘.z T 0
otherwise

As shown in Equation 1, this adaptive approach
allows the system to default to efficient monolin-
gual retrieval while guaranteeing robust verifica-
tion coverage for claims with insufficient Urdu ev-
idence, dynamically invoking and combining the
translation-based strategy only when necessary.

To facilitate seamless transitions between Urdu
and English, we engineered dedicated prompts for
both Urdu-to-English and English-to-Urdu transla-
tion tasks. All translation is performed by an LLM
agent, ensuring accurate and context-aware conver-
sions that preserve the original meaning throughout
the evidence retrieval pipeline.

This tiered retrieval framework allows URDU-
FACTCHECK to adaptively maximize recall and
reliability while minimizing unnecessary cost, ef-
fectively addressing the core challenge of evidence
scarcity in low-resource languages like Urdu.


https://serper.dev

S Experiments

To assess the effectiveness of URDUFACTCHECK
and the utility of our annotated benchmarks, we
conduct a comprehensive suite of experiments.
Specifically, we (i) investigate the impact of vary-
ing the evidence threshold parameter on retrieval
and verification performance, (ii) benchmark the
accuracy of automated fact-checkers using URDU-
FACTBENCH dataset, and (iii) evaluate the factual-
ity of state-of-the-art LLMs with URDUFACTQA.

We report both the API costs associated with
proprietary LLMs and the GPU rental expenses for
open-source models, as well as the costs incurred
from search engine queries and the overall time
required for fact-checking. Experiments with open-
source models were run on an NVIDIA RTX 6000
GPU, costing approximately $0.79 per hour. Each
search query issued through SerpAPI resulted in an
estimated cost of $0.00105 per query.

5.1 Threshold Tuning

A key hyperparameter in the evidence retrieval
pipeline is the evidence threshold 7, which de-
termines the minimum number of Urdu evidence
snippets required before triggering fallback to
translation-based retrieval. To understand the trade-
offs between recall, accuracy, and computational
efficiency, we systematically vary 7 across the set 1,
3,5,7,9. For each threshold value, we evaluate the
system’s performance on the FACTCHECK-BENCH
subset of URDUFACTBENCH, recording factual
verification accuracy and retrieval cost. This anal-
ysis enables us to identify the optimal threshold
setting that balances high recall and low cost.

All threshold experiments are conducted using
GPT-40-MINI as the backbone language model,
with a temperature setting of 0 and a maximum
token limit of 2500. All other parameters are kept
at their default values.

Results Analysis Figure 2 shows the effect of
varying the evidence threshold 7 on both F1 score
and total retrieval cost. As 7 increases from 1 to 5,
F1 score improves and peaks at thresholds 5 and
9. This suggests that requiring a moderate amount
of Urdu evidence before falling back to translation-
based retrieval maximizes verification performance.
However, this gain comes with a trade-off in cost,
which remains stable between thresholds 3 and 5
but rises sharply at 7 and 9.

Overall, setting 7 in the range of 3—5 appears
to provide a favorable balance between improved
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Figure 2: Impact of evidence threshold 7 on F1 score
(left axis, blue) and total cost (right axis, red) on the
FACTCHECK-BENCH subset.

accuracy and manageable computational cost, mak-
ing it a practical choice for deployment in resource-
constrained or cost-sensitive scenarios. Based on
these results, we use 7 = 5 as the default thresh-
old for subsequent experiments, unless otherwise
specified.

5.2 Language Models

To enable a fair comparison for automated fact-
checking in Urdu, we evaluate a range of state-
of-the-art (SOTA) language models. Our experi-
ments include proprietary models from two lead-
ing families—GPT models (OpenAl, 2024a,b) and
Claude models (Anthropic, 2024) as well as two
high-performing open-source models: MISTAL-
INST 7B (Jiang et al., 2023) and LLAMA3.1-INST
8B (Dubey et al., 2024). This evaluation provides
insight into the current capabilities of LLMs for
factual verification tasks in Urdu.

Results Analysis Table 3 shows performance
comparison of different LLMs. Proprietary models
consistently achieve better results than open-source
alternatives, likely due to their greater size and
more advanced training in reasoning and tool use.
Within the proprietary category, the most recent
offerings—such as GPT-4.1 from OpenAl—stand
out with the highest performance. Interestingly, the
budget friendly GPT-4.1-MINI and GPT-40-MINI
also give a comparable performance and also of-
fers an impressive 700x reduction in cost. This
suggests that for fact-checking tasks, the absolute
best-performing models may not be necessary.

5.3 Fact-Checker Benchmarking

To comprehensively evaluate URDUFACTCHECK,
we benchmarked its performance on the two
remaining subsets of URDUFACTBENCH:
FACTOOL-QA and BINGCHECK. As there are



LLM LLM + Search  Label = True Label = False
Cost ($)  Prec Recall F1 Prec Recall F1
GPT-4.1 6.06+2.35 092 0.56 0.70 0.39 0.85 0.54
GPT-4.1-MINI 1.10+42.06  0.88 0.61 0.72 040 0.75 0.52
GPT-40 7.4242.32 0.90 0.56 0.69 0.38 0.80 0.52
GPT-40-MINI 0.35+1.87 092 048 0.63 036 0.87 0.51

CLAUDE-SONNET
CLAUDE-HAIKU

21.6+2.66 090 044 059 034 0.85 049
5714273 085 040 0.54 030 0.79 0.44

1.84+1.22  0.80 039 0.52 030 0.62 0.40
4.02+2.15  0.84 043 0.57 032 0.65 0.42

MISTRAL-INST 7B
LLAMA3.1-INST 8B

Table 3: Fact-checking performance and cost com-
parisons between different language models for UR-
DUFACTCHECK (Thresholded Retrieval 7 = 5) on
FACTCHECK-BENCH.

currently no end-to-end fact-checking systems
designed for Urdu, direct comparisons with
other tools are limited. We attempted to include
FACTOOL in our evaluation; however, it produced
unsatisfactory results on Urdu inputs. For this
reason, we did not consider other English-based
fact-checkers, since their outputs would not
provide a fair basis for Urdu-language verification.
Our benchmarking involved three core variants
of URDUFACTCHECK: monolingual, translated
(TR), and thresholded translated (TH-TR). For the
thresholded variant, we experimented with evi-
dence thresholds 7 set at 3, 5, 7, and 9, yielding a
total of six different URDUFACTCHECK configura-
tions. All experiments were conducted using two
backbone LLMs: GPT-40 and GPT-40-MINI.

Results Analysis Table 4 demonstrates that
all URDUFACTCHECK variants outperform FAC-
TOOL and trivial baselines by a substantial
margin. Among the URDUFACTCHECK ap-
proaches, translation-based methods (TR and TH-
TR) achieve the best overall performance, espe-
cially with GPT-40, which obtains F1 scores as
high as 0.79 for true labels. This highlights the
importance of accessing English evidence in sup-
plementing limited Urdu web content. The thresh-
olded translated (TH-TR) variants offer strong re-
sults, particularly with moderate threshold settings
such as 7 = 5, balancing accuracy and computa-
tional cost effectively. Cost analysis reveals that
GPT-40-MINI delivers competitive accuracy rela-
tive to GPT-40, but at a dramatically lower oper-
ational cost. This makes it an attractive backbone
for scenarios with budget constraints.

5.4 Evaluating LLM Factuality

To assess the factual accuracy of large language
models in Urdu, we evaluated twelve state-of-the-
art LLMs using the URDUFACTQA benchmark.

Our evaluation covers both proprietary and open-
source models. The proprietary group includes
GPT-40 and 04-MINI, while the open-source
group consists of ALIF (8B), which is specifically
tailored for Urdu, as well as LLAMA-3-INST (8B),
LLAMA-3.1-INST (8B), LLAMA-3.2-INST (1B,
3B), and QWEN 2.5 (1.5B, 3B, 7B, 14B, 72B).

For each question in URDUFACTQA, responses
were collected from all twelve models. GPT-based
models were run with default decoding parameters
from the OpenAl API, while open-source models
used the default generation settings provided in the
Hugging Face Transformers library. After generat-
ing free-form answers, we automatically evaluated
their factuality using the translation-based URD-
UFACTCHECK pipeline (TR variant), with GPT-
40-MINI as the verifier and Google Serper as the
evidence retriever, applying the factuality prompts
from URDUFACTQA.

Results Analysis As illustrated in Figure 3, pro-
prietary models such as GPT-40 and 04-MINI
achieve the highest percentages of factually correct
responses on both the SIMPLEQA and FRESHQA
subsets, with true claim rates ranging upto 46%.
In contrast, open-source models i.e. ALIF-8B,
LLAMA-3 series, and modelQwen series yield
lower factual accuracy, typically achieving less
than 25% true claims, although QWEN 2.5 (72B)
stands out as the most competitive among them.

The questions in the SIMPLEQA subset are rel-
atively more challenging for LLMs, resulting in
a lower percentage of true claims compared to
FRESHQA. Additionally, the lower number of false
claims observed in FRESHQA is largely due to its
smaller dataset size (600) compared to SIMPLEQA
(4,326). Computational costs are relatively similar
across the board.

Overall, these results indicate that while pro-
prietary models deliver the best factual accuracy
in Urdu, progress in open-source models remains
limited. This highlights both the value of high-
resource, instruction-tuned LLMs for factual ques-
tion answering in low-resource languages and the
need for continued development of competitive
open-source solutions for Urdu.

6 Conclusion

In this work, we introduced URDUFACTCHECK,
the first comprehensive automated fact-checking
system tailored for the Urdu language. Our mod-
ular, agentic framework addresses key challenges



LLM + Search URDUFACTBENCH- FACTOOL-QA URDUFACTBENCH- BINGCHECK Urdu
Framework LLM Cost g;rc Label = True Label = False Label = True Label = False Language
Prec Recall Fl | Prec Recall Fl |Prec Recall FI1 | Prec Recall F1 |CP RTV VFR
Random - - 0.58 0.77 0.66 046 026 033 |0.58 0.77 0.66 046 026 033 | - - -
Always True - - 1.00 0.76 0.86 [0.00 0.00 0.00 |1.00 0.76 0.86 [0.00 0.00 0.00 | - - -
Always False - - 0.00 0.00 0.00 1.00 024 039 |0.00 0.00 0.00 [1.00 024 039 | - - -
FACTOOL GPT-40 4.67+1.57 |0.75 0.50 0.60 [0.43 0.59 0.50 |0.82 047 0.60 [0.38 0.76 0.50 | x x X
GPT-40-MINI| 0.21+1.22 [0.72 048 0.56 [041 061 049 [0.84 046 0.59 [039 079 052 | x X X
GPT-40 4.87+1.61 0.84 0.63 0.72 (035 0.63 045|087 041 0.56 |039 086 054 |v V v
URDUFACTCHECK
GPT-40-MINI| 0.22+1.24 [0.87 0.53 0.65 [0.33 0.75 046 [0.87 045 0.59 [034 084 048 |v V v
GPT-40 5.02+1.72  |0.84 0.62 0.71 [0.35 0.64 045 |0.88 041 0.56 040 085 054 |v V v
URDUFACTCHECK TH-TR-3
GPT-40-MINI| 0.24+1.37 [0.83 048 0.61 [029 068 041 [0.87 047 0.61 040 084 055 |v V v
GPT-40 5.45+2.19 [0.83 0.65 0.73 [0.34 057 043 [0.83 041 055038 081 052 |v V v
URDUFACTCHECK TH-TR-5
GPT-40-MINI| 0.24+1.37 [0.87 0.50 0.64 [0.33 0.77 046 {093 050 0.65 044 091 059 |v V v
GPT-40 5.20+2.38 | 0.84 0.67 0.75 |[0.35 059 044 [0.80 040 0.53 [035 077 049 | v V v
URDUFACTCHECK TH-TR-7
GPT-40-MINI| 0.28+1.59 |0.87 0.53 0.66 034 0.79 048 [0.89 048 062 |042 0.86 056 | v V v
GPT-40 6.12+2.67 |0.87 0.53 0.66 [0.34 0.79 048 [0.80 041 0.54 036 077 049 |v V v
URDUFACTCHECK TH-TR-9
GPT-40-MINI| 0.30+1.66 [0.85 0.53 0.66 [0.33 0.71 045 [090 053 0.67 044 086 058 |v V v
GPT-40 8.87+2.23 |0.90 0.70 0.79 [0.44 0.75 0.56 [0.79 0.55 0.65 [039 067 050 | v VvV v
URDUFACTCHECK TR
GPT-40-MINI| 0.46+1.38 |0.88 0.58 0.70 |0.37 0.78 0.50 [0.92 0.55 0.69 {045 0.88 0.60 | v Vv v

Table 4: Performance comparisons between different frameworks across multiple datasets. Red indicates the lowest
performance, while green indicates the highest.
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Figure 3: Automatic factuality evaluation results for 12 SOTA LLMS on URDUFACTQA using URDUFACTCHECK-
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FACTCHECK-TR in USD.

in low-resource factual verification, including the
scarcity of high-quality Urdu evidence and the ab-
sence of existing end-to-end Urdu fact-checking
tools. Through a multi-strategy evidence retrieval
pipeline and curated translation prompts, URDU-
FACTCHECK dynamically balances retrieval accu-
racy, recall, and computational cost.

We also presented two new annotated bench-
marks: URDUFACTBENCH for claim verifica-
tion and URDUFACTQA for evaluating the fac-
tual capabilities of large language models in
Urdu. Extensive experiments demonstrated that
URDUFACTCHECK, particularly its translation-
augmented variants, consistently outperforms ex-

isting baselines and open-source frameworks, es-
tablishing robust new standards for Urdu factual
verification.

Our large-scale evaluation of twelve state-of-the-
art LLMs on URDUFACTQA further highlighted a
persistent gap between proprietary and open-source
models in Urdu factuality, while also underscoring
the growing potential of models specifically tai-
lored for Urdu. By making our system, datasets,
and evaluation framework publicly available, we
hope to spur further research in low-resource fact-
checking, bridge the digital resource gap for Urdu,
and provide scalable solutions to combat misinfor-
mation in linguistically diverse settings.



7 Limitations and Future Work

While URDUFACTCHECK represents a significant
step forward in factuality evaluation for Urdu, sev-
eral limitations remain:

Evaluation Datasets The effectiveness of UR-
DUFACTCHECK relies heavily on the quality and
diversity of the evaluation datasets. Although we
have incorporated multiple benchmarks to ensure
broad domain coverage, inherent biases and cover-
age gaps persist. Certain specialized domains may
be underrepresented, potentially limiting the sys-
tem’s robustness and generalizability for all types
of factual claims.

Latency and Cost Automatic fact-checking with
URDUFACTCHECK can incur substantial computa-
tional costs and latency, particularly when leverag-
ing high-accuracy models and multi-stage retrieval
strategies. These resource requirements may pose
challenges for real-time applications or users with
budgetary constraints.

Quality of Machine Translation The framework
relies on machine translation when retrieving and
processing evidence across Urdu and English. De-
spite careful prompt engineering and post-editing,
translation errors can introduce semantic drift, loss
of nuance, or context misinterpretation, potentially
affecting both evidence quality and factuality judg-
ments.

Temporal Limitations Currentlyy, URDU-
FACTCHECK does not explicitly model the
temporal dynamics of factuality. As facts may
change over time, especially in rapidly evolving
domains, this can lead to mismatches between sys-
tem judgments and the present state of knowledge.
We are actively working on methods to integrate
temporal awareness into future versions of the
framework.

Dependence on External Knowledge Sources
The framework’s reliance on external knowledge
bases and web search engines introduces variabil-
ity in the availability, reliability, and timeliness of
evidence. Since web content is dynamic and not
always up to date, the factual accuracy of retrieved
information cannot be guaranteed in all scenarios.

Limited Human Evaluation While we perform
automated evaluation of LLM outputs using URD-
UFACTCHECK, comprehensive human annotation

and double-checking across all benchmarks is lim-
ited by resource constraints. Automated metrics
may not always fully capture nuanced or context-
dependent factual errors that human experts could
identify.

Handling Ambiguity and Subjectivity Some
claims and questions may be inherently ambigu-
ous, subjective, or context-dependent. The current
framework is not equipped to distinguish between
subjective assertions, nuanced opinions, or multi-
faceted claims, which may impact the accuracy of
factuality judgments in such cases.

8 Ethical Statement

The development and deployment of URDU-
FACTCHECK are guided by ethical principles to
ensure responsible use and positive societal impact:

Transparency and Accountability We prioritize
transparency by making our code, data, and eval-
uation protocols publicly available. This enables
independent scrutiny and fosters community trust.
We invite users and researchers to report issues and
biases, promoting continual improvement of the
framework.

Bias Mitigation We acknowledge the existence
of potential biases in both language models and
evaluation datasets. By integrating diverse bench-
marks and supporting research into fair fact-
checking, we aim to minimize the influence of bias
on factuality assessments.

Social Impact Improving the factual accuracy of
LLM outputs is central to combating misinforma-
tion and supporting informed public discourse. We
believe URDUFACTCHECK can contribute mean-
ingfully to these goals, especially in low-resource
linguistic communities.
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A Pre-Translation Prompt for Dataset Generation

This prompt was used to perform pre-translation of all data instances, significantly accelerating the
annotation process for both URDUFACTQA and URDUFACTBENCH.

You are an expert Urdu translator. Your task is to translate the following claim-label pairs from English to Urdu.

### Instructions

- Translate both the *xkclaimk* and *klabelxx into s*kformal, fluent Urdusx.

- Use correct skmasculine/feminine grammatical forms** in Urdu.

— Translate skproper nounssk only if a widely accepted Urdu version exists (e.g., "India" - "<&, "Syria" - ".u")
- Avoid translating proper nouns when they appear in the name of an organization.

- Retain sxtechnical or factual terms*x (e.g., award names, organization names) in sktransliterated formsx, where
appropriate.

- Translate xkdates*x into proper Urdu format (e.g., "January 1, 2020" - '"2020 s,ss "),

### Important Formatting Guidelines

1. xkEnglish acronyms and abbreviationssx (e.g., IEEE, NASA, UNESCO):
- Do *knot*x translate or transliterate.
- Place them at a sxnatural positionsx in the Urdu sentence (ideally after the date or subject).
- Avoid starting Urdu sentences with acronyms or left-to-right (LTR) text.

2. xxWestern numerals and LTR elementsxkx (e.g., 2022, 7.8.8, Notepad++):
- Do *knot*x convert numerals to Urdu words.
- Always place an *xxUrdu phrase beforexx such elements to maintain proper sxright-to-left (RTL)*k sentence flow.
- This applies to acronyms, version numbers, software/product names, etc.

Incorrect (structurally broken):

a. 022010 Jw TEEE 8L S 08 3)ls Sl 0550 Sh

b. 2 of January of 2019

Cu 2022 €S Sl 538 O 33558 bt o S Gl 582022 5558 27 e e 50 Olad S milas s sl Ol s i mees 1S Gl Gl Qs S
Correct (natural Urdu structure):

a. 8L SOS3ls Slo)s, St TEEE 02010 J-

b. Seosa2 002019 Jw

Co S oS DS 5 MeS S 33,58 alai S gl S 2022 (50558 27 oo e 5 Glad S atilasy ) ) s i aean 192022 ult s G (S

3. Ensure the final Urdu sentence is:
- Grammatically correct

Visually aligned for RTL display

Fluent and natural to read

Here are a few examples of claims and expected translations:
<EXAMPLES>

### Translation
claim: {claim}
label: {label}

### Formated Instructions:
{format_instructions}

Figure 4: Prompt for pre-translation before expert annotation of URDUFACTBENCH and URDUFACTQA
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B URDUFACTCHECK Annotator Dashboard

To streamline dataset creation and quality assurance, we developed a dedicated annotator dashboard for
URDUFACTCHECK using Streamlit. This dashboard was provided to expert annotators to simplify the
annotation process, making it easier to review translations and ensure high-quality, consistent data across
both URDUFACTQA and URDUFACTBENCH.

UrduFactCheck Annotation Dashboard

Choose a JSON file to annotate:

Drag and drop file here .
J P Browse files
Limit 200MB per file « JSON

simpleqa_gpt-40_annotated.json 3.3MB X

Previous Next Save and Next

Question Urdu

SLE L S S 5 lsal s 0335 S8 1EEE (30 2010 JLw

Answer Urdu

S8 es sakisn

Figure 5: URDUFACTCHECK Annotator Dashboard.
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C URDUFACTCHECK prompts

This section provides the custom-designed prompts used for the core modules of URDUFACTCHECK,
including the CLAIMPROCESSOR, QUERYGENERATOR, and VERIFIER, each tailored to handle the
unique linguistic and contextual challenges of Urdu factuality evaluation.

C.1 Claim Processor Prompt

CLAIM_PROCESSOR_PROMPT = {
Msystem": M.om il Usils Gl O (S G S al B se050 S,
“user': """
AR G S oSS Gl o Sl (S e sl G (S s« 2 USG50 1S S usen b g 628 sn 2 Ol Sl G522 .0n dab 2 5o S ale (e e 2 LS L Gla L) Sl S
o B 15) paite 5o e S da o Scalias (S0 ses S (ULl s s allom o s by e) G )5S (o oS g -0 gl DAl Bk Gy S0 e gy e O
e b e sd sl (S

oy e UG Gae 5300 s s o W8 L e 53 (e
-0 S A Jald Cialia s b O ilaal ) S sdle Sl ala Uiy e Sua )b 8 0 iy ln Sl
[STRSELSWPEN I
[
1St
"claim": "wSds o Scalay Soosed S8 Sl 8 Jud deSa sl s aS o BUIT5 Gsea a8 Gl S S ol
1

o o8 2 e 53 Ul
[text]: & e LS el e e 81 58 She om0 6568 O i =S Sl o5 0 535 50 5 Sihe cmad e e S8 S
[responsel: [{{"claim": " = 3,50 —lecui"}}, {{"claim": "iw 35S in S sl Shocws" 3}, {{"claim": " o g K1 S ShaCunds
K s lsdai"}}]

[text]: .o Sw b IS S LS Splla 28 e s (e 05800 S0 5058 ase e Y
[responsel: [{{"claim": "L, )& ausema ¥}, {{"claim": " 8 e s oo S0}, {{"claim": " S n i b ESLS Sasa
="}

[text]: {input}
[response]:

}

Figure 6: CLAIMPROCESSOR prompt.

C.2 Urdu to English Translator Prompt

URDU_TO_ENGLISH_TRANSLATION_PROMPT = {

"system": "You are a helpful assistant.",

"user": """You are given a piece of text in Urdu. Your task is to translate it into English. The translation
should be accurate and maintain the original meaning of the text. Please ensure that the translation is
grammatically correct and coherent in English.

DO NOT RESPOND WITH ANYTHING ELSE. ADDING ANY OTHER EXTRA NOTES THAT VIOLATE THE RESPONSE FORMAT IS BANNED.

{input}

}

Figure 7: Urdu to English translator prompt.
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C.3 Query Generator Prompt

QUERY_GENERATION_PROMPT = {

e S (S oy (S 05ty o pom il - S 8 Y g S 0l S (6 qln gl Sise ol S S S G S ged K sVl S Ve Sl Gl Msystem”
S 1) e B g S) S il
w, neapn

- S s ¥l s S ol S (3 5800 Sk ) Sise 52 a8 saliy ISl 58 a0 (e 3 S ot om0 S Ol SO S sen K S e s G s il Y s Sl G
RS h ke e il sk a8 S s (Ko en K S0d ua Yl

-odla Sl e 53l SV ) Oy i e 520 S5

S E s '] e Ll S Gl s ol 43S 08 G e (s (oS izl Gl S ol oY) s (e oy (S 05ail) B Lo s e S 8 K0 i e S

[Cne i S Glsa]

1
', 1ds!
120!
[
top ofle 08 Ul

won A8 0 5 () o S S il sed

[" s 5 ) " ,"m OS o sl o S SRS s

o Ol (Fslams ol ) s Sl g) ol il JSila ils 5o

[l ISl "0 05 Ol sh (o slonas 03§ s cans S i 5l L] il 52

e S EBR S S S i

["F o> S " S8 S S e '] il

o B 51 558 e IS S g G pam ¢ S o m

{input} :sse
s
+
Figure 8: QUERYGENERATOR prompt.
C.4 English to Urdu Translator Prompt
ENGLISH_TO_URDU_TRANSLATION_PROMPT = {
"system": "You are a helpful assistant.",
"user": """You are given a piece of text in English. Your task is to translate it into Urdu. The translation

should be accurate and maintain the original meaning of the text. Please ensure that the translation is
grammatically correct and coherent in Urdu.
DO NOT RESPOND WITH ANYTHING ELSE. ADDING ANY OTHER EXTRA NOTES THAT VIOLATE THE RESPONSE FORMAT IS BANNED.

{input}

}

Figure 9: English to Urdu translator prompt.
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C.5 Verifier Prompt

VERIFICATION_PROMPT = {

pMow Ot QLSO M sy stem”

ey Muser™
-0 ble S Cida S e e 8 WS (S Cilid o O S o KOl S WS e 3SE s Sl
w0 e g e s a2 Sl 5 GG B 5 800 s 03 S el i s 23 Al sn 1S 2 s 03 S ol B Billae S g e o S eSS Cls (S e K gl
Y IS i (S e 8l s S Jlasind e bt S0 sd S G
WIS g enns S il o o(uansd) "cOrrection” Ly (k) "error L (cids) "factuality” ((~as) "reasoning” - us ol o s o s G s SE S Clsa
01 S il sl ) cabiay (S hle sl ((False LBoolean — True) vyl = Ghle Gba 568 G gia 8

e Hs o ) el sl GhlE g

e K o

{text]: {claim]

oS wl

{evidences]: {evidence]

S e TS s e S sl sl eaS e ln Gl e Sue 8 8 i SO
e 8 1S s

1

R Sl A sk amie ) S S cilen (S Lad S Gl S ond e o Ciia S S S 0 S Gl on S0 b e i & e (R 52 058" "reasoning”
S Calins (S CRIE a5 NONE! 5 3 e Cdds & jle A1 error”

S el A G e sal a6 s Jhle € R "correction”

False sis o i p s o jle (K50 S factuality": True"

H

i

Figure 10: VERIFIER prompt.
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