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Abstract

Cross-validation is commonly used to estimate machine learning model perfor-
mance on new samples. However, using it for both hyperparameter selection and
error estimation can lead to overestimating model performance, especially with
extensive hyperparameter searches that overly tailor models to validation data. We
demonstrate that deep learning further amplifies this bias, with even minor model
adjustments causing significant overestimation. Our extensive experiments on sim-
ulated and real data focus on the bias from early stopping during cross-validation.
We find that overestimation intensifies with network depth and is especially severe
in small datasets, which are common in physiological signal processing appli-
cations. Selecting the early stopping point during cross-validation can result in
ROC-AUC estimates exceeding 90% on random data, and this effect persists across
various sample sizes, architectures, and network sizes. All codes are publicly
available at https://github.com/NonaRjb/DeepOverestimation.git.

1 Introduction

The success of deep learning (DL) in data-rich fields like text and image processing [1, 2, 3] has
extended its application to areas with limited data, often achieving significant success. Specifically,
for physiological signals, DL consistently outperforms other methods in competitions [4, 5], even
with smaller-scale datasets [6, 7]. Small sample sizes are common in human studies due to the high
data collection costs and the need for short sessions to avoid participant fatigue. The expenses for
participant recruitment, experimental setup, and ensuring data quality are significant, especially in the
early stages of research when the value of the data is uncertain. Hence, increasing the sample size is
often infeasible, prompting deep neural networks to be trained on limited data, with cross-validation to
validate performance. This paper explores how applying cross-validation to estimate the performance
of a DL model requires extra care, as neglecting the independence of model and data decisions can
lead to a huge overestimation of performance.

Previous research has emphasized the importance of using a held-out test set, in addition to training
and validation sets, when evaluating shallow machine learning (ML) models [8, 9, 10]. Tuning a
model’s hyperparameters based on validation performance can lead to overestimating the performance,
where the model becomes overly tailored to the validation data. In this paper, we show that in low-data
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Figure 1: Cross-validation and test perfor-
mance of ResNet-1D and ConvNet trained on
EEG activity with random binary labels.
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Figure 2: Data splits for model selection and
evaluation: (top) large datasets typically use a
single split for realistic performance estimation;
(middle) for smaller datasets, which less accu-
rately represent the underlying data distribution,
cross-validation improves estimates; (bottom)
with limited data, researchers may omit the test
set, relying solely on cross-validation.

regimes, merely choosing the early stopping point based on validation performance can significantly
overestimate model performance. An extensive ablation study confirms this consistent effect across
different network architectures, sizes, optimization methods, and both synthetic and real data (Fig. 1).
This highlights how DL can amplify biases, with extreme cases yielding a ROC-AUC of 0.95 on
completely random data.

2 Setup

We evaluate the consistent effect of early stopping on the overestimation of the performance of
DL models in the low-data regime. We focus on three fundamental components of a standard ML
pipeline: the data used to train the model (sample size–the number of samples available for training
and validation, feature size), the network used to instantiate the model (the architecture, the depth
and the width of the network), and the training method employed (the optimizer). We summarize
these parameters for each experiment in the Appendix (Table A1).

Model Selection and Evaluation. Data splitting is crucial for training models, tuning hyperpa-
rameters, and assessing performance. Typically, a dataset is divided into three sets: (1) training, (2)
validation, and (3) test. The training and validation sets are used for model development, while the
test set is reserved for final evaluation. Different splitting strategies for various dataset sizes are
shown in Fig. 2. In this work, we show that excluding the test set in low-data scenarios leads to
significant biases in performance estimates, even when performing very minor model adjustments.

Early Stopping. Early stopping is a regularization technique used in iterative ML to prevent
overfitting. Iterative optimization updates model parameters to improve performance, but early
stopping halts training before the model overfits the training data, thus preserving generalizability.
Data is split into training and validation sets for this purpose, and the model’s training ceases once
the validation error starts increasing. Cross-validation can ensure evaluation robustness. We study the
performance of neural networks that are early-stopped based on the minimum validation loss.

Experimental Setup and Evaluations Metrics. In each experiment, we train a neural network
for up to 500 epochs, using early stopping based on minimal validation loss, and evaluate it on a
held-out test set using the area under the receiver operating characteristic curve (ROC-AUC) as the
metric. The ROC-AUC plots the true positive rate (TPR = TP

TP+FN ) against the false positive rate
(FPR = FP

FP+TN ), with values above 0.5 suggesting better-than-chance outcomes. We investigate the
gap between the cross-validation and test ROC-AUC of a neural network trained on random data.
Formally, let X represent the dataset, with Xv as the validation set for early stopping, and Xt as the
unseen test set. If f : X → Y denotes the trained model mapping samples x ∈ X to labels y ∈ Y , we
focus on the quantity 1

K

∑K
i=1[AUC(fi(Xvi))−AUC(fi(Xt))], where K is the number of validation

sets in cross-validation and i is the ith split. We call this metric the validation-test gap.
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Figure 3: Effect of various parameters on the validation-test gap for trained on synthetic data.
Line plots show the performance averaged over different (a) channel counts and window sizes, (b)
window sizes and architectures, and (c) channel counts and architectures. The shaded area indicates
the standard error of the mean. The test performance remains close to 50% (random performance) in
all the experiments.

3 Experiments

We organized our experiments into three groups: (i) real physiological data, (ii) synthetic time series
data, and (iii) Gaussian random vectors. The first experiment showcases the effect of overestimated
performance in a real-world scenario. The remaining experiments provide greater control over data
generation parameters: in (ii) we use time series data similar to the real case but vary the sample
size, channel count, and window size; in (iii) we use non-time-series data with multi-layer perceptron
networks, to simplify the setup and enhance interpretability.

Real Data. To demonstrate the validation-test gap in a real-world scenario, we employed elec-
troencephalogram (EEG) data from 52 participants, recorded during an olfactory task. Signals were
recorded from 64 scalp electrodes when participants underwent 140 trials (details in Section A.2).
Some trials were excluded due to noise and artifacts. We selected 500 ms of pre-stimulus baseline
activity. Also, the original labeling of the data was discarded and it was randomly and equally labeled
as classes 0 and class 1, resulting in an expected classifier performance of 50%. We trained two
convolutional neural networks (CNNs) on each participant’s data: a shallow CNN based on the
shallow ConvNet architecture [11] and a deep CNN inspired by the ResNet-1D architecture [12].
Nested cross-validation (details in Section A.3) was used to evaluate the cross-validation and test
performance. The models were trained as explained in Section 2 and tested on the held-out test set.
Figure 1 presents the cross-validation and test ROC-AUC of the two models across different partici-
pants. The data points used to create the box plots are the average ROC-AUC per participant, either
from cross-validation or test sets. The plots reveal a clear median performance gap of approximately
8% between cross-validation and test results for both models.

Synthetic Data. Our second experiment was based on synthetic time series data. We utilized the
signal generator function from Yeung et al. [13] to create baseline EEG-like activity (further details
in Section A.4). The signals were labeled following the same process as the previous evaluation.
Initially, 5000 samples of the signal were generated and held out as the test set. The results show
that the validation-test gap decreases significantly with increasing the sample size (Fig. 3a). In
addition, for very small sample sizes, increasing the channel count results in a gentle increase in the
validation-test gap (Fig. 3b), although the effect is not observed by increasing the temporal window
size (Fig. 3c).

Gaussian Random Vectors. We designed our third experiment using Gaussian random vectors. A
multi-layer perceptron (MLP) was used instead of the CNN to explore the effect of network depth
and width. Data samples were generated from a multivariate Gaussian distribution with a diagonal
covariance matrix. Two diagonal values were set to 10, and the rest to 0.01, mimicking real-world
scenarios where data often have a few large eigenvalues [14, 15, 16]. The labels were generated in the
same manner as in the previous two experiments. Similar to the previous experiment, 5000 samples
were generated at the beginning of the experiment to serve as the held-out test set. Figure 4a (and
Suppl. Fig. A1) shows that with a small sample size, the cross-validation ROC-AUC can reach up
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Figure 4: Effect of various parameters on the validation-test gap for an MLP trained on Gaussian
random vectors. Line plots show the performance averaged over different (b) numbers of hidden
units and (a, c) input feature sizes. The shaded area indicates the standard error of the mean. The test
performance remains close to 50% (random performance) in all the experiments.

to 95% on random data (the purple graph). It highlights the significant impact of sample size, with
the validation-test gap decreasing exponentially as sample size increases. This effect intensifies as
the number of layers increases until it drops when the network is too deep, probably due to gradient
vanishing. This trend occurs consistently, regardless of the network’s width or the optimizer used
(Fig. 4b). Lastly, Fig. 4c demonstrates that while network width has little impact on the validation-test
gap, deeper networks consistently show a larger gap.

4 Related Work

Deep Learning on Limited Data. DL has increasingly been applied to physiological data, which
often have small sample sizes. Despite studies highlighting the importance of training size for
the performance and generalizability of deep neural networks [17, 18], the benefits of automatic
feature extraction and complex pattern recognition make these models attractive for challenging fields
like biomedical research and human-computer interaction [19, 20, 21]. In fact, many studies have
trained deep networks on small-scale datasets and reported high performances compared to shallower
models [7, 22, 23]. Our work shows that while this is a feasible approach, as the number of available
samples in a dataset decreases, more caution is required during the evaluation of the performance.

Overestimating Model Performance. The performance of an ML model is assessed by its
effectiveness on new, unseen, samples. However, tuning hyperparameters and relying solely on
validation performance for evaluation can lead to overly optimistic results, while true performance
may remain poor [24]. Cawley et al. [8] demonstrated that using cross-validation to tune parameters
of a kernel ridge regression classifier leads to a continuous decrease in validation error while test
error increases after an initial drop. Similarly, Vabalas et al. [9] and Ambroise et al. [25] show that
performance estimates are overly optimistic when cross-validation is used for both model/feature
selection and performance evaluation. They recommend using nested cross-validation instead of
standard cross-validation to ensure the model is evaluated on an independent test set. Our work
extends the previous evaluations to deep learning models and shows that DL greatly amplifies this
bias, where even minor model adjustments lead to significant overestimation.

5 Discussion

We have systematically investigated the gap between cross-validation and test performance in neural
networks trained on small-scale random data, using early stopping as a regularizer. Our results show
that cross-validation performance consistently surpasses chance levels, regardless of variations in
training sample size, network depth, and width, data feature size, and optimizers. Notably, with
smaller datasets, cross-validation performance can reach up to 95% on random data.

This effect is more pronounced in deeper networks and smaller datasets. While increasing network
depth is a common strategy to boost performance, it can also amplify overestimating the performance
if evaluation is not carefully managed. Although any information leakage from the test set to the
training process skews results, this bias decreases with larger training sample sizes, highlighting the
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need for caution in low-data scenarios. Interestingly, while increasing network depth significantly
increases the validation-test gap, changing network width has little impact on this gap. This can be a
result of deep networks being composite functions with several layers of nonlinear transformations
applied to the data which can give them greater computational power. Further investigation of this
observation using deep linear networks and infinite wide networks is an interesting future work.
Another interesting observation is the drop in the cross-validation performance when the network
gets very deep (Fig. 4b), probably due to the gradient vanishing (or explosion). Future work could
validate this through techniques that mitigate these issues, such as residual connections and gradient
clipping.

We used the validation set exclusively for early stopping during neural network training to prevent
overfitting, without tuning any other hyperparameters based on it. We demonstrated that even this
seemingly minor adjustment can notably skew the estimated model performance based on cross-
validation. Even when early stopping is not explicitly applied, researchers often implicitly adjust the
number of training epochs based on performance on a non-training sample set. Our study implies
that this implicit early stopping can similarly lead to a significant overestimation of performance if an
unseen test set is not used.

It is also worth noting that early stopping sometimes includes a patience parameter, allowing opti-
mization to continue for a specified number of epochs after no improvement is observed in the loss.
We evaluate the effect of including a patience to early stopping in Section A.6.

Evaluating the influence of other regularization methods, such as weight decay and dropout, on the
extent of this overestimation is left for future work. Nonetheless, we showed that for deep learning
applications, using any evaluation data during model development could result in highly biased
performance estimates. This issue is particularly critical in low-data scenarios, where underestimating
its impact can lead to misleading conclusions about a model’s effectiveness.
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A Appendix

A.1 Searched Parameters

Here, we present different parameters tested in our three experiments with their corresponding values.

Supplementary Table A1: Experiment setup for evaluating the overestimation effect of early stopping
on the model performance. We focus on three different components of a standard machine learning
pipeline: the data, where N is the sample size, Ch is the number of data channels (i.e., different
recording electrodes), F is the temporal window size, D is the feature size; the model, where A is the
network architecture, L is the network depth, H is the network width; and the training method, where
O is the optimizer. Note that [2x, 2y] means all the values in the set {2i | i ∈ [x, y], i ∈ Z+}.

Evaluation N Ch F D A L H O
Real max. 140 per participant 64 128 - [ResNet-1D, ConvNet] - - SGD
Synthetic 50× [20, 25] [23, 26] [26, 29] - [ResNet-1D, ConvNet] - - SGD
Gaussian 50× [20, 26] - - [22, 29] MLP [20, 27] [22, 29] [SGD, AdamW]

A.2 Real Data Experiment: Data Description

For the Real Data experiment, we employed EEG data from 52 participants, recorded during an
olfactory task. EEG Signals were recorded from 64 scalp electrodes while participants were exposed
to three neutral odors at two different intensities and a no-odor condition (similar to the process
proposed in [26]). Each participant underwent 140 trials, although some were excluded due to noise
and artifacts, resulting in less than 140 available samples for most of the participants. Although
the original data was collected with 7 different labels (corresponding to different odor types and
intensities and the clean air condition), we did not need the labels nor care about the post-stimulus
signal which contained task-related information. We selected EEG signals from 600 ms to 100 ms
before the stimulus onset to capture baseline activity. The sampling frequency of the data was set to
512 Hz and it was resampled to 256 Hz after a low-pass filtering at 120 Hz. For classification, we
randomly assigned half of the signals to class 0 and the other half to class 1, aiming for a baseline
classifier performance of 50%. As mentioned in the main text, we used nested cross-validation in
this experiment. Each participant’s data was split into 10 folds, with one fold as the test set and
cross-validation was performed on the remaining 9 folds. The models were trained as explained in
Section 2 and tested on the held-out test set. This process was repeated three times with different
random seeds, yielding 30 distinct test sets in total.

A.3 Nested Cross-Validation

Nested cross-validation was employed to assess both cross-validation and test performance on real
EEG data. The method involved two levels of looping: an outer loop and an inner loop.

In the outer loop, the data from each participant was divided into 10 folds. One fold was reserved as
the test set, while the remaining 9 folds were passed to the inner loop. In the inner loop, those 9 folds
were again split into 10 folds. During each inner loop iteration, one fold was used for validation (to
implement early stopping), and the other folds were used for model training. This process continued
until every fold had been used once for validation.

The cross-validation performance was calculated by averaging the validation results from all iterations
of the inner loop. For test performance, the model was evaluated on the test fold from the outer loop
for each different training set, and these results were averaged. The entire process was repeated until
each fold in the outer loop had served as the test set once.

A.4 Synthetic Data Experiment: Data Description

For the Synthetic Data experiment, we used the model proposed by [13] to synthesize EEG-like
activity. The signal was generated by summing 50 sinusoids with randomly varying frequencies
and phases, spanning from 0.1 to 125 Hz and phases ranging from 0 to 2π. The amplitude of each
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Supplementary Figure A1: Cross-validation and test performance across # of layers for an MLP
trained on random Gaussian data with a feature size of 64 and a sample size of 50.

sinusoid was scaled to match the power spectrum of real EEG signals. The data was sampled at 256
Hz, with each epoch consisting of 128 samples, corresponding to 500 ms of signal.

A.5 Severe Performance Overestimation on Small Data

Figure A1 visualizes the cross-validation and the test performance for a sample experiment on
random Gaussian vectors. We observe that when the sample size is very small (50 samples here), the
cross-validation performance on completely random data can reach up to 95% for deep networks.
This is while the true performance (here obtained on 5000 samples from the same distribution) is
always 50%.

A.6 The Effect of Patience Parameter

The patience parameter in early stopping allows optimization to continue for a specified number
of epochs after no improvement is observed in the validation loss. Higher patience values provide
the optimizer with more opportunities to find a better solution. Figure A2 illustrates the validation-
test gap across varying patience values, showing that overestimation becomes more pronounced as
patience increases.

Supplementary Figure A2: Validation-test gap across varying patience values. Different colors
represent different training sample size. The model was an MLP with a hidden size of 16 and depth
of 8, trained on random Gaussian vectors with different input feature sizes selected from values
provided by Table A1.
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