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Abstract

Acquiring high-quality datasets in medical and
biological research is costly and labor-intensive.
Traditional supervised learning requires extensive
labeled data and faces challenges due to diverse
imaging equipment and protocols. We propose
Entropy-guided Weighted Combinational FAISS
(EWC-FAISS), using foundation models trained
on natural images without fine-tuning, as feature
extractors in an efficient and adaptive k-nearest
neighbor search. Our approach shows superior
generalization across diverse conditions, achiev-
ing competitive performance compared to fine-
tuned DINO-based models and NMTune, whilst
reducing computational demands. Experiments
validate the effectiveness of EWC-FAISS for effi-
cient and robust cell image analysis.
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Figure 1: Prediction of EWC-FAISS on query images from
the LISC Dataset, the four nearest neighbors in the WBC
dataset and the ground truth labels.

1. Introduction
In medical and biological research, data acquisition is often
challenging and involves high costs and labor-intensive pro-
cesses (Johnson & Bourne, 2023). This is especially true
in cell image analysis, where traditional approaches rely
heavily on supervised learning techniques that require high-
quality, large-scale labeled datasets, which are expensive
and time-consuming to produce. Additionally, the hetero-
geneity of imaging equipment (e.g., different microscopes)
and protocols (e.g., varying media and lighting conditions)
introduces variability, complicating the task and degrading
the performance of narrowly trained models. Training these
models demands costly GPUs, extensive training time, and
frequent retraining for new tasks. Addressing these chal-
lenges necessitates methodologies that leverage existing
data more efficiently and generalize across diverse imag-
ing conditions without extensive retraining or fine-tuning.
Recent advancements in machine learning, particularly in
the development of foundation models (Bommasani et al.,
2021), present a promising solution. Foundation models,
characterized by their vast scale and versatility, are pre-
trained on a variety of abstract objectives, enabling them to
capture a wide array of features applicable across domains.
DINO (Caron et al., 2021; Oquab et al., 2024) leverages self-
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distillation, allowing the model toteachitself by comparing
different versions of the same image. Segment Anything
(SAM) (Kirillov et al., 2023) focuses on segmentation, learn-
ing to identify speci�c objects within an image based on
prompts such as points and bounding boxes. SWIN (Liu
et al., 2021; 2022a) builds a layered understanding of the
image through hierarchical feature maps and directs its at-
tention to speci�c regions using ashifted windowapproach.
ConvNeXT (Liu et al., 2022b; Woo et al., 2023) rethinks the
traditional convolutional neural network architecture. CLIP
(Radford et al., 2021) learns to associate image content with
natural language descriptions. Finally, ViTMAE (He et al.,
2022) employs a masked autoencoder technique, hiding
parts of the image and tasking the model to reconstruct them.
These diverse objectives and architectures enable these mod-
els to extract complementary and orthogonal information
from the data, potentially leading to better generalization
on unseen data outside the training distribution. In line with
thePlatonic Representation Hypothesis(Huh et al., 2024),
we believe this makes them particularly suitable for tasks
like cell image analysis, where acquiring large amounts
of labeled data can be challenging. Following this ratio-
nale, this study explores the utility of various foundation
models without �ne-tuning for the task of cell image anal-
ysis. We develop an automated pipeline,Entropy-guided
Weighted Combinational FAISS(EWC-FAISS), combining
different foundation models as pre-trained feature-extractors
to build an approximate Hierarchical Navigable Small World
(HNSW) (Malkov & Yashunin, 2020) FAISS index (Douze
et al., 2024). To enhance robustness, we propose an entropy-
based search for the optimal number of neighbors at runtime,
and to alleviate unbalanced settings through distribution-
reweighting. By building a FAISS index, model iteration
can be executed much faster compared to training a full pa-
rameterized classi�er while still being able to bene�t from
the generalization capabilities of sophisticated feature ex-
tractors (cf. Figure 1). Our contributions are four-fold. We
demonstrate the effectiveness of our approach in multiple
scenarios. First, we start by evaluating our approach on
the WBC dataset (Bodzas et al., 2023) containing stained
blood cell smears, as well as a transfer to the LISC dataset
(Rezato�ghi et al., 2010). Second, we conduct an analysis of
EWC-FAISS on live cell state classi�cation, with a transfer
from the Nanolive 3D Cell Explorer to the BioTek Lion-
heart FX microscopes. Third, we evaluate our approach on
live cell type classi�cation, with a transfer from the BioTek
Lionheart FX to the Nanolive 3D Cell Explorer. Lastly, we
evaluate NMTune (Chen et al., 2024a) in these domains.

2. Related Work

The recent advancements in general foundation models,
particularly DINO and SAM, have signi�cantly in�uenced
medical and cellular image processing domains. MedSAM

(Ma et al., 2024) has extended the utility of SAM to general
medical imaging tasks, while models like UNI (Chen et al.,
2024b), WTC-11 DINO (Doron et al., 2023), DINOBloom
(Koch et al., 2024) and scDINO (Pfaendler et al., 2023)
have adapted DINO-style approaches to histopathology and
(multi-channel) cellular image analysis. Israel et al. in-
troduced with CellSAM an adaptation of SAM speci�cally
designed for cell segmentation. Despite these advancements,
training foundation models speci�cally for medical appli-
cations often requires substantial computational resources
(Ma et al., 2024; Chen et al., 2024b; Kraus et al., 2024),
limiting accessibility for multiple iterations during model
development. In their work, Doron et al. (2023) showed
that ImageNet featurescangeneralize in some settings more
effectively than �ne-tuned models in the cellular domain,
especially in (rather) low-data regimes. This study also
revealed that DINO features could predict expert-de�ned
cellular phenotypes, enhance the prediction of compound
bioactivity, and facilitate unbiased pro�ling of cellular mor-
phology. Also, self-supervised masked autoencoders have
been shown to be capable of capturing cellular biology when
trained on massive datasets (Kraus et al., 2024). However,
our research indicates that combining features from multiple
foundation models, trained on natural images, can outper-
form single-model approaches, including DINO, in terms
of performance and transferability. The scDINO (Pfaendler
et al., 2023) model demonstrated that a k-nearest neighbor
(k-NN) search using DINO features, �ne-tuned and adapted
to multi-channel cellular imaging, can be competitive with
other methods for cell classi�cation tasks. Recent research
has also investigated how to best select foundation models
and hyperparameters for cost-ef�cient �ne-tuning for the
task at hand (Arango et al., 2024) and how to make the gen-
eral features learned from foundation models more robust
for downstream tasks via covariance and dominant singular
value regularization (Chen et al., 2024a). Our proposed
approach stands orthogonal to this line of research by lever-
aging a combination of features from various foundation
models as feature extractors, even when trained on non-
domain speci�c data. This methodology aims to achieve
better generalization and adaptability in cell image analysis
without any �ne-tuning typically required.

3. Datasets

We utilized two publicly available datasets and created four
new datasets (cf. Figure 3, details in Appendix A):

Stained White Blood Cells: The WBC dataset (Bodzas
et al., 2023) includes 14,424 images of stained white
blood cells from patients with acute myeloid and lymphoid
leukemia, as well as those without leukemic pathology.
They are categorized into neutrophil segments, neutrophil
bands, eosinophils, basophils, lymphocytes, monocytes,
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