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Abstract

As input data distributions evolve, the predictive performance of machine learning
models tends to deteriorate. In the past, predictive performance was considered
the key indicator to monitor. However, explanation aspects have come to attention
within the last years. In this work, we investigate how model predictive perfor-
mance and model explanation characteristics are affected under distribution shifts
and how these key indicators are related to each other for tabular data. We find
that the modeling of explanation shifts can be a better indicator for the detection of
predictive performance changes than state-of-the-art techniques based on represen-
tations of distribution shifts. We provide a mathematical analysis of different types
of distribution shifts as well as synthetic experimental examples.

1 Introduction

Machine learning theory gives us the means to forecast the quality of ML models on unseen data,
provided that this data is sampled from the same distribution as the data used to train and to evaluate
the model. If unseen data is sampled from a different distribution, model quality may deteriorate.

Model monitoring tries to signal and possibly even quantify such decay of trained models. Such
monitoring is challenging, because only in few applications unseen data comes with labels that allow
for monitoring model quality directly. Much more often, deployed ML models encounter unseen data
for which target labels are lacking or biased Rabanser et al. (2019); Huyen (2022).

Detecting changes in the quality of deployed ML models in the absence of labeled data is a challenging
question both in theory and practice Ramdas et al. (2015); Rabanser et al. (2019). In practice, some
of the most straightforward approaches are based on statistical distances between training and
unseen data distributions Diethe et al. (2019); Labs (2021) or on actual model predictions Garg et al.
(2021b,a); Mougan and Nielsen (2022). The shortcomings of these measures of distribution shifts is
that they do not relate changes of distributions to how they incur effects in the trained models.
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The field of explainable AI has emerged as a way to understand model decisions Molnar (2019) and
interpret the inner workings of black box models Guidotti et al. (2018). The core idea of this paper
is to use explanation shift for signaling distribution shift that affect the model behavior. We newly
define explanation shift to be constituted by the statistical comparison between how predictions from
source data are explained and how predictions on unseen data are explained. Explanation shift goes
beyond the mere recognition of changes in data distributions towards the recognition of changes of
how data distributions relate to the models’ inner workings.

We study the problem of detecting distribution changes that impact model predictive performance
on tabular data, which still constitutes a major field of application for machine learning. In contrast,
most recent research on model degradation proposes monitoring methods for modalities such as texts
or images and suggests invariances on the latent spaces of deep neural models, which are hardly
applicable to tabular data, for which likewise progress has mostly been lacking in recent years. In
summary, our contributions are:

• We propose measures of explanation shifts as a key indicator for detecting distribution shift
that affect model behavior.

• We provide a mathematical analysis of three synthetic examples that shows how simple, but
key types of distribution shift interact with linear models such that measures of explanation
shift become much better indicators of model decay than measures of distribution shift or
prediction shift.

2 Methodology

2.1 Formalization

The objective of supervised learning is to induce a function fθ : X → Y , where fθ is from a family
of functions fθ ∈ F , from training set Dtr = {(xtr0 , ytr0 ) . . . , (xtrn , y

tr
n )} ⊆ X × Y where X × Y

denote the domain of predictors X and target Y respectively. The estimated hypothesis fθ is expected
to generalize well on novel, previously unseen data Dnew = {xnew0 , xnew1 , . . .} ⊆ X , for which the
target labels are unknown. The traditional machine learning assumption is that training data Dtr and
novel data Dnew are sampled from the same underlying distribution P (X,Y ). If we have a hold-out
test data set Dte = {(xte0 , yte0 ) . . . , (xtem, ytem)} ⊆ X × Y disjoint from Dtr, but also sampled from
P (X,Y ), one may use Dte to estimate performance indicators for Dnew. Commonly, novel data is
sampled from a distribution P ′(X,Y ) that is different from P (X,Y ).We use Dood ⊆ X ×Y to refer
to such novel, out-of-distribution data.

Definition 1 (Feature Attribution Explanation) We write S for an explanation function that takes a
model f with parameter θ and data of interest x and returns the calculation of the Shapley values
S(fθ, x), with p being the exact dimensions of the predictor x and signature S : F ×X → Rp

Definition 2 (Explanation Shift) For a measure of statistical distance between two explanations of
the model fθ between X and X ′, we write d(S(fθ, X),S(fθ, X ′)) .

2.2 Explanation Shift: Detecting model performance changes via the explanation space

The following section provides three different examples of situations where changes in the explanation
space can correctly account for model behavior changes. Where statistical checks on the input data
(1) cannot detect changes, (2) require sophisticated methods to detect these changes, or (3) detect
changes that do not affect model behavior. For simplicity the model used in the analytical examples
is a linear regression where, if the features are independent, the Shapley value can be estimated
by S(fθ, xi) = ai(xi − µi), where ai are the coefficients of the linear model and µi the mean of
the features Chen et al. (2020). Moreover, in the experimental section, we provide examples with
synthetic data, and non-linear models.

2.2.1 Detecting multivariate shift

One challenging type of distribution shift to detect is cases where the univariate distributions for
each feature j are equal between the source and the unseen dataset. Moreover, what changes are the
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distribution interdependencies among different features. Multiple univariate testing offers comparable
performance to multivariate testing Rabanser et al. (2019), but comparing distributions on high
dimensional spaces is not an easy task. The following examples aim to demonstrate that Shapley
values account for covariate interaction changes while a univariate statistical test will provide false
negatives.

Example 1: Multivariate Shift Let X = (X1, X2) ∼ N

([
µ1

µ2

]
,

[
σ2
x1

0
0 σ2

x2

])
and Xood =

(Xood
1 , Xood

2 ) ∼ N

([
µ1

µ2

]
,

[
σ2
x1

ρσx1
σx2

ρσx1
σx2

σ2
x2

])
. We fit a linear model fθ(X1, X2) = γ + a ·

X1 + b · X2. X1 and X2 are identically distributed with Xood
1 and Xood

2 , respectively, while
this does not hold for the corresponding SHAP values Sj(fθ, X) and Sj(fθ, Xood). Analytical
demonstration in the Appendix

2.2.2 Detecting posterior distribution shift

One of the most challenging types of distribution shift to detect are cases where distributions are
equal between source and unseen data-set P (Xtr) = P (Xood) and the target variable P (Y tr) =
P (Y ood) and what changes are the relationships that features have with the target P (Y tr|Xtr|) ̸=
P (Y ood|Xood|), this kind of distribution shift is also known as concept drift or posterior shift Huyen
(2022) and is especially difficult to notice, as it requires labeled data to detect. The following example
compares how the explanations change for two models fed with the same input data and different
target relations.

Example 2: Posterior shift Let X = (X1, X2) ∼ N(µ, I), and Xood = (Xood
1 , Xood

2 ) ∼ N(µ, I),
where I is an identity matrix of order two and µ = (µ1, µ2). We now create two synthetic targets
Y = a+α·X1+β·X2+ϵ and Y ood = a+β·X1+α·X2+ϵ. Let fθ be a linear regression model trained
on f(X,Y ) and gψ another linear model trained on (Xood, Y ood). Then P (fθ(X)) = P (gψ(X

ood)),
P (X) = P (Xood) but S(fθ, X) ̸= S(gψ, X).

2.2.3 Shifts on uninformative features by the model

Another typical problem is false positives when a statistical test flags a distribution difference between
source and unseen distributions that do not affect the model behaviorGrinsztajn et al. (2022). One of
the intrinsic properties that Shapley values satisfy is the “Dummy”, where a feature j that does not
change the predicted value, regardless of which coalition the feature is added, should have a Shapley
value of 0. If val(S ∪ {j}) = val(S) for all S ⊆ {1, . . . , p} then S(fθ, xj) = 0.

Example 3: Unused features Let X = (X1, X2, X3) ∼ N(µ, c · I), and Xood =
(Xood

1 , Xood
2 , Xood

3 ) ∼ N(µ, c′ ·I), where I is an identity matrix of order three and µ = (µ1, µ2, µ3).
We now create a synthetic target Y = a0 + a1 ·X1 + a2 ·X2 + ϵ that is independent of X3. We train
a linear regression fθ on (X,Y ), with coefficients a0, a1, a2, a3. Then P (X3) can be different from
P (Xood

3 ) but S3(fθ, X) = S3(fθ, X
ood)

3 Experiments

The experimental section explores the detection of distribution shift on synthetic examples. We
perform statistical testing between input data distributions and explanation space.

3.1 Detecting multivariate shift

Given two bivariate normal distributions X = (X1, X2) ∼ N

(
0,

[
1 0
0 1

])
and Xood =

(Xood
1 , Xood

2 ) ∼ N

(
0,

[
1 0.2
0.2 1

])
, then, for each feature j the underlying distribution is equally

distributed between X and Xood, ∀j ∈ {1, 2} : P (Xj) = P (Xood
j ), and what is different are the

interaction terms between them. We now create a synthetic target Y = X1 ·X2+ϵ with ϵ ∼ N(0, 0.1)
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and fit a gradient boosting decision tree fθ(X). Then we compute the SHAP explanation values for
S(fθ, X) and S(fθ, Xood)

Table 1: Displayed results are the one-tailed p-values of the Kolmogorov-Smirnov test comparison
between two underlying distributions. Small p-values indicates that compared distributions would be
very unlikely to be equally distributed. SHAP values correctly indicate the interaction changes that
individual distribution comparisons cannot detect

Comparison p-value Conclusions
P (X1), P (Xood

1 ) 0.33 Not Distinct
P (X2), P (Xood

2 ) 0.60 Not Distinct
S1(fθ, X), S1(fθ, X

ood) 3.9e−153 Distinct
S2(fθ, X), S2(fθ, X

ood) 2.9e−148 Distinct

Having drawn 50, 000 samples from both X and Xood, in Table 1, we evaluate whether changes on
the input data distribution or on the explanations are able to detect changes on covariate distribution.
For this, we compare the one-tailed p-values of the Kolmogorov-Smirnov test between the input
data distribution, and the explanations space. Explanation shift correctly detects the multivariate
distribution change that univariate statistical testing can not detect.

3.1.1 Detecting posterior shift

Given a bivariate normal distribution X = (X1, X2) ∼ N(1, I) where I is an identity matrix of
order two. We now create two synthetic targets Y = X2

1 ·X2+ ϵ and Y ood = X1 ·X2
2 + ϵ and fit two

machine learning models fθ on (X,Y ) and hΥ on (X,Y ood). Now we compute the SHAP values
for S(fθ, X) and S(hΥ, X)

Table 2: Distribution comparison for synthetic posterior shift. Displayed results are the one-tailed
p-values of the Kolmogorov-Smirnov test comparison between two underlying distributions

Comparison Conclusions
P (X), P (Xood) Not Distinct
P (Y ), P (Y ood) Not Distinct

P (fθ(X)), P (hΥ(X
ood)) Not Distinct

S(fθ, X), S(hΥ, X) Distinct

In Table 2, we see how the distribution shifts are not able to capture the change in the model behavior
while the SHAP values are different. The “Distinct/Not distinct” conclusion is based on the one-tailed
p-value of the Kolmogorov-Smirnov test with a 0.05 threshold drawn out of 50, 000 samples for both
distributions. As in the theoretical example, in table 2 SHAP values can detect a relational change
between X and Y , even if both distributions remain equivalent.

4 Conclusions

Traditionally, the problem of detecting model degradation has relied on measurements of shifting
input data distributions or shifting distributions of predictions. In this paper, we have provided
theoretical and experimental evidence that explanation shift can be a more suitable indicator to detect
and quantify decay of predictive performance. We have provided mathematical analysis examples and
synthetic data experimental evaluation. We found that measures of explanation shift can outperform
measures of distribution and prediction shift.

Limitations: Without any assumptions on the type of shift, estimating model decay is a challenging
task, where no estimator will be the best under all the types of shift Garg et al. (2021b). We
compared how well measures of explanation shift would perform relative to distribution shift and
found encouraging results. The potential utility of explanation shifts as indicators for predictive
performance and fairness in computer vision or natural language processing tasks remains an open
question. We have used Shapley values to derive indications of explanation shifts, but we believe
that other AI explanation techniques and specifically, other feature attribution methods, logical
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reasoning, argumentation, or counterfactual explanations, may be applicable and come with their
own advantages.

Reproducibility Statement

To ensure reproducibility, we make the data, code repositories, and experiments publicly available
1. For our experiments, we used default scikit-learn parameters Pedregosa et al. (2011). We
describe the system requirements and software dependencies of our experiments. Experiments were
run on a 16 vCPU server with 60 GB RAM.
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A Foundations and Related Work

A.1 Explainable AI

Explainability has become an important concept in legal and ethical guidelines for data processing,
and machine learning applications Selbst and Barocas (2018). A wide variety of methods have
been developed aiming to account for the decision of algorithmic systems Guidotti et al. (2018);
Mittelstadt et al. (2019); Arrieta et al. (2020). One of the most popular approaches to machine
learning explainability has been the use of Shapley values to attribute relevance to features used by
the model Lundberg et al. (2019); Lundberg and Lee (2017). The Shapley value is a concept from
coalition game theory that aims to allocate the surplus generated by the grand coalition in a game to
each of its players Shapley (1953). In a general sense, the Shapley value Sj for the j’th player can be
defined via a value function val : 2N → R of players in T :

Sj(val) =
∑

T⊆N\{j}

|T |!(p− |T | − 1)!

p!
(val(T ∪ {j})− val(T )) (1)

In the case of features, T is a subset of N = {1, . . . , p}, i.e., the features used in the model, and
x is the vector of feature values of the instance to be explained. The term valx(T ) represents the
prediction for the feature values in T that are marginalized over features that are not included in T :

valx(T ) = EXN\T [f̂(X)|XT = xT ]− EX [f̂(X)] (2)

It is important to differentiate between the theoretical Shapley values and the different implemen-
tations that approximate them. We use TreeSHAP as an efficient implementation of an approach
for tree-based models of Shapley values Lundberg et al. (2019); Molnar (2019), particularly we use
the observational (or path-dependent) estimation Chen et al. (2022); Frye et al. (2020); Chen et al.
(2020) and for linear models we use the correlation dependent implementation that takes into account
feature dependencies Aas et al. (2021).

A.2 Related Work

Evaluating how two distributions differ has been a widely studied topic in the statistics and statistical
learning literature Hastie et al. (2001); Quiñonero-Candela et al. (2009). Rabanser et al. (2019)
provide a comprehensive empirical investigation, examining how dimensionality reduction and two-
sample testing might be combined to produce a practical pipeline for detecting distribution shifts
in real-life machine learning systems. A few popular techniques to detect out-of-distribution data
using neural networks are based on the prediction space Fort et al. (2021); Garg et al. (2020), using
the maximum softmax probabilities/likelihood as a confidence score, extracting information out of
the gradient space Huang et al. (2021), fitting a Gaussian distribution to the embedding or using
the Mahalanobis distance for out-of-distribution detection Hendrycks and Gimpel (2017); Lee et al.
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(2018); Park et al. (2021). These methods are built explicitly for neural networks, and often they
can not be directly applied to traditional machine learning techniques. In our work, we are focusing
specifically on tabular data where techniques such as gradient boosting decision trees achieve state of
the art on model performance Grinsztajn et al. (2022); Elsayed et al. (2021); Borisov et al. (2021).

The first approach of using explainability to detect changes in the model was suggested by Lundberg
et al. (2019) who monitored the SHAP value contribution in order to identify possible bugs in the
pipeline. This technique was initially used to account for previously unnoticed bugs in a local
monitoring scenario in the machine learning production pipeline. In our work, we study how SHAP
value changes can be used as an indicator to monitor prediction performance and fairness.

B Analytical examples

This section covers the analytical examples demonstrations presented in the Section 2.2 of the main
body of the paper.

B.1 Multivariate shift

Example 1: Multivariate Shift Let X = (X1, X2) ∼ N

([
µ1

µ2

]
,

[
σ2
x1

0
0 σ2

x2

])
and Xood =

(Xood
1 , Xood

2 ) ∼ N

([
µ1

µ2

]
,

[
σ2
x1

ρσx1
σx2

ρσx1
σx2

σ2
x2

])
. We fit a linear model fθ(X1, X2) = γ + a ·

X1 + b ·X2. X1 and X2 are identically distributed with Xood
1 and Xood

2 , respectively, while this
does not hold for the corresponding SHAP values Sj(fθ, X) and Sj(fθ, Xood).

S1(fθ, x) = a(x1 − µ1) (3)

S1(fθ, x
ood) = (4)

=
1

2
[val({1, 2})− val({2})] + 1

2
[val({1})− val(∅)] (5)

val({1, 2}) = E[fθ|X1 = x1, X2 = x2] = ax1 + bx2 (6)
val(∅) = E[fθ] = aµ1 + bµ2 (7)

val({1}) = E[fθ(x)|X1 = x1] + bµ2 (8)

val({1}) = µ1 + ρ
ρx1

σx2

(x1 − σ1) + bµ2 (9)

val({2}) = µ2 + ρ
σx2

σx1

(x2 − µ2) + aµ1 (10)

→ S1(fθ, x
ood) ̸= a(x1 − µ1) (11)

B.2 Posterior Shift

Example 2: Posterior shift Let X = (X1, X2) ∼ N(µ, I), and Xood = (Xood
1 , Xood

2 ) ∼ N(µ, I),
where I is an identity matrix of order two and µ = (µ1, µ2). We now create two synthetic targets
Y = a+α·X1+β·X2+ϵ and Y ood = a+β·X1+α·X2+ϵ. Let fθ be a linear regression model trained
on f(X,Y ) and gψ another linear model trained on (Xood, Y ood). Then P (fθ(X)) = P (gψ(X

ood)),
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P (X) = P (Xood) but S(fθ, X) ̸= S(gψ, X).

X ∼ N(µ, σ2 · I), Xood ∼ N(µ, σ2 · I) (12)

→ P (X) = P (Xood) (13)

Y ∼ a+ αN(µ, σ2) + βN(µ, σ2) +N(0, σ
′2) (14)

Y ood ∼ a+ βN(µ, σ2) + αN(µ, σ2) +N(0, σ
′2) (15)

→ P (Y ) = P (Y ood) (16)

S(fθ, X) =

(
α(X1 − µ1)
β(X2 − µ2)

)
∼
(
N(µ1, α

2σ2)
N(µ2, β

2σ2)

)
(17)

S(gψ, X) =

(
β(X1 − µ1)
α(X2 − µ2)

)
∼
(
N(µ1, β

2σ2)
N(µ2, α

2σ2)

)
(18)

If α ̸= β → S(fθ, X) ̸= S(gψ, X) (19)

B.3 Uninformative Features

Example 3: Unused features Let X = (X1, X2, X3) ∼ N(µ, c · I), and Xood =
(Xood

1 , Xood
2 , Xood

3 ) ∼ N(µ, c′ ·I), where I is an identity matrix of order three and µ = (µ1, µ2, µ3).
We now create a synthetic target Y = a0 + a1 ·X1 + a2 ·X2 + ϵ that is independent of X3. We train
a linear regression fθ on (X,Y ), with coefficients a0, a1, a2, a3. Then P (X3) can be different from
P (Xood

3 ) but S3(fθ, X) = S3(fθ, X
ood)

X3 ∼ N(µ3, c3), X
ood
3 ∼ N(µ

′

3, c
′

3) (20)

If µ
′

3 ̸= µ3 or c
′

3 ̸= c3 → P (X3) ̸= P (Xood
3 ) (21)

S(fθ, X) =

([
a1(X1 − µ1)
a2(X2 − µ2)
a3(X3 − µ3)

])
=

([
a1(X1 − µ1)
a2(X2 − µ2)

0

])
(22)

S3(fθ, X) = S3(fθ, X
ood) (23)

C Synthetic data experiments

This section covers the last experiment of uninformative features on synthetic data that aims at
providing empirical evidence about using the explanation space as (cf. Section 3)

C.1 Uninformative features on synthetic data

To have an applied use case of the theoretical example from the methodology section, we create a
three-variate normal distribution X = (X1, X2, X3) ∼ N(0, I3), where I3 is an identity matrix of
order three. The target variable is generated Y = X1 ·X2 + ϵ being independent of X3. For both,
training and test data, 50, 000 samples are drawn. Then out-of-distribution data is created by shifting
X3, which is independent of the target, on test data Xood

3 = Xte
3 + 1.

Table 3: Distribution comparison when modifying a random noise variable on test data. Where L is a
metric evaluating the model predictive performance such as accuracy

Comparison Conclusions
P (Xte

3 ), P (Xood
3 ) Distinct

L(fθ, Xte), L(fθ, Xood) Not Distinct
S(fθ, Xte), S(fθ, Xood) Not Distinct

In Table 3, we see how an unused feature has changed the input distribution, but the explanation
space and performance evaluation metrics remain the same. The “Distinct/Not Distinct” conclusion
is based on the one-tailed p-value of the Kolmogorov-Smirnov test drawn out of 50, 000 samples for
both distributions.
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