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Abstract

Reinforcement learning algorithms are typically designed to learn a performant1

policy that can repeatedly and autonomously complete a task, typically starting2

from scratch. However, many real-world situations operate under a different set of3

assumptions: the goal might not be to learn a policy that can do the task repeatedly,4

but simply to perform a new task successfully once, ideally as quickly as possible,5

and while leveraging some prior knowledge or experience. For example, imagine6

a robot that is exploring another planet, where it cannot get help or supervision7

from humans. If it needs to navigate to a crater that it has never seen before in8

search of water, it does not really need to acquire a policy for reaching craters9

reliably, it only needs to reach this particular crater once. It must do so without the10

benefit of episodic resets and tackle a new, unknown terrain, but it can leverage11

prior experience it acquired on Earth. We formalize this problem setting, which12

we call single-life reinforcement learning (SLRL), where an agent must complete13

a task once while contending with some form of novelty in a single trial without14

interventions, given some prior data. In this setting, we find that algorithms15

designed for standard episodic reinforcement learning can struggle, as they have16

trouble recovering from novel states especially when informative rewards are17

not provided. Motivated by this observation, we also propose an algorithm, Q-18

weighted adversarial learning (QWALE), that addresses the dearth of supervision19

by employing a distribution matching strategy that leverages the agent’s prior20

experience as guidance in novel situations. Our experiments on several single-21

life continuous control problems indicate that methods based on our distribution22

matching formulation are 20-60% more successful because they can more quickly23

recover from novel, out-of-distribution states.24

1 Introduction25

When building autonomous agents for the natural world, often the goal is not to learn a performant26

policy but rather to get something done, perhaps even suboptimally. For example, an agent exploring27

on Mars looking for water will only need to complete its mission a single time. As another example,28

a rescue robot will need to recover valuables from a particular burning building only once. While29

the agent may have access to prior data about its task, a challenge arises from the fact the agent is30

inevitably going to have to contend with some form of novelty. In the prior examples, the agent31

on Mars may have to contend with unknown terrain and environmental conditions, and the rescue32

agent may find certain paths in the building unpassable due to the fire. We formalize this setting as33

the single-life reinforcement learning (SLRL) setting, where the agent is evaluated on its ability to34

complete a task in a single trial autonomously without episodic resets. Importantly, the given online35

task contains an aspect of novelty not present in the prior data although the task objective remains the36

same. The agent’s objective is to complete the given task as quickly as possible, rather than learn a37

policy that can repeatedly complete the task.38
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Figure 1: We study the single-life reinforcement learning (SLRL) problem, where given prior data, an agent
must complete a task autonomously in a single trial in a domain with a novel distribution shift.

We find that algorithms designed for episodic policy learning can struggle to complete single-life39

tasks, even when initialized with prior data. These algorithms empirically struggle to recover from40

novel states. In episodic RL, the agent can rely on a reset to recover from an unfamiliar state. In41

contrast, in SLRL, the agent will inevitably fall off the distribution of prior data and must find its way42

back to a good state distribution on its own. We find that fine-tuning a pre-trained value function via43

online RL will not explicitly encourage the agent to get back on distribution. We hypothesize that44

biasing exploration towards the known distribution represented in prior data and incentivizing the45

agent to stay there may be suboptimal from a policy learning perspective but may enable the agent to46

get the task done more quickly, which is what we care about in SLRL. While shaped rewards may47

help the agent find its way back and ultimately complete the desired task, the agent may often find48

itself in a sparse reward environment or with access to rewards that are not informative enough to be49

guided towards task completion.50

Adversarial imitation learning (AIL) approaches such as GAIL ([21]) can potentially provide the51

desired reward shaping via distribution matching. However, using existing AIL methods naively may52

not give the intended behavior in the SLRL setting due to two main shortcomings. First, such methods53

assume expert demonstrations are given as prior data, but in SLRL, we may be given suboptimal54

offline prior data. Second, AIL methods train the agent to match the entire distribution of prior55

data, which may be key to learning an optimal policy, but may be a drawback in our setting, as the56

agent might not be consistently guided towards task completion. To address these shortcomings, we57

propose a method in which different states in the prior data are weighted different amounts by their58

estimated Q-value. More concretely, we propose a Q-weighted AIL approach that incentivizes the59

agent to move towards states in the prior data with higher value than its current state, so that agent60

may be guided consistently towards states closer to task completion.61

Our contributions are as follows. First, we formalize the SLRL problem setting, which we believe to62

be a useful framework for modeling many situations in the real world. We next provide an intuitive63

argument and empirical analysis suggesting that learned reward shaping via distribution matching is64

better suited for this setting than finetuning without additional reward shaping. We identify challenges65

that uniquely arise in the SLRL setting with existing distribution matching approaches and propose66

a new approach, Q-weighted adversarial learning (QWALE), which is less sensitive to the quality67

of prior data available and provides the agent with a shaped reward towards completing the desired68

task a single time. Through our experiments, we explore the performance of different approaches in69

SLRL. We find that QWALE can meaningfully guide the agent to explore the state distribution in its70

prior data to complete the desired novel task 20-60% more successfully on four separate domains71

compared to existing distribution matching approaches and RL fine-tuning.72

2 Related Work73

Autonomous RL. In the context of deep RL, agents typically (but not always) are trained in episodic74

setting and are evaluated on the quality of the learned policy. Several recent works have developed75

algorithms that can learn without episodic resets [18, 6, 63, 42, 44, 15, 16, 24, 43]. Like our work,76

such methods aim to make it possible to learn without any episodic resets, but are typically still77

focused on acquiring an effective policy that can perform the task repeatedly, typically by training78

some auxiliary controller to enable the policy to “retry” the task multiple times without resets. In79

contrast, our aim is to develop an algorithm that can solve the task once, but as quickly as possible,80

which introduces a unique set of challenges as we discussed above.81
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Continual RL. There is a rich literature on reinforcement learning in the continuing setting [29,82

41, 47, 60, 37, 28, 55] that considers maximizing the average reward accumulated over an infinite83

horizon without episodic resets. Such works often also consider regret minimization as the objective.84

SLRL is closely related, and can be viewed as a special case where the agent has access to a prior85

offline dataset and aims to solve a single task as quickly as possible in a new domain. While the focus86

in continual learning is on general “lifelong” methods or on exploration, our focus is on effectively87

leveraging prior data in a setting that is meant to be reflective of real-world tasks (for example, in88

robotics).89

Leveraging offline data in online RL. Learning expert policies given prior interaction data has been90

extensively studied in imitation learning [1, 38, 13], inverse RL [33, 8, 65, 66], RL for sparse reward91

settings [3, 32, 36, 20, 50] and offline RL [27, 26, 23, 56, 32]. Across all these diverse topics, the goal92

is to learn a competent policy that can solve the task efficiently whereas the objective in this work is93

to complete the task in a single trial as quickly as possible. To this end, we build on recent adversarial94

approaches to inverse RL [21, 11, 45, 49, 25, 64] to encourage agent’s state visitation towards expert95

prior data where the agent is likely to be successful. Prior methods have also studied adversarial96

inverse RL and imitation learning with non-expert data [51, 46, 57, 52, 54, 53, 5, 2]. However, as97

we discuss in Section 6, these approaches need to be adapted for the SLRL setting to be efficient at98

completing the task and to handle novelty, for example when the dynamics may have changed.99

Transfer and adaptation in RL. Many prior works have studied the problem of adapting in presence100

of shifts between train and test settings, often in a specific problem setting such as sim2real trans-101

fer [40, 48, 35, 30] or fast adaptation via meta-learning [9, 34, 31, 67, 10]. A common theme in these102

works is that the algorithm can often train in preparation for adaptation at test-time, thus affecting the103

prior experiences it may collect. In contrast, the SLRL setting lays algorithmic emphasis on online104

exploration and adaptation, as the agent has access to fixed prior dataset of experiences. Other transfer105

learning approaches adapt the weights of the policy to a new environment or task, either through rapid106

zero-shot adaptation [19, 61] or through extended episodic online training [22, 39, 7, 59, 58]. Unlike107

the latter, we focus on adaptation within a single episode, but, unlike the former, with a focus on108

extended exploration and learning over tens of thousands of timesteps. This problem setting leads to109

unique challenges, namely that the agent must autonomously recover from mistakes, hence requiring110

a distinct approach.111

3 Preliminaries112

In this section, we describe some preliminaries before formalizing our problem statement in the113

following section. We consider an agent that operates in a Markov decision process (MDP) consisting114

of the tuple M = (S,A, p,R, ρ, γ), where S is the state space, A is the agent’s action space,115

p(st+1|st, at) represents the environment’s transition dynamics, R : S → R indicates the reward116

function, ρ : S → R denotes the initial state distribution, and γ ∈ [0, 1) denotes the discount117

factor. In typical reinforcement learning, the objective is find a policy π that maximizes J(π) =118

Eτ∼π[
∑∞

t=0 γ
tR(st)].119

Although our method is a reward-driven RL algorithm, we utilize concepts from imitation learning120

to overcome sparse rewards, utilizing potentially suboptimal prior data. To this end, we build on121

adversarial imitation learning (AIL), which uses prior data Dprior in the form of expert demonstrations122

(we will relax this requirement) to recover the expert’s policy. One such method is GAIL [21], which123

finds a policy πθ that minimizes the Jensen-Shannon divergence between its stationary distribution124

and the expert data. It does so by training a discriminator network D : S ×A → (0, 1), alternating125

updates with updates to the policy π. Concretely, D and π are learned by optimizing the following:126

minπ maxD∈(0,1)S×A Eπ[log(D(s, a))]+EπE
[log(1−D(s, a))]−λH(π). In Section 5, we will see127

that AIL-style discriminator-based approaches can be adapted to the SLRL problem setting without128

demonstration data, and will therefore form the basis of our method.129

4 Single-Life Reinforcement Learning130

In this section, we formalize our problem setting, the single-life reinforcement learning (SLRL)131

problem. The defining characteristic of SLRL is that the agent is given a single “life”, i.e. trial, to132

complete a desired task, with the trial ending when the task is completed. The agent must complete133

the task autonomously, without access to any human interventions or resets.134

In the real world, when faced with situations where a task must be completed once, an agent typically135

has some prior knowledge. E.g., an agent tasked with finding water on Mars may have experience136
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Figure 2: We visualize the online state visitation plots in the Tabletop and Pointmass environments of a
single-life trial using SAC finetuning. We plot the location of the mug throughout the agent’s single life for the
tabletop and the location of the agent for the pointmass, colored green to blue by timestep, along with expert
demo states (purple). In both environments, the agent fails to recover from novel states and complete the task.

looking for water in a desert on Earth. We will therefore assume access to offline prior data of some137

sort that the agent may use for pretraining and during its single life. In many cases such as the Mars138

example, we may not have expert prior data of the desired task in the desired environment. Hence, we139

emulate this setting by providing the agent with prior data from a related environment and deploying140

its single life on a domain with a distribution shift.141

We can formalize this setting as follows. We are given prior data Dprior, which consists of transitions142

from some source MDPMsource. The agent will then interact with a target MDP defined byMtarget =143

(S,A, p,R, ρ, γ). We assume that the the target MDP has an aspect of novelty not present in the144

source MDP, such as different dynamics p(st+1 | st, at) or a different initial state distribution ρ.145

Naturally, the more similar the domains are, the easier the problem becomes, and the effectiveness of146

any algorithm will be strongly dependent on the degree of similarity, though formalizing a precise147

assumption on similarity between the source and target domain is difficult. The reward between the148

two MDPs is the same, meaning the agent is still trying to accomplish the same task in the target149

domain as in the source. The problem setting may be extended to include multiple source MDPs or a150

series of target MDPs.151

The goal in SLRL is to accumulate as much reward as possible in a single trial inMtarget. Maintaining152

the same notation as the previous section, the SLRL problem aims to maximize J =
∑h

t=0 γ
tR(st),153

where h is the trial horizon, which may be∞. In general, we expect the task reward to be such that154

learning only from task rewards during the single life is difficult, for example because the reward is155

very sparse or even awarded only upon successful completion of the task (which can only happen156

once in the entire single life deployment). We assume that there are no sink states beyond a terminal157

success state, such that it is possible for the agent to autonomously recover from any mistake.158

Note that this setup is essentially the same as the widely studied regret minimization problem in159

exploration [29]. However, while regret minimization is typically studied in the context of RL160

exploration theory, our aim with SLRL is to study a particular special case of the more general regret161

minimization framework that is meant to reflect a realistic setting in real-world RL (e.g., robotics)162

where an agent with prior experience must solve a task in a single (potentially long) trial.163

As we analyze in Section 5, algorithms designed for episodic policy learning do not perform well164

in the SLRL problem setting, even when the policy and replay buffer are pre-trained and seeded165

with the prior data, because they do not quickly recover from mistakes to get back onto a good state166

distribution. In Section 6, we will discuss an approach based on distribution matching that attempts167

to address this issue.168

5 Single-Life Performance of Online RL169

Now that we have described the problem setting, we now empirically analyze online RL, which is170

designed for episodic learning, in the SLRL setting. Namely, we consider finetuning SAC [17], which171

pre-trains a policy and value function in the source setting and fine-tunes during the single trial in the172

target environment.173
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As we will see in Section 7, finetuning SAC performs poorly in the SLRL setting. We save the174

details of the experimental setup until Section 7, but to first motivate the use of distribution-matching175

approaches in our problem setting, we analyze the state visitation of SAC finetuning in the online176

phase for the Tabletop and Pointmass domains (see Figure 2). A key challenge of SLRL (and also177

fully autonomous RL in general) is that if the agent falls off of the distribution, it cannot rely on178

resets to get back on track. Since there is a gap between the source and target domains, the agent179

will inevitably find itself in states that are out of distribution from the prior data. A value function180

pre-trained on the source data could in principle be used to evaluate states and guide the agent back181

towards good states, but it will be inaccurate on states outside of the prior data [12]; then, when the182

value of some of those out-of-distributions states is overestimated, the value function may misguide183

the policy away from good states. Hence, fine-tuning a pre-trained value function via online RL will184

not explicitly encourage the agent to get back on distribution, especially in sparse reward envs. As a185

result, the agent may spend a lot of time (perhaps infinite time) drifting once it falls out of distribution,186

which we see occurs in Figure 2.187

On the other hand, distribution-matching methods like GAIL [21] will explicitly encourage the188

agent to get back on distribution, by giving higher rewards on distribution than off distribution.189

However, existing adversarial imitation learning methods assume that the prior data consists of190

expert demonstrations, and they train the agent to match the entire demo distribution, which is not191

necessarily the ideal distribution to match. In the following section, we will discuss a method that192

aims to address these shortcomings.193

6 Q-weighted Adversarial Learning (QWALE)194

In this section, we will present our method for addressing SLRL, which we call QWALE. The key195

insight in QWALE is to utilize the prior data Dprior to handle the sparse and uninformative reward196

information in the target domain. Our first observation is that the framework of AIL already provides197

a reasonable starting point, though it is not sufficient by itself: rather than using only the task reward,198

which is too sparse to be useful in a single episode, we can bias the agent to seek out states that199

are similar to those seen in the prior data. However, since our goal is not to learn a policy that200

repeatedly performs the task, but rather to solve it as quickly as possible once, we do not actually201

want to learn to imitate prior data, but rather to seek out states that resemble the best states in the202

prior data, with better states being more preferred. This is especially important when the prior data is203

not actually optimal, but might consist of arbitrarily suboptimal states. We will discuss how this can204

be accomplished with a modification of AIL which, instead of treating prior data as equally desirable,205

preferentially drives the agent toward states that resemble the best states in the prior data.206

6.1 Algorithm Description207

In SLRL, we may have shifts in dynamics online, in which case matching state-action distributions as208

done in GAIL ([21]) may not be appropriate. GAIL with a state discriminator will help lead the agent209

back to the prior data distribution but by matching the entire demo state distribution, the discriminator210

does not necessarily incentivize the agent to go towards task completion. Our algorithm’s desired211

behavior is to lead the agent to nearby states within distribution of the prior data if it is out of212

distribution and to nearby states closer to task completion if in distribution. Our proposed method213

for shaping relies on the intuition that as states gradually get closer to task completion, even within214

expert data, they should have gradually higher values as well.215

We propose Q-weighted adversarial learning (QWALE), which trains a Q-weighted discriminator. In216

order to use the prior data effectively, we use a fixed Q-function Q(s, a) trained in the source MDP217

to distinguish between useful transitions and ones that may be less useful. This Q-function may be218

obtained through RL pretraining, which is what we use for our experiments, or a variety of other219

ways, such as offline RL or Monte Carlo estimation. We train the discriminator in a similar manner220

as GAIL, where the positives come from the offline data and negatives from online experience. To221

take into account the varied quality of the data, we use the intuition that the closer a state is to task222

completion, the higher its value should be. In particular, a state in the prior data should get smaller223

weight if it has worse value than the agent’s current state, so the agent is consistently incentivized224

to move towards states in the prior data with higher value than its current state. Therefore, when225

training the discriminator, we weight the positive states s by exp(Q(s, a)− b) and the negatives by226

exp(−Q(s, a) + b), where b is an implementation detail, which we discuss in the Appendix. We227

normalize the Q-values to be between 0 and 1 and train the Q-weighted discriminator in alternating228
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updates with SAC updates that finetune the policy and critic in an AIL fashion. In this manner,229

QWALE extends AIL to the general setting with any prior data.230

The goal of our weighted discriminator training procedure is to obtain a discriminator that, when231

used as a reward, will drive the agent toward states that it believes would lead to better outcomes232

than its present state, based on the prior data. The Q-function quantifies the agent’s belief from the233

prior data that a particular state will lead to high reward, making this a natural choice for estimating234

how desirable a state is at any given time. Hence, using Q-values to weight the examples for the235

discriminator will cause the discriminator to prefer states that are closer to the goal over states that236

are further away. This is significantly different from the behavior we would expect to see if we were237

simply imitating the optimal policy, as this would give equal weight to all of the transitions along an238

optimal path. When the reward is more complex, using Q-values as weights generalizes this intuition.239

6.2 Practical Implementation240

Algorithm 1 Q-WEIGHTED ADVERSARIAL LEARNING (QWALE)

1: // Single Trial Deployment
2: Require: Dprior, test MDPMtest, pretrained critic Q(s, a), and (optionally) policy π;
3: Initialize: replay buffer for online transitionsDonline; parameters ϕ for discriminator qϕ(prior | st), timestep

t = 0
4: while task not complete do
5: Sample a ∼ π(· | st)
6: ϕ← ϕ− η∇ϕL(ϕ) // Update discriminator according to Eq. 1
7: r′(st) = r(st) + log qϕ(prior | st)
8: Q(s, a), π ← SAC(Q(s, a), π,Dprior ∪ Donline, r

′)
9: Increment t

We optimize our objective using maximum entropy off-policy RL with the SAC algorithm ([17]),241

modified in a similar manner as we did with GAIL in the previous section. In particular, we learn242

an additional discriminator qθ(prior | st), optimized using standard cross-entropy loss, which is243

weighted accordingly:244

L(ϕ) = −EDprior [exp(Q(s, a)− b) log qϕ(prior | s)]−EDonline [exp(−Q(s, a)+ b) log qϕ(online | s)].
(1)

The discriminator is used to modify the rewards when updating off-policy from all experience–prior245

and online. At single trial test time, the actor and critic are optionally initialized with the pretrained246

weights, and the replay buffer is initialized with the offline data. For details such as network247

architecture and hyperparameters, see Appendix A. We present the full algorithm in Algorithm 1.248

7 Experiments249

The goal of our experiments is to answer the following questions: (1) How does QWALE compare to250

prior reinforcement learning and distribution matching approaches in single-life RL settings? (2) Do251

distribution matching approaches help agents learn to recover from novel situations in single-life RL?252

(3) How does QWALE compare to different variants of adversarial imitation learning, with different253

prior datasets?254

7.1 Experimental Setup255

To answer the above questions, we construct four single-life RL domains with varying prior datasets256

and sources of novelty, and then measure performance both in terms of speed of task completion and257

overall single-life success. In this subsection, we describe this experimental set-up in detail.258

Environments. We consider the following four problem domains. First, in the Tabletop-Organization259

environment from the EARL benchmark [43], the agent is tasked with bringing a mug to one of four260

different locations designated by a goal coaster. The prior data always has the same starting position261

of the mug. In the target environment, the starting position is in a new location unseen in the prior262

data. Second, the Pointmass setting tasks an agent to move in 2D from its starting location at the263

origin (0, 0) to the point (100, 0). The target environment introduces a dynamics shift in the form of a264

strong “wind”, where the agent is involuntarily pushed upward in the y-direction each step. Third, we265

construct a modified HalfCheetah environment, in which it is difficult but feasible for the cheetah to266

recover when flipped over. The target environment includes hurdles that the cheetah must jump over,267
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Figure 3: We evaluate in four different domains, including Tabletop-Organization, Pointmass, HalfCheetah, and
a Franka-Kitchen environment with a microwave and cabinet. At test time, an aspect of novelty is introduced in
each environment–new initial mug positions for Tabletop, wind for Pointmass, hurdles for the HalfCheetah, and
a new combination of tasks for the Franka-Kitchen.

as the prior data does not include these obstacles. Finally, we evaluate on a modified Franka-Kitchen268

environment, adapted from [14], where the task is to close a microwave and a hinged cabinet. The269

prior data only contains trajectories of closing the microwave and the hinged cabinet separately, so270

the agent must figure out online how to complete both tasks in a row. In other words, both objects are271

open at the start of single-life RL, and the agent has only previously seen instances where only one is272

open. For the latter two environments, dense rewards are given, and the discriminator-based reward is273

added to the extrinsic reward during single-life training. These environments are shown in Figure 3.274

Further details on the environments are given in Appendix A.275

Comparisons. To answer question (1), we compare QWALE to three alternative methods: (a) SAC276

fine-tuning, which pre-trains a policy and value function in the source setting and fine-tunes for277

a single, long episode in the target environment, (b) SAC-RND, which additionally includes an278

RND exploration bonus [4] during single-life fine-tuning, and (c) GAIL-s, which runs generative279

adversarial imitation learning [21, 25] where the discriminator only operates on the current state280

s. We choose for the discriminator to only look at s so that it is less susceptible to dynamics shift281

between the source data and target environment. We additionally compare to GAIL-sa, which passes282

both the current state and action to the discriminator. All methods use soft actor-critic (SAC) [17] as283

the base RL algorithm.284

Prior datasets. For all four environments, we evaluate SLRL using data collected through RL as our285

prior data. More specifically, we run SAC in the source MDP in the standard episodic RL setting for286

K steps and take the last 50,000 transitions as the prior data. K is chosen such that the prior data287

contains some good transitions but has not converged to an optimal policy yet. While we are able to288

run episodic RL in the source MDP, this is not a requirement for SLRL, as long as prior data in the289

source MDP is available. For all methods, including QWALE, GAIL variants, and SAC fine-tuning290

variants, the policy and value function are pretrained in this manner for the initialization of single-life291

RL. We note that AIL methods like GAIL typically assume that the prior data consists of expert292

demonstrations but we apply the algorithm only using mixed quality prior data, unless otherwise293

noted. In particular, Section 7.4 further evaluates AIL methods using demos as prior data, using 10294

demonstrations for the Tabletop environment and 3 demonstrations for the Pointmass domain. We295

include such experiments to answer question (3), i.e. to investigate how the quality of prior data may296

affect performance.297

Evaluation Metrics. To evaluate each method in each environment, we report the average and median298

number of steps taken before task completion across 10 seeds along with the standard error and299

success rate (out of 10). During single-life RL, for all environments, the agent is given a maximum of300

200,000 steps to complete the task. If it has not completed the task after 200k steps, then 200k is301

logged as the total number of steps, and the run is marked as unsuccessful.302

7.2 Results using mixed data as prior data303

In this subsection, we aim to answer our first experimental question and study how QWALE performs304

compared to prior reinforcement learning and distribution matching approaches in single-life RL305

settings. As seen in Figure 4 and Table 1, we find that QWALE achieves the lowest average and306

median number of steps as well as highest number of successes on three out of the four domains,307

and performs comparably to the other methods on the fourth environment, Franka-Kitchen. On the308

Tabletop and Pointmass environments, QWALE takes less than half of the number of steps on average309

as the next best performing method. It is possible that the method does not work as well on the310

Franka-Kitchen environment because the pretrained Q-function may be quite inaccurate, as there is311
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Figure 4: We evaluate the performance of QWALE to finetuning SAC and GAIL in our four environments using
mixed data collected through RL as prior data. We omit the results of Behavior Cloning (BC) in the plots, as it
is unsuccessful at completing the task in every domain due to the distribution shift. We plot the average and
median number of steps to task completion along with the number of successes, taken over 10 seeds. We find
that GAIL outperforms SAC in 3 out of 4 domains, and QWALE significantly outperforms GAIL on 3 out of 4
domains and performs comparably on the fourth.

Method Avg ± Std error Success / 10 Median Method Avg ± Std error Success / 10 Median

Tabletop GAIL-s 83.2k ± 23.8k 8 75.6k Cheetah GAIL-s 99.2k ± 23.0k 7 77.4k
GAIL-sa 61.5k ± 28.7k 7 2.4k GAIL-sa 102.0k ± 19.3k 8 85.6k

QWALE (ours) 23.1k ± 7.9k 8 15.5k QWALE (ours) 77.0k ± 14.8k 9 63.2k

Pointmass GAIL-s 100.9k ± 33.0k 5 101.9k Kitchen GAIL-s 111.3k ± 27.9k 6 122.1k
GAIL-sa 140.4k ± 30.3k 3 200.0k GAIL-sa 127.8k ± 26.9k 5 189.1k

QWALE (ours) 61.2k ± 30.2k 7 2.1k QWALE (ours) 118.1k ± 23.8k 6 116.6k

Table 1: Discriminator-based Approaches on Mixed Data. We see that in each of the four experimental domains,
the three QWALE methods typically outperform GAIL and GAIL-sa on the average number of steps needed
before task completion, and on 3 out of the 4 environments, QWALE substantially improves performance over
both GAIL variants. All methods are evaluated over 10 runs.

a global distribution shift in the state space at test time–the agent has never seen both objects open312

before in the prior data. GAIL also outperforms finetuning SAC across three of the four domains.313

These results demonstrate the suitability of distribution-matching approaches over RL finetuning in314

the SLRL setting. We see that guidance particularly towards a good state distribution is important,315

as we compare to finetuning SAC with an exploration bonus through random network distillation316

([4]). From Figure 4, although RND may improve performance, particularly in the Tabletop domain,317

it generally does not perform as well as the distribution matching approaches, especially QWALE,318

showing that simply increasing exploration is not enough. Furthermore, these results show that the319

additional shaping provided by weighting the prior data by Q-value when training the discriminator320

can significantly improve guidance towards the goal. While GAIL gives equal weight to all transitions321

along an optimal path, the agent in QWALE is consistently guided towards states in the prior data322

with higher Q-value, leading to more efficient and reliable single-life task completion.323

7.3 Analysis of distribution matching approaches324

Next, to answer question (2), we analyze how QWALE helps agents learn to recover from novel325

situations in SLRL. To do so, we visualize QWALE’s state visitation in the Tabletop and Pointmass326

domains throughout a single lifetime. We color the trajectories according to timestep for both327

methods as well as by reward (discriminator score). The coloring in the timestep-colored plots is328

highly correlated with that in the reward-colored plots, showing how the reward gradually guides the329

agent towards the goal. In particular, when the agent is out of distribution, the agent is incentivized to330

explore states that will lead it closer back to the prior state distribution, and when the agent is within331

distribution, it is incentivized to move to states closer to the goal, leading to efficient task completion.332

7.4 Using demos as prior data333

Finally, we evaluate the performance of different discriminator-based approaches in the two SLRL334

problem settings–Tabletop and Pointmass–where demonstration data is available as prior data. We335

compare using AIL with a state-only discriminator (GAIL-s) as well as with a state-action discrimina-336

tor (GAIL-sa) to our proposed Q-weighted discriminator method (QWALE). With the latter method,337

we have access to the same Q-function pretrained when collecting prior data using standard RL for338

the mixed data experiments above, but we do not initialize any of the algorithms at test time with the339

pretrained policy and critic weights.340
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Figure 5: We visualize the online state visitation plots in the Tabletop (left) and Pointmass (right) environments
of a single-life trial using QWALE. We plot the location of the mug throughout the agent’s single life for the
tabletop and the location of the agent for the pointmass as well as expert demo states (purple). We color the
trajectories green to blue according to timestep as well by reward (discriminator score) for the distribution-
matching approach.

Figure 6: Discriminator-based Approaches using Expert Demo Data. Given demonstration data, in both the
Tabletop and Pointmass domains, QWALE significantly outperforms both GAIL variants in almost all metrics.

From Figure 6, the GAIL variants are both able to consistently solve the task in the Tabletop341

domain, but unsurprisingly, GAIL-sa does especially poorly in the Pointmass domain, where the342

dynamics have changed at test time. Compared to the two GAIL variants, QWALE gives a significant343

improvement in both domains. These results demonstrate how more detailed reward shaping towards344

the completion of the desired task can be helpful in the SLRL setting even with demonstrations as345

prior data. Moreover, comparing these results with those in Table 1, while access to expert data346

as prior data unsurprisingly improves the performance of GAIL methods, it can also improve the347

performance of QWALE.348

8 Conclusion349

In this paper, we formalized and studied a problem setting underlying single-life reinforcement350

learning: settings where an agent needs to autonomously complete a task once while drawing upon351

prior experience from a related environment. We found that standard fine-tuning via RL is ill-suited352

for this problem because the algorithm struggles to recover from mistakes and novel situations. We353

hypothesized that this observation stems from the fact that resets in episodic RL prevent algorithms354

from needing to recover, whereas single-life RL and continuing settings in general do demand the355

agent to find its way back to good states on its own. We then postulated that distribution matching356

methods that aim to match the distribution of related prior data may help agents recover via reward357

shaping, and presented a new distribution matching method, QWALE, that weights examples by their358

Q-value. Our experiments verified that distribution matching approaches indeed do make better use359

of prior data, and that QWALE is competitive with or outperforms prior distribution matching methods360

on four single-life RL problems.361

While QWALE can efficiently complete novel target tasks in a single episode without any interventions,362

important limitations remain. No algorithm, including QWALE, was able to complete the target task363

with 100% success, indicating that future works should aim to improve an algorithm’s ability to364

solve tasks consistently. Moreover, the methods that we evaluated all used a pre-trained policy and365

value function from the source domain, which may be difficult to obtain in some source scenarios,366

as opposed to only obtaining some demonstrations or offline data. Finally, it would be interesting367

to explore problems with greater degrees of novelty between the source and target environments.368

We expect that such settings would place even greater importance on autonomy and exploration,369

requiring sophisticated strategies for both recovering to known states and exploring new strategies.370

By publicly releasing and open-sourcing the environments and code upon publication, we hope that371

future work can more easily explore these interesting questions and continue to make progress on372

allowing RL agents to autonomously complete tasks within a single lifetime.373
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A Appendix563

A.1 Implementation Details and Hyperparameters564

In our experiments, we use soft actor-critic [17] as our base RL algorithm. We use default hyperpa-565

rameter values: a learning rate of 3e-4 for all networks, optimized using Adam, with a batch size566

of 256 sampled from the entire replay buffer (both prior and online data), a discount factor of 0.99.567

The policy and critic networks are MLPs with 2 fully-connected hidden layers of size 256. For all568

methods training a discriminator, it is parameterized as an MLP with 1 fully-connected hidden layer569

of size 128 and trained with a batch size of 512. During the online trial, 1000 steps are taken as570

initial collection steps before network updates begin. For all methods training a discriminator, we use571

mixup regularization [62] to reduce the brittleness of the discriminator.572

Following [43], we use a biased TD update, where Q(st, at) ← r(st, at) + γQ(st+1, at+1) if t is573

not a multiple of 100, and Q(st, at) ← r(st, at) if it is. We use this update for all our evaluated574

methods online in order to improve stability. Since the online trial of single-life RL may have a large575

training horizon with hundreds of thousands of steps, this may lead to unstable bootstrapping, as for576

each t, Q(st, at) bootstraps on Q(st+1, at+1). Following [44], for the auxiliary reward given by the577

discriminator D, we use r(s, a) = − log(1−D(s)) instead of r(s, a) = logD(s) to further improve578

stability.579

For QWALE, the weighting of states is offset by a value b. This value may be treated like a constant580

hyperparameter and tuned. Adding this value changes the bias on the discriminator, which in effect581

adds a constant to the reward, though that constant changes over the course of training. In practice,582

to avoid having to tune b, we just use the value of the most recent state as b, i.e. b = Q(st, at). To583

better interpret this value, with this weighting, b is a baseline value capturing some notion of current584

progress. Prior data tends to get small weights if they have worse value than the current state, so the585

agent is consistently incentivized to move towards states with higher value than its current state.586

For all experiments using prior data collected through RL, the agent was initialized at test time587

with the pretrained policy and critic. For QWALE, a copy of that critic was frozen and used when588

calculating the weights for discriminator training. For all of the experiments with demonstration data589

in Section 7.4, the policy and critic were not initialized with any pretrained weights.590

A.2 Environment & Evaluation Details591

Tabletop-Organization. The details for this environment are in [43]. The state space consists of the592

gripper’s (x, y) position, the mug’s (x, y) position, the gripper’s state (whether attached to the mug or593

not), and the current goal, for a total of 12 dimensions. The action space is 3 dimensional, consisting594

of a delta in the gripper’s (x, y) position as well as an automatic gripper that will attach to the mug if595

the gripper is close enough. The tabletop extends from -2.8 to 2.8 in both the x and y directions. In596

the prior data, which consists either of 10 demonstrations or 50000 transitions collected through RL597

after 350000 steps of training, the initial state always places the mug at position (2.5, 0.0), and the598

goal is to place the mug at one of the following locations: (-2.5, -1.0), (-2.5, 1.0), (0, 2.0), (0, -2).599

For the online trial when evaluating SLRL, the mug is placed either at (2.7, 1.5) or (2.7, -1.5) with600

additional uniform randomness between (-0.15, 0.15) in both directions. This environment is also601

goal-conditioned at test time and the goal is randomly set to be either (-2.5, -1.0) or (-2.5, 1.0). The602

reward is 1 when the mug is within 0.15 distance of its goal position (at which point the single life603

ends) and 0 everywhere else.604

Pointmass. The Pointmass environment has a 6-dimensional state space consisting of the agent’s605

(x, y) position, its (x, y) velocity, and the (x, y) coordinates of the goal. The environment extends606

between -100 and 100 along the x axis and between -200 and 200 along the y axis. The action space607

is 2-D, consisting of the delta in both directions, clipped between -1 and 1 for a single action. The608

prior data consists of 3 demonstrations or 50000 transitions collected through RL after 350000 steps609

of training. The agent starts at (0, 0) and the goal is at (100, 0) for the prior data and online trial.610

During the online trial, a strong “wind” is introduced, where a random amount between 0.8 and 0.9 is611

added to the agent’s y coordinate and 0.2 is subtracted from the agent’s x coordinate at each step.612

The reward is 1 when the agent is within a distance of 2 of the goal position and 0 everywhere else.613

HalfCheetah. The HalfCheetah environment has a state space with 18 dimensions, consisting of the614

position and velocity of each joint. The prior data consists of 50000 transitions collected through RL615

after 150000 steps of training. The reward is rt = ∆xt − 0.1 ∗ ||at||22. At test time, 10 hurdles are616

14



included in the environment, spread between the x-coordinate of 7 and 260. The cheetah starts at 0617

and its single life is considered successful when it gets to the coordinate 300, although the information618

about the hurdles or goal are not included in the state space.619

Franka-Kitchen. The Franka-Kitchen is adapted from [14, 43]. The state space consists of a 9 DoF620

position-controlled Franka-robot with a microwave and hinged cabinet. The prior data consists of621

50000 transitions collected through standard episodic RL after 950000 steps of training, where one of622

the microwave or cabinet is open, and the task is to close that object. At test time, both are open, and623

the task is to close both objects. The reward function is equal to the sum of the Euclidean distance624

between the objects and their goal positions and the distance between the arm and its goal position.625
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