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ABSTRACT

Human choice prediction in economic contexts is crucial for applications in mar-
keting, finance, public policy, and more. This task, however, is often constrained
by the difficulties in acquiring human choice data. With most experimental eco-
nomics studies focusing on simple choice settings, the AI community has explored
whether LLMs can substitute for humans in these predictions and examined more
complex experimental economics settings. However, a key question remains: can
LLMs generate training data for human choice prediction? We explore this in
language-based persuasion games, a complex economic setting involving natural
language in strategic interactions. Our experiments show that models trained on
LLM-generated data can effectively predict human behavior in these games and
even outperform models trained on actual human data.

1 INTRODUCTION

In the digital economy, online platforms have become central to the interaction between consumers
and service providers. These platforms, such as e-commerce websites, travel booking sites, and
online marketplaces, facilitate a dynamic exchange where service providers present their offerings and
consumers make purchasing decisions based on the provided information. A specific example of such
an interaction is seen on Booking.com, a popular travel booking platform. On Booking.com, hotel
owners (sellers) aim to persuade potential customers to choose their hotels by presenting information,
often expressed in natural language, such as textual descriptions and reviews.

These interactions are often repeated, with sellers employing different strategies to attract and retain
customers. For instance, some sellers might consistently highlight positive reviews to appeal to
potential buyers, even when there are some downsides to their services, a practice can be seen as a
Greedy persuasion strategy. Other sellers may adopt a more careful approach that aims to build
long-term trust and maintain a solid reputation, by presenting both positive and negative aspects of
the hotel, conditional on its true quality. This can be seen as adopting an Honest persuasion strategy.
A platform such as Booking.com is often interested in accurately anticipating consumers’ behavior
when facing different types of persuasion strategies employed by sellers. By accurately predicting
behavior, the platform can asses the expected satisfaction and engagement of its users, and the impact
of particular sellers on the overall users’ welfare.

In the economic literature, the concept of persuasion has been extensively studied, particularly within
the framework of persuasion games (Aumann et al., 1995; Farrell & Rabin, 1996; Kamenica &
Gentzkow, 2011). These games involve strategic interactions where a sender, possessing private
information (the actual quality of the hotel, in our example), aims to influence the decision of a
decision-maker through selective information disclosure (in our case, selection of the review to be
presented). Reputation indeed plays a significant role in repeated persuasion games, as demonstrated
in previous work (Kim, 1996; Aumann & Hart, 2003; Best & Quigley, 2022; Arieli et al., 2024).

Traditional economic models, however, often abstract these interactions into simplified messages,
lacking the nuance and complexity of natural language communication.1 This abstraction limits the

∗Corresponding author: eilamshapira@campus.technion.ac.il.
1In economic modeling, the message typically influences the receiver’s beliefs solely through the application

of Bayes’ rule. The content of the message itself is usually abstracted away, meaning that the specific language
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applicability of these models to real-world scenarios where language plays a critical role. Conse-
quently, there is a growing need for interdisciplinary research to better understand and predict human
decision-making in such contexts.

Indeed, the study of language-based persuasion games has recently gained popularity within the
natural language processing community. While some previous work focused on optimizing the
sender’s strategy (Raifer et al., 2022), another important, complementary line of research focused
on predicting the behavior of human decision-makers against a given set of reasonable persuasion
strategies (Apel et al., 2022; Shapira et al., 2023). Importantly, even without considering a particular
business application (e.g., Booking.com), predicting human behavior in strategic interactions has a
huge intellectual value for the field of behavioral economics, and its understanding will contribute to
the overall understanding of human behavior.

In the language-based persuasion game considered by these works (and first introduced by Apel et al.,
2022), a travel agent (expert) is trying to persuade a decision-maker (DM) towards accepting their
hotel offer, by presenting the decision-maker with a textual review of the hotel, selected from a given
available set of reviews. The true quality of the hotel is the expert’s private information, and the DM
benefits from accepting the deal only if the hotel is of high quality.2 The game consists of several
rounds played between the same (bot) expert and (human) DM pair, which means that a DM facing a
specific expert strategy can potentially learn and adapt over time, based on past experience. Apel
et al. (2022) was the first to introduce the study of human choice prediction in the above game, and
employed various machine learning (ML) techniques to solve it. Shapira et al. (2023) then studied
off-policy evaluation in a similar setup, i.e., predicting human decisions when faced with an expert
strategy that was not observed during training time.

Importantly, existing methods for human choice prediction in language-based persuasion games,
as well as in other economic contexts (Plonsky et al., 2017; Rosenfeld & Kraus, 2018; Plonsky
et al., 2019), rely on training ML models on a human choice dataset. Unfortunately, the collection,
storage and usage of human choice data are often fraught with various challenges: first, it requires
the development of designated tools and environments (e.g., a mobile application with a user-friendly
interface). Moreover, privacy and legal issues must be addressed to permit the collection, storage, and
utilization of this data.3 Human data collection is also a long and tedious process, frequently resulting
in issues like participant inattention, which can compromise data quality and must be addressed.
These challenges often lead to a process that is extremely inefficient, expensive, and time-consuming.

Meanwhile, Large Language Models (LLMs) have made significant progress in recent years, demon-
strating capabilities across a broad spectrum of applications, including text summarization, machine
translation, sentiment analysis, and more (Brown et al., 2020; Zhang et al., 2023; Peng et al., 2023;
Susnjak, 2023; Wang et al., 2023; OpenAI, 2023). Moreover, recent study demonstrates how LLM-
based agents can successfully function as decision-makers in economic and strategic environments,
in which agents aim to maximize their gain from – in a complex, possible multiagent interaction
(Xi et al., 2023). In the context of human choice prediction, using LLM-based agents to generate
synthetic but realistic data represents a groundbreaking proposition. If LLMs can effectively mimic
human behavior in these economic settings, they could offer a cost-effective, efficient, and scalable
alternative to traditional methods for training human choice prediction models. Importantly, in most
real-life scenarios, the generation of a large LLM-based sample is significantly easier than obtaining
even a small human choice dataset.

Our contribution In this paper, we introduce a novel in-depth study of the predictive power of
LLM-generated data to human choice prediction in language-based persuasion games. We show
that a prediction model trained on a dataset generated by LLM-based players can accurately predict
human choice behavior. In fact, it can even outperform a model trained on actual human choice data,
for a large enough sample size. We also demonstrate how combining LLM-generated training data
with actual human-generated data can further improve the accuracy of the prediction task.

or framing of the message does not play a role in the analysis. For example, two messages may be called ’good’
and ’bad’ for ease of exposition, but if they were called m1 and m2 nothing would have changed in the analysis,
as long as the sender follows the same information revelation strategy in providing them.

2As explained in Section 2, the true quality of the hotel is determined by numerical scores associated with its
textual reviews.

3See Acquisti et al. (2016) for a survey on the economics of privacy.
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Figure 1: Left: Illustration of a single round in the language-based persuasion game. First, the expert
observes the interaction history of previous rounds (does not appear in the illustration), as well as
the current hotel’s review-score pairs. She chooses a single review within this set according to her
predefined strategy and sends it to the DM. Then, the DM observes this review (as well as the entire
interaction history) and chooses an action. Lastly, both agents get their payoffs based on the DM’s
action and the hotel’s true quality. Right: An example of an expert strategy.

2 TASK DEFINITION

The language-based persuasion game We begin by describing the language-based persuasion
game presented by Apel et al. (2022) and Shapira et al. (2023), which is used to define our human
choice prediction task. The game consists of two parties, an expert (she) and a decision-maker (DM;
he), interacting for T rounds. At the beginning of each round, the expert is presented with R pairs
of textual reviews and numerical scores (in the 1-10 range), describing a hotel the expert aims to
promote in the current round. Denote by rti and sti the i’th textual review and score presented at time t,
respectively. The expert’s hotel in round t is considered of high quality if its average score is at least τ ,

and otherwise is considered of low quality. We define hotel’s quality to be qt = I

(
1
R

∑R
i=1 s

t
i ≥ τ

)
,

where I(·) is the indicator function.

Then, the expert selects a single textual review ri and sends it to the DM. Note that the full set of
review-score pairs is the expert’s private information and is not available for the DM. Upon observing
the message, the DM decides whether to go to the hotel (at = 1) or not (at = 0). Lastly, the two
players gain utility depending on the quality of the hotel qt and the DM’s action at. The expert’s utility
is simply given by u(at) = at, meaning she always gains if the DM goes to the hotel, regardless of
its actual quality. The DM, however, only benefits from opting in when the hotel is of high quality.
His utility function is given by v(at, qt) = I(at = qt). Figure 1 (left) illustrates a single round
in the game. The success criteria for both players is gaining as high cumulative utility as possible
throughout the rounds of the game.

Expert strategies We restrict our attention to the representative set of strategies considered first
by Shapira et al. (2023). These strategies are simple and intuitive, and can be represented as binary
decision trees. Figure 1 (right) demonstrates such an example strategy of the expert (this is the
Honest strategy discussed in the introduction). We highlight that all other strategies also have
intuitive behavioral interpretations, and they differ from each other by the extent to which each
strategy balances between building trust and exploiting trust. We note that any expert strategy is
either naive (the rule according to which the presented review is selected is independent of both
the hotel’s true quality and the interaction history); stationary (the selection rule depends solely on
the hotel’s quality, but not on the history); or adaptive (the rule depends on the interaction history).
Importantly, our representative set of strategies contains strategies belonging to all three groups. For
completeness, in Appendix B we formally introduce and motivate all of the strategies.

The human choice prediction task Given a dataset comprising multiple expert-DM interactions
(i.e., multiple games, each consisting of multiple rounds), the task is to predict how other human DMs
will engage in the game against the same experts that appear in the train set. Given a training dataset
of expert-DM interactions in language-based persuasion games, the goal is to predict the behavior of
human DMs against the same set of expert strategies that generated the training data (this stands in
contrast to Shapira et al., 2023, in which there is a mismatch between training-time and test-time
experts). However, unlike previous work on prediction in persuasion games, we aim to evaluate the
prediction quality when the training data does not consist of any actual human DMs data, and instead
consists of data generated by LLM-based players. Similarly to Shapira et al. (2023), we evaluate a
prediction model with respect to the per-DM per-expert average accuracy.
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3 DATA COLLECTION

Human dataset We use the human-bot interaction dataset of Shapira et al. (2023), which was
collected via a mobile application (published on both Apple’s App Store and Google Play), in which
human DMs interact with 6 experts in a multi-stage game. In each stage, the human DM plays
multiple games against the same bot expert, denoted ei (recall that each game has T rounds, where
they set T = 10). The i’th stage ends whenever the human player reaches a pre-defined cumulative
utility v̄i in a T−round single game.4 Human data was collected from May 2022 to November 2022.
The human dataset contains 71,579 decisions made by 210 distinct human DMs that completed the
game, i.e. completed all six stages.5 Hotel reviews were taken from Booking.com. The hotels and the
game parameters were chosen such that each hotel has R = 7 reviews, and about half of the hotels
are defined to be of high quality (i.e., have an average score of at least τ = 8). The hotel dataset
used by Shapira et al. (2023) contained 1068 distinct hotels. Appendix C.2 provides an example of a
single hotel review and its corresponding score, taken from Shapira et al. (2023).

LLM datasets To solve the human choice prediction task without using human-generated data in
the train set, we created an LLM-generated dataset by replicating the human dataset data collection
process, and replacing human DMs with LLMs. To do so, we implemented an identical pipeline with
the exact same set of experts, hotels, and game parameters (T , R and τ ). We utilized 5 different
state-of-the-art LLMs to generate the LLM datasets: Google’s Chat-Bison (Google, 2023) and
Gemini-1.5 (Gemini Team, 2024), Alibaba’s Qwen-2 72B (Yang et al., 2024), and Meta’s Llama-3
70B and 8B (Bhatt et al., 2024), all in their chat versions. Similarly to the human choice dataset, each
LLM-based player played two games against each expert (unless the LLM player completed the stage
in the first game). We repeat this process over and over to create many LLM players. The prompt
given to the LLMs is similar to the instructions and messages presented to the human players in the
mobile application developed by Shapira et al. (2023). Appendix C contains this prompt, as well as a
conversation example.

4 MODELS AND BASELINE

The primary goal of this work is to demonstrate the effectiveness of training a human choice prediction
model using LLM-generated data. To do so, we compare the performance of prediction models
trained on actual human-choice data with the same model trained on LLM-generated data, across
various prediction model architectures. In addition, we compare to a baseline method in which
data is collected using agents that rely solely on the sentiment analysis abilities of an LLM on the
review text rather than a combination of both linguistic and behavioral understanding. All prediction
models are evaluated on the choice data corresponding to 100 human players in the dataset, randomly
selected for 50 different test sets. Prediction models that used human training data were trained with
K ∈ [32, 64, 110] human players which do not belong to the evaluated test set.

We consider four types of prediction models: LSTM (Hochreiter & Schmidhuber, 1997) and Mamba
(Gu & Dao, 2024) as sequential models, transformer (Vaswani et al., 2023) as an attention-based
model, and XGBoost (Chen & Guestrin, 2016) as a history independent model.6 All predictors
use the same representation of the choice data and are being trained on data generated by the three
different paradigms (human, LLM, and baseline). That is, throughout the experiments, we fix the
prediction model architecture and only modify the data it is trained on. This enables the evaluation of
the generated data quality in terms of enhancing the human choice prediction.

4For our prediction task, we consider only the first two games each human player played against each expert
(or a single game if the player completed the stage in a single game). We restrict our analysis to the initial games
due to a noticeable decline in participants’ response times in subsequent games, suggesting reduced attention
and non-strategic behavior. This approach is widely accepted in social sciences and experimental economics, see
e.g. Rubinstein (2013).

5Players were incentivized to complete all six stages in various ways, including participation in lotteries and
receiving academic credit for completing the game.

6We evaluate our methods with LSTM, Mamba and a 4-headed transformer, all with a learning rate of
4 · 10−4, 64 hidden dimensions, and two layers. For XGBoost, we used 300 estimators with a max depth of 3.
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Figure 2: Accuracy obtained by prediction models trained on different data sources. Grey lines
represent the accuracy obtained by a model trained on human data with a different number of players.
Results are shown for LSTM, transformer, Mamba and XGBoost. Notably, for all prediction models
training on LLM-generated data outperforms training on actual human choice data when the number
of LLM players is large enough. In addition, the LLM-based training paradigm outperforms the
sentiment analysis baseline, implying that allowing simulated players to determine behavior (and not
just to interpret the textual signal) yields a better predictor.

Sentiment baseline The baseline method, instead of considering both the interaction history and
the text, considers only the sentiment of the text. To implement this baseline, we first asked an LLM
to predict the scores τ of all reviews in the dataset, and for each such review, we extracted the score
distribution induced by the LLM using its logits (see Appendix D for more details). Then, we use
this review-score joint distribution to simulate a choice dataset for the human choice prediction task.
For every given review, we sample a score and apply the following decision rule: going to the hotel if
and only if the sampled score is above the threshold τ that defines the hotel’s quality.

Importantly, unlike the LLM-based player, the baseline DM is forced to act solely based on the
current linguistic signal (i.e., the agent’s decision rule is history-independent). For instance, the
baseline player cannot use punishment strategies in the form of ”trust the expert until she turns out to
have sent a great recommendation for a bad hotel”. In contrast, both human and LLM players may
condition their current actions not only on the current message but also on the interaction history, and
potentially learn such complex strategies that involve patterns of cooperation and punishment.

For the baseline method, we use the same LLM that generated the data which achieved the best
performance when looked both at the text and at the history. This baseline allows us to examine the
advantage of a model trained on LLM data created with both linguistic and behavioral knowledge,
compared to a model trained on an equal amount of data generated solely based on linguistic
knowledge, thereby measuring the improvement in prediction that comes as a result of the LLM’s
economic understanding.

5 RESULTS

Figure 2 presents the accuracy obtained by the Qwen-2-72B LLM, which achieved the best per-
formance for the prediction task.7 It shows the results for varying training sizes, along with the
sentiment analysis baseline. The x-axis represents the number of different players used to create the
expert-LLM players interaction dataset (logarithmic scale), while the y-axis displays the accuracy
averaged over 50 runs. The results are presented with bootstrap confidence intervals, at a confidence
level of 95%, and are distinguished by the players in the train and test sets and the initial weights
of the neural networks. The grey horizontal lines indicate the accuracy achieved by a model trained
with human players. The number of players used during training is displayed to the right of each line.

Notably, for all types of prediction models, LLM-generated data outperforms human data in the
human choice task for a large enough sample size. Importantly, in most real-life applications,
obtaining human data of sufficient sample size is significantly more complex and expensive compared
to LLM data generation. Results for all evaluated LLMs are provided in Appendix E. Aside from
Qwen-2-72B, most LLMs (except Llama-3-8B) also generated data that allowed the training of a
predictive model with quality surpassing that of a model trained with data from 16 humans.

Next, we compare the performance of training with LLM-generated data to training with the sentiment
baseline method. We recall that data generated by the baseline method is history-independent, in the

7Note the atomic unit of evaluation is a decision nor a player. We report the number of players since each
player makes a different number of decisions.
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Figure 3: Left: Accuracy of models trained with data containing 110 humans and a varying number
of LLM players (x-axis). Right: Accuracy of a model trained with data containing a varying number
of humans (color) and a varying number of players generated by Qwen-2-72B (x-axis). Gray lines:
Models trained with data comprised of only human players. Combining human and LLM players
outperforms training solely on human players.

sense that decisions of the current round are made based only on the current review score prediction.
We note that using LLMs to simulate an end-to-end interaction (and, in particular, allowing such
history-depending behavior) leads to better predictions of human choice behavior compared to this
baseline.8 This implies that simulation interaction based only on linguistic aspects is insufficient for
human choice prediction. In contrast, we hypothesize that our LLM-generated data encodes not only a
linguistic understanding of the textual reviews but also an economic understanding of the interaction:
LLM players may condition their current choice not only on the linguistic signal but also on the
outcome of previous interactions, leading to a variety of behavioral patterns. Evidently, these patterns
increase the predictive power compared to the baseline method. Since LSTM outperforms the other
prediction models for each training data configuration, and Qwen-2-72B is the best data generator
for our task, the results of all following experiments are shown only for the LSTM prediction model
trained with the dataset created using the Qwen-2-72B LLM.

Combination of LLM + human data We now investigate how mixing LLM and human data
impacts performance. Figure 3 (left) shows the performance of different prediction models whose
training set consisted of 110 human players, supplemented by a varying number of LLM players. It
can be seen that enriching the human data with synthetic data significantly improved performance.
Figure 3 (right) shows the performance of a model trained with a varying number of human players
supplemented by players generated by Qwen-2-72B, the best-performing LLM. It can be observed
that a model trained on a mixture of LLM-based and human players outperforms a model trained on
human data only. Hence, even if human data has already been collected, enriching it with LLM-based
players will yield greater benefits than collecting additional data from humans.

6 CONCLUSIONS

This paper illustrates the potential of using LLM-generated data for human choice prediction in
language-based persuasion games. We built upon the language-based persuasion game and showed
that training a choice prediction model on a dataset containing no human choice data at all can even
outperform the same model trained on an actual human-generated dataset, given enough generated
data points. This observation has major implications for understanding synthetic data potential in the
context of enhancing human choice prediction. We compared the results to a naive sentiment-analysis
baseline, in which decisions of synthetic players are made solely based on the current hotel review,
without considering the entire history of interaction between the DM and the expert. The fact that
our method significantly outperforms the baseline highlights the importance of generating synthetic
decision data in a way that captures strategic behavior. We then demonstrated the effectiveness of
combining LLM-generated data with existing human data to further enhance predictive power.

While the findings of this paper are specific to our experimental context, they offer a novel approach
to studying and predicting human behavior. Future research may focus on exploring the predictive
power of LLM-generated data beyond the context of language-based persuasion games, as well
as characterizing the boundaries and limitations of this approach, e.g. by utilizing explainability
methods to better understand the difference between models trained on different data sources.

8The fact that this naive language-only baseline obtains decent results in terms of prediction accuracy is
consistent with previous literature on sentiment analysis in economics environments, e.g. (Pagolu et al., 2016;
Venkit et al., 2023).
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ETHICAL STATEMENT

This work may also have several ethical implications. In behavioral economics studies, ethical issues
concern keeping participants’ privacy, and this work suggests ways to make that process easier. From
this perspective, our suggested approach offers a solution for such ethical considerations involved
with experimental economics. On the other hand, this very same approach, which serves effective
human choice prediction, has the potential to be utilized maliciously. The potential of using LLMs
to enhance human choice prediction, demonstrated in this work, calls for clear ethical guidelines to
safeguard against its potential for harm, emphasizing the importance of responsible use.
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A RELATED WORK

LLMs and human behavior Recent studies examine the extent to which LLMs can mimic human
behavior. Previous works demonstrate the abilities of LLMs to solve stumpers (Goldstein et al., 2023),
take creativity tests (Stevenson et al., 2022), and simulate human samples from sub-populations in
social science research (Argyle et al., 2023). Another line of research focused on exploring whether
and when LLMs can replace human participants in psychological science (Aher et al., 2023; Hussain
et al., 2023; Dillion et al., 2023; Demszky et al., 2023; Taubenfeld et al., 2024). Amirizaniani et al.
(2024) evaluate the Theory of Mind capabilities of LLMs through open-ended responses. Closer to
our work, Horton (2023) evaluated LLMs in experiments motivated by classical behavioral economics
experiments of Kahneman et al. (1986), Samuelson & Zeckhauser (1988), and Charness & Rabin
(2002). Sreedhar & Chilton (2024) used LLMs to simulate human strategic behavior in the classical
ultimatum game. These growing lines of research inspired us to ask whether the ability of LLMs to
behave like humans implies they can function as training data generators for human choice prediction.
Importantly, we demonstrate this novel approach in a well-motivated economic setup, where, in
contrast to previous work, natural language plays a crucial role in the interaction.

LLMs as data generators There is a vast literature on training ML models using synthetic data (Le
et al., 2017; Tremblay et al., 2018; Puri et al., 2020; Kishore et al., 2021; Mishra et al., 2022). The
recent rise of LLMs offers promising advancements in this area by providing scalable and high-quality
methods for generating synthetic data. LLMs have been successfully used as data generators for
tabular data (Borisov et al., 2022), medical dialogue summarization (Chintagunta et al., 2021), text
classification (Meng et al., 2022; Ye et al., 2022), and more. LLMs have also been used to annotate
data (Chiang & Lee, 2023; Thomas et al., 2023), improve document ranking (Askari et al., 2023),
and replace human judges in NLP tasks (Bavaresco et al., 2024). To the best of our knowledge, we
are the first to demonstrate the effectiveness of LLMs as training data generators for human choice
prediction.

LLMs as rational agents LLMs have also emerged as potential rational agents in economic
setups. This new paradigm marks a significant shift from past approaches where algorithms devoid
of language capabilities were utilized for solving complex games such as Chess and Go (Silver
et al., 2017; Campbell et al., 2002). LLMs offer a novel perspective by acting as rational agents, as
demonstrated in previous work: Guo et al. (2024) show that LLMs may converge to Nash-equilibrium
strategies, and Akata et al. (2023) demonstrate how LLMs tend to cooperate in repeated games.
There is a vast recent literature on concrete applications of LLMs as rational agents, including
negotiation (Fu et al., 2023) and task-oriented dialogue handling (Ulmer et al., 2024). Here we
leverage these capabilities of LLMs to simulate strategic behavior in a fundamental economic setup
in which language is coupled with strategic behavior. We then use this simulated data to predict
human behavior.
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B EXPERT STRATEGIES

Our paper is concerned with solving the task of predicting human decisions in a language-based
persuasion game, as studied by Apel et al. (2022). Shapira et al. (2023) collected and published a
dataset of human-bot interactions, in which human players interact with six expert bots. We use these
interactions to define the prediction task, hence we use the same expert strategies to collect our LLM
dataset. We devote this section to discussing the six strategies introduced by Shapira et al. (2023)
and claiming that this set is somewhat representative of the entire strategy space of the expert in the
persuasion game. Figure 4 provides the binary tree representation of all six expert strategies.

Send review with
the highest score

Send review whose
score is closest to

the mean score

(A) Greedy strategy (B) Average strategy

Is the current hotel of high quality?

Choose review with
the highest score

Yes

Choose review with
the lowest score

No

Is the current hotel of high quality?

Choose review with
the highest score

Yes
Choose review whose

score is closest to
the mean score

No

(C) Honest strategy (D) Ambiguous strategy

Did the DM go to the
hotel in the previous round?

Choose review whose
score is closest to

the mean score

Yes

Choose review with
the highest score

No

Is the current hotel of high quality?

Choose review whose
score is closest to

the mean score

Yes

Has the DM earned
more points than you in

all previous rounds?

Choose review with
the highest score

Yes

Choose review with
the lowest score

No

No

(E) Choice-based Adaptive strategy (F) Points-based Adaptive strategy

Figure 4: Expert strategies, represented as binary trees.

Strategies interpretation Importantly, we argue that each of the six strategies has a clear and
intuitive behavioral interpretation. The Greedy, briefly discussed in the introduction, is the strategy
according to which the expert always reveals the most positive review. The Average strategy is a
more careful strategy that always displays the (closest to the) average review, aiming to build trust by
revealing more representative information to the DM.

Another strategy that aims to build trust with the DM is the Honest strategy, also discussed briefly
in the introduction. In this strategy, the expert reveals the most positive review when the hotel is of
high quality, but ”warns” the DM when the hotel is of low quality by revealing the worst possible
review. A similar, yet more sophisticated and manipulative strategy is the Ambiguous strategy. In
this strategy, the expert also reveals the most positive review for good hotels, but when the hotel is
bad she ambiguously selects a not-too-negative review. This principle of revealing the state when
it is good and ”bluffing” when it is bad is fundamental in the economic literature, and turns out to
be an optimal sender strategy in economic setups that can be modeled as persuasion games, such as
product adoption games (e.g., Arieli et al., 2024).

The last two strategies, Choice-based Adaptive and Points-based Adaptive, are
slightly more sophisticated as they aim to adaptively control the behavior of the DM. The
Choice-based Adaptive completely ignores the true quality of the hotel and only condi-
tions the review selection rule on whether the DM opted-in in the previous round or not. This can
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be seen as trying to push the hotel more aggressively after failing to do so in the previous round.
Points-based Adaptive follows a similar high-level principle, with two major differences: it
first takes into account the actual quality of the hotel, and it selects the review to present based on the
number of points gathered by the DM, and not by the selected action.

Strategies classification We argue that these can be classified into three different strategy classes:

• Naive strategies. These are strategies in which the expert’s action is independent of both
the actual quality of the hotel and the interaction history.

• Stationary strategies. These are strategies in which the expert’s action depends solely on
the actual quality of the hotel (but it is independent of the interaction history).

• Adaptive strategies. These are strategies in which the expert’s action depends on the
interaction history.

It is clear that Greedy and Average are naive, Honest and Ambiguous are stationary, and
Choice-based Adaptive and Points-based Adaptive are adaptive. Trivially, every
possible strategy is either naive, stationary, or adaptive. While the entire strategy space is infinite, we
argue that the consideration of two strategies of each class within the experimental setup is somewhat
representative.
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C ADDITIONAL DATASET INFORMATION

C.1 DATASET STATISTICS AND PERSONA DIVERSIFICATION

To diversify the LLM-generated dataset, we have associated each LLM player with a persona. Each
persona type specifies a typical behavior the LLM is instructed to follow. This is implemented
by simply concatenating a sentence to the beginning of the initial prompt of the LLM player, that
specifies the required behavior. For example, for the optimistic persona type, the initial prompt
contains the game instructions (as they were written for the human players), followed by the following
instruction: “behave like an optimistic person“.

Table 1 provides all descriptions and prompts for all 8 persona types we used. The first two persona
types are the optimistic and pessimistic personas. The other six persona types were selected
based on textual features extracted from Booking.com reviews, as described by Apel et al. (2022).
These reviews were represented using binary features that indicated whether various hotel aspects
were discussed positively or negatively. We used these features to create different personas, each
focusing on a specific aspect of the hotel.

Persona Type Prompt Prefix

Optimistic ”Behave like an optimistic person.”
Pessimistic ”Behave like a pessimistic person.”
Price ”Behave like a person to whom the hotel’s price is important.”
Facilities ”Behave like a person who values the facilities offered by the hotel.”
Room ”Behave like a person who cares about the quality of the room in the hotel.”
Location ”Behave like a person for whom the location of the hotel is important.”
Staff ”Behave like a person who cares about the treatment they will receive

from the hotel staff.”
Sanitary ”Behave like a person to whom the sanitary conditions of the hotel are

important.”

Table 1: Persona types and the initial prompts of the LLM players.

For each language model, we generated decision data using all different persona types (personas,
hereafter). For each specific persona, we generated a decisions dataset using a varying number of
LLM-based players, as specified in Table 2.

Persona Qwen-2-72B Llama-3-8B Llama-3-70B gemini-1.5-flash Chat-Bison

Optimistic 519 512 208 129 514
Pessimistic 528 512 208 144 512
Price 538 512 192 128 514
Facilities 525 517 208 128 514
Room 513 512 145 138 514
Location 512 516 193 132 514
Staff 512 528 208 128 514
Sanitary 530 512 208 129 514

All 4177 4121 1570 1056 4110

Table 2: Number of players created by each LLMs.

Persona diversification for sample size reduction While using similar techniques has already
been shown to encourage LLM agents to take a variety of social behaviors (Park et al., 2023), in our
context, we observed that persona diversification contributes to reducing the sample size required to
obtain accurate predictions. Figure 5 shows the number of players required to achieve certain levels
of accuracy in two different settings (here the LLM used to simulate DMs is Chat-Bison, and the
prediction model is LSTM):

1. Without persona diversification. LLM players were not assigned any persona type, i.e., no
persona-associated prefix was added to their prompts.
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2. With persona diversification. Any LLM player was randomly assigned one of the 8
persona types defined above, and the corresponding prefix was added to its prompt.

Notably, the persona diversification technique indeed improves sample complexity. Moreover, the
gap between the two settings increases as the desired level of accuracy increases. After observing the
phenomenon in Chat-Bison, which was the first LLM we considered, we decided to continue the data
collection process using persona diversification, in order to reduce time and costs.
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Figure 5: Number of LLM-generated players (using Chat-Bison) required for achieving different
levels of accuracy (with the LSTM predictor), with persona diversification (various personas) and
without persona diversification (’default’ persona only). Interestingly, note that the higher the desired
accuracy, the larger the gap between the required sample sizes of the two methods.

C.2 BOOKING.COM REVIEW EXAMPLE (TAKEN FROM SHAPIRA ET AL., 2023)

Figure 6 provides an example review from the hotel reviews dataset.

Positive: Great location, walking distance from the town centre
and Menin Gate. Nice roof terrace and garden. Quiet at night.
Comfortable bed. Excellent breakfast

Negative: The room was very small, but everything we needed
was provided.

Score: 9.6 / 10

Figure 6: A sample review from the hotel reviews dataset.

C.3 PROMPTS AND EXAMPLE CONVERSATION

This appendix explains how we collected the data through interaction with an LLM that simulated a
DM. In addition, we introduce the beginning of an interaction and its first two rounds. The colors
represent the message sender: messages from nature appear in purple, messages from the Sender
appear in blue, and messages from the LLM appear in orange. Every round, the LLM-Chat agent
receives a message containing all the purple and blue parts that have been sent since its last message.

Behave like a person to whom the hotel’s price is important.
Let’s play a game!
###
Introduction:
Are you the vacation planner at your house? Think you always know how to choose
the best hotel? Start to plan your 10-days trip with our travel agents. Just remember
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Persona Prefix
Introduction Message

New Agent Message

Review
Decision

x6
New Game Messagex2

x10 Round

Figure 7: The data collection pipeline of a single LLM-based player. The player is initialized with a
prompt that contains the persona prefix followed by the introduction message. Then, nature (purple)
manages the conversation between the agent (blue) and the LLM-based player (orange). Practically,
the LLM-Chat agent receives a concatenation of all purple and blue parts sent since its last message
as a single message.

- they don’t always want the best for you, and might have their own strategy to
make you book the hotel they try to promote! Travel or Trouble is a strategy game
in which you will try to outsmart our traveling agents and plan the perfect vacation
for you. Each game consists of 10 rounds, in each round, one of our traveling
agents will introduce you to a review for a new hotel they think might suit you, and
you will have to choose: either book the hotel or stay home.
###
The game:
You will play as the traveler and encounter several travel agents in the game. In
each round, the agent will provide you with a message about the hotel, and you
will decide whether to go to the hotel or stay at home. Your goal is to go to the
good hotels and avoid the bad ones.
Meet your new travel agent: David!
You’ll be playing the next game with David as your travel agent.
You need to earn 10 points to win the game.
###
Round: 1 | You have 0 points
David’s review about the hotel:
˜
Positive: Location
Negative: Bad hotel. Bad service! First problems with the doors keycard, had to go
up 2 times before receptionist believed us. Then no light in the bathroom. Unable
to fix..so to toilet in the dark. Compensation was free breakfast. Next morning, no
water on top floor, clearly a pressure problem, new receptionist had no cloe, ”new
problem, never had complaints”. Then he wanted us to pay for breakfast :( I’m not
a complainer but this was bad! Do not get fooled by rating..hotel without a soul,
and nobody who takes responability for it.
˜

Choose your action: [ Go | Don’t Go ]
Go
Round results:
This hotel is bad, You should have skipped it.
This round, you earn no points.
###
Round: 2 | You have 0 points
David’s review about the hotel:
˜
Positive: Big and spacious. This apartment was EXCEPTIONALLY CLEAN and a
great value in Brussels. If given the chance to stay here again I would not hesitate
to do so. The staff was also very nice.
Negative: I have nothing negative to say about our experience.
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˜
Choose your action: [ Go | Don’t Go ]
Go
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D REVIEW-SCORE DISTRIBUTION EXTRACTION FOR THE LINGUISTIC
BASELINE METHOD

This appendix explains how we extract the score distribution induced by the LLM for a given review.
We use this distribution in the baseline method, as explained in section 4. We asked the language
model to transform a review into a numerical score, and extracted the underlying score distribution
from the distribution the model assigns to the different numerical tokens.

For instance, if upon observing review r the model assigns a probability of 0.4 to the first token of
the output to be 8, then P (8 ≤ s < 9|r) = 0.4.

The following text describes the format prompt we used for extracting the probabilities. The red parts
represent the review itself.

Rank the value of the hotel as presented by the review, from 1 to 100, with 80 being
the minimum score for a hotel you would like to stay in.
Positive: Big and spacious. This apartment was EXCEPTIONALLY CLEAN and a
great value in Brussels. If given the chance to stay here again I would not hesitate
to do so. The staff was also very nice.
Negative: I have nothing negative to say about our experience.
Answer only with your value!
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E FULL RESULTS: ACCURACY OF PREDICTION MODELS TRAINED ON
DIFFERENT DATA SOURCES

Table 3 shows the accuracy obtained by prediction models trained on different data sources.

Training Size 64 128 256 512 1024 2048 4096

Qwen-2-72B 77.12 77.35 77.72 78.16 78.63 78.85 79.08
gemini-1.5-flash 76.13 76.30 76.67 77.16 77.34 - -
Chat-Bison 73.65 74.12 74.72 75.34 75.75 75.93 76.04
Llama-3-70B 75.84 75.71 75.53 75.42 75.74 - -
Llama-3-8B 72.04 71.45 71.72 71.38 71.54 71.70 71.93

Sentiment 76.40 76.51 76.38 76.66 76.67 76.62 76.59

Table 3: Accuracy obtained by LLM datasets for varying training sizes, along with the Sentiment
baseline, for different numbers of players in the training set. Configurations that provide better
accuracy than a model trained with data of 16 humans are underlined. Configurations that provide
better accuracy than a model trained with data of 110 humans are both underlined and bolded.
Some of the values here are missing due to the high cost of generating LLM players.
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F PREDICTING AGAINST A SPECIFIC STRATEGY

Our experiments in the main paper show that our LLM-based data generation paradigm obtains
high prediction accuracy, and even outperforms models trained on human data whenever sufficient
synthetic data points are available. This appendix provides a more careful analysis of the effectiveness
of this approach, by evaluating accuracy with respect to each individual expert strategy separately.

Strategy evaluation from the expert’s perspective We begin with evaluating the different strate-
gies from the expert’s perspective: Figure 8 (Left) shows the expert’s winning rate for each expert
strategy, against human players and the different LLM players. Figure 8 (Right) shows the same
metric conditional on the actual hotel’s quality being low. That is, the latter shows the persuasion
power of each expert in cases where the DM should not opt-in.

A first observation is that most LLM players behave similarly to human DMs. The only exception is
Chat-Bison players, which seem to be significantly easier to manipulate. Additionally, as one could
expect, for all players, the opt-in frequency is significantly higher when we do not condition the
hotel as being of low quality. In terms of evaluating the strategies from the expert’s perspective, it is
notable that Greedy is indeed the best strategy for the expert, which is also consistent with Raifer
et al. (2022).
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Figure 8: Winning rates of the expert against both LLM-based DMs and human DMs for each expert
strategy.

Comparison to human-generated data Figure 9 shows the accuracy with respect to each expert
separately for all training paradigms, as in the previous experiment. Each subplot corresponds to
an individual expert strategy.9 The LLM-based approach with Qwen-2-72B generated data always
outperforms the models trained on 32 human players. Moreover, in some cases it even outperforms
models trained on 110 human players. These results indicate that the LLM-based approach is quite
robust: not only that averaging over strategies yields a high accuracy in the prediction task, but also
human actions against each strategy separately can be accurately predicted.

Interestingly, one of those cases in which our result is significantly effective, is the case of the
Greedy strategy, which simply means the expert always sends the review corresponding to the
highest score, regardless of the actual quality of the hotel, or the history of interactions with the DM
player. This particular expert strategy is important for two reasons: first, it represents a very common
and typical behavior of a naive expert who aims to greedily persuade non-sophisticated users towards
opting in. Second, it turns out that the Greedy expert strategy is very effective in terms of expert
utility maximization. Raifer et al. (2022) empirically studied a similar language-based persuasion

9One can ask whether training a prediction model only on the individual expert interaction data (instead of
using data that includes interactions of players with other experts) yields a higher accuracy. We next show that
the answer is negative.
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Figure 9: Accuracy on individual expert interactions, obtained by prediction models for the three
training configurations: human data, LLM-generated data, and the sentiment baseline. Prediction
models trained on LLM-generated data outperform those trained on 32 human players and almost
always surpass those trained on 110 human players.

game, and demonstrated the effectiveness of the Greedy strategy when used against human DMs.
This aligns with our experimental setting, in which the Greedy expert strategy is shown to be the
best expert strategy among all six strategies considered, against both human and LLM-based DMs
(see Figure 8). These arguments suggest that Greedy experts are expected to exist in many realistic
cases.

Comparison to the sentiment baseline The LLM-based approach indeed outperforms the senti-
ment baseline in the majority of the cases. The only exception is the Honest strategy, on which the
naive baseline outperforms both the LLM-based approach and the standard approach of training the
predictor on human data. This is exactly the strategy discussed in the introduction and described in
Figure 1 (Right), according to which the expert reveals the most positive review when the hotel is of
high quality, and the most negative review when it is of low quality. In particular, this is a stationary
strategy (i.e., independent of the interaction history). Hence, from the DM perspective, once trust in
the expert is established, the task of making a decision boils down to a simple sentiment analysis
task, which is exactly what the sentiment baseline does. It is therefore reasonable that the baseline
method performs well against this particular strategy, while against all other (non-truthful) strategies
it is outperformed by LLM-based training.
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Figure 10: Accuracy on individual expert interactions only, obtained by prediction models trained on
LLM-generated data (both local and global). For any individual expert, the global model outperforms
the local model.

Global vs. local models We now answer the following natural question: whenever there is only a
single expert for which human choice prediction is required, is it better to train a global model (i.e.,
use all experts’ interaction data to train the model) or a local model (i.e., train only using interaction
data corresponding to the individual expert)? This is a question of data quality vs. quantity trade-off:
while a global model relies on more observations (many of which are somewhat irrelevant), the local
model uses fewer observations, but all of them are collected with respect to the individual expert.
Note that throughout this appendix we always trained a global model (namely, included interaction
with experts other than the individual expert within the training set), and the results of this experiment
will justify this approach. For each individual expert, Figure 10 shows both the results of a local and
a global model, for models trained on Qwen-2-72B players. Evidently, the global model outperforms
the local model for any possible individual expert. This implies that although the interaction data
across expert strategies may be different, it is still beneficial in terms of enhancing the capabilities of
an expert-specific prediction model.
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G LIMITATIONS

This work suffers from several limitations. First, it focuses on a specific class of games, namely
language-based persuasion games. While these games have major importance both in the economics
literature and in the NLP community, the fact that the approach of utilizing LLMs for training data
generation is demonstrated solely in this setup is indeed restrictive. We view this work as a first
attempt to apply the approach in a complex and realistic economic setup, which is also grounded in a
particular real world application. Focusing on this particular setup also enables a richer analysis of the
results and discussion of the assumptions. For instance, discussing the specific persuasion strategies
considered and the evaluation with respect to each strategy separately, is a kind of contribution that is
particularly relevant in the context of persuasion games. We hope that this contribution will encourage
the community to consider different applications of the proposed approach, as well as further suggest
extensions and improvements.

Second, even in the context of persuasion games, the restriction to a specific set of expert strategies is
limiting by nature. We highlight that this limitation comes from a practical argument of balancing
budget constraints and the need for collecting a large enough sample for each strategy, as well as the
need for avoiding the collection of another human choice dataset in addition to the dataset of Shapira
et al. (2023) (as doing so may impose non trivial challenges in equalizing the conditions among
human participants). These constraints indeed call for taking a critical view of the particular strategies
considered, and we believe that enriching the discussion on the extent to which these strategies are
relevant and representative can be viewed as a major contribution. Here we suggest two alternative
justifications for the particular set of strategies considered: (1) an intuitive behavioral interpretation
for each strategy; and (2) a classification of all strategies to types covering the entire strategy space
(naive, stationary and adaptive), where each type is indeed represented in our strategies set (see
Appendix B). We acknowledge the need for continuously discussing, questioning and criticizing the
limitations in the selection of the strategies that define the human choice prediction task.

Lastly, a key question that remains unanswered is when and why the LLM-based approach is less
effective. Namely, can we characterize those specific cases (e.g., specific expert strategies, or even
specific decisions) in which models trained on LLM-generated data fall short? One can view our
per-expert analysis (Appendix F) as a first step towards this end, yet the complete characterization is
left as an interesting future question.
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H COMPUTE INFORMATION

We utilized a hardware configuration consisting of 8 NVIDIA A100-SXM4-40GB GPUs and 128
CPUs to collect data from Qwen-2-72B and Llama-3-70B. Using this setup, generating a single
Qwen-2-72B player took an average of 7.5 minutes, as same as Llama-3-70B player. In total, we
generated 4177 Qwen-2-72B players for our experiments, which took approximately 21.75 days to
complete. To generate one LLM player using Llama-3-8B, we used a single GPU for 2 minutes. We
have used API calls to the Google Cloud platform to generate players with Bison-chat and Gemini-1.5.
Each LLM player of this setup costs around 0.5$. We utilized one NVIDIA GeForce GTX 1080 GPU
with 8GB of memory to train the prediction models. Training the LSTM model with 4096 LLM
players took approximately 16 minutes.
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