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Abstract

It is assumed that sparse autoencoders (SAEs) decompose polysemantic activations
into interpretable linear directions, as long as the activations are composed of sparse
linear combinations of underlying features. However, we find that if an SAE is more
narrow than the number of underlying “true features” on which it is trained, and
there is correlation between features, the SAE will merge components of correlated
features together, thus destroying monosemanticity. In LLM SAEs, these two
conditions are almost certainly true. This phenomenon, which we call feature
hedging, is caused by SAE reconstruction loss, and is more severe the narrower
the SAE. In this work, we introduce the problem of feature hedging and study it
both theoretically in toy models and empirically in SAEs trained on LLMs. We
suspect that feature hedging may be one of the core reasons that SAEs consistently
underperform supervised baselines. Finally, we use our understanding of feature
hedging to propose an improved variant of matryoshka SAEs. Importantly, our
work shows that SAE width is not a neutral hyperparameter: narrower SAEs suffer
more from hedging than wider SAEs.

1 Introduction

As large language models (LLMs) are deployed in real-world applications, it is increasingly important
to understand their internal workings. Sparse autoencoders (SAEs) decompose the dense, polyseman-
tic activations of LLMs into interpretable latent features [6, [2] using sparse dictionary learning [19].
SAEs have the advantage of operating completely unsupervised, and can easily be scaled to millions
of neurons in its hidden layer (hereafter called “latents” | )[22} [11]].

While SAEs showed promising results, recent work has cast doubt on the performance of SAEs
relative to baseline techniques. Wu et al. [24]] show that SAEs underperform on both concept steering
and detection relative to baselines, and Kantamneni et al. [13]] show that SAEs underperform simple
linear probes on both in-domain and out-of-domain detection, even when the probes have very few
training samples. The question, then, is why do SAEs underperform relative to other techniques?
And if we can identify the problems holding back SAEs, can we then fix those problems?

One fundamental issue with SAEs is the problem of feature absorption [5]], where a more specific
latent suppresses the firing a more general latent. For instance, an SAE may have a latent that
appears to track “Cities in USA” but that arbitrarily fails to fire on the specific cities “New York” and
“Detroit”, where a city-specific latent fires instead. Feature absorption requires underlying features to
exist in a hierarchy, with a parent feature f, and a child feature f., where f. can only fire if f, is
firing (f. == f,). Feature absorption is caused by SAE sparsity penalty, and becomes more severe
the wider the SAE. An SAE encoder/decoder under feature absorption is shown in Figure[Tb]

'We use the term “latents” for the hidden neurons of the SAE to avoid overloading the term “feature”. We
use “feature” only to describe interpretable concepts represented by the model.
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Table 1: Comparing feature hedging and feature absorption

Feature absorption Feature hedging

Learns polysemantic mixtures of features
Caused by MSE reconstruction loss

One feature is in the SAE, the other is not
Affects encoder and decoder symmetrically
Gets worse the narrower the SAE

Requires only correlation between features

Learns gerrymandered latents

Caused by sparsity loss

Features are all tracked in the SAE

Affects the encoder and decoder asymmetrically
Gets worse the wider the SAE

Requires hierarchical features

In this paper, we identify another fundamental issue with SAEs which we call feature hedging. In
hedging, an SAE is too narrow to represent both features f, and f; with their own latents [, and ;.
Ideally, an SAE should assign a latent [ to either f,, or f3, and ignore the feature not being tracked.
However, if f, and fj are either hierarchical as in absorption, or (anti-)correlated, then the SAE latent
[ can reduce reconstruction error by incorrectly mixing in components of both f,; and f;. A sample
SAE encoder and decoder experiencing hedging is shown in Figure[Tal In an LLM SAE, hedging
will look like each SAE latent has noise mixed into it, reducing the performance of the latent for both
detection and steering. Unlike with absorption, hedging becomes worse the narrower the SAE: thus
trying to reduce absorption by making the SAE narrower will simply result in more hedging instead.
The differences between hedging and absorption are shown in Table[T]

In LLM SAEs, the SAE is almost certainly narrower than the number of underlying features, as
even extremely wide LLM SAEs appear to miss features [22]. Furthermore, we expect that nearly
every feature in an LLM has positive and negative correlations to many features. We thus expect that
hedging is the norm in LLM SAEs and will significantly distort their performance.
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one of the two features, we see feature hedging. La-
tent [; mainly tracks fi, but a small component of
f2 is incorrectly mixed into the latent [; as well. f>
is mixed symmetrically into both the encoder and
decoder.

enough to track both features, we see feature absorp-
tion. The decoder for [; perfectly tracks f1, but its
encoder turns off if f2 is also active. [2 tracks f2, but
its decoder mixes fi and f>. Asymmetry between
encoder and decoder is characteristic of absorption.

Figure 1: SAE encoder and decoder patterns for hierarchical features f; and fy, where f; = f5.
These features lead to either hedging or absorption depending on the width of the SAE.

A solution to feature absorption has been proposed in the form of matryoshka SAEs [4]. Matryoshka
SAEs use nested SAE loss terms to enforce a hierarchy on the SAE latents, solving absorption by
forcing the narrow inner levels of the SAE to reconstruct inputs on their own. However, as we show in
this paper, matryoshka SAEs suffer more from hedging due to the inner matryoshka levels essentially
being very narrow SAEs. Matryoshka SAEs thus trade off absorption for hedging.

In this work, we define and study feature hedging both theoretically in toy models and empirically in
LLM SAEs. We show that hedging is worse the more narrow the SAE, and introduce a technique to
characterize the amount of hedging present in a given SAE. We also study hedging and absorption
in matryoshka SAEs, and show that it is possible to improve the monosemanticity of matryoshka
SAEs by tuning the relative loss coefficients in each level of the matryoshka SAE to better balance
the competing forces of absorption and hedging—though both problems remain present. We show as
well that SAE width is not a neutral hyperparameter: narrow SAEs suffer more from hedging than
wider SAEs.

Code is available at https://github. com/chanind/feature-hedging-paper.


https://github.com/chanind/feature-hedging-paper

2 Background

Sparse autoencoders (SAEs). An SAE decomposes an input activation & € R” into a hidden state
f consisting of L hidden neurons, called “latents”. An SAE is composed of an encoder W, € REXP,
a decoder Wye. € RP*L | a decoder bias bgec € RP, and encoder bias be,e € R, and a nonlinearity
o, typically ReLU or a variant like JumpReLU [20]], TopK [[L1] or BatchTopK [3]].

f :U<Wenc(a - bdec) + benc) (1)
a :Wdecf + bdec (2)

The SAE is trained with a reconstruction loss, typically Mean Squared Error (MSE), and a sparsity-
inducing loss consisting of a function S that penalizes non-sparse representation with corresponding
sparsity coefficient A. For standard L1 SAEs, § is the L1 norm of f. For TopK and BatchTopK SAEs,
there is no sparsity-inducing loss (S = 0) as the TopK function directly induces sparsity. There is
sometimes also an additional auxiliary loss L., with coefficient « to ensure all latents fire. Standard
L1 SAE:s typically do not have an auxiliary loss [18]. The general SAE loss is

L=lla—al?+ S+ alax. 3)
Tied SAEs. A tied SAE has W, = WdTeC. The biases have different dimensions and are untied.

Matryoshka SAEs. A matryoshka SAE [4] extends the SAE definition by summing losses created
by prefixes of SAE latents. This forces each sub-SAE to reconstruct input activations on its own, and
incentivizes the SAE to place more common, general concepts into latents with smaller index number.
A matryoshka SAE uses nested prefixes with sizes M = mq, ma, ...m,, where m; < mo < ... <
m,, = L, where L is the number of latents in the full dictionary. Matryoshka SAE loss is:

L= (la=amll3+ASm) + L )
meM

Where a,,, is the reconstruction for the SAE using the first m latents, and S,, is the sparsity penalty
applied to the first m latents. For TopK and BatchTopK Matryoshka SAEs, there is no sparsity penalty
(S, = 0) as the TopK function directly imposes sparsity.

3 Studying hedging in single-latent SAEs

We begin by investigating hedging in the simplest possible toy SAE setting: an SAE with a single
latent. We use a model with two true features f; and f5. Each true feature f is a random direction
with unit-norm in R®°, and f; | f>. Each feature fires with magnitude 1.0. Since we only have two
features, an activation a can consist of a € {0, f1, fa2, f1 + f2}. There is no bias term added to the
activations. Unless otherwise specified, f; fires with probability 0.25, and f> fires with probability
0.2. We use SAELens [1] to train a single-latent SAE on these activations.

3.1 Fully independent features

We first study the case when f; and f5 fire independently. We find that the SAE correctly represents f;
without any interference from f>. However, the decoder bias has incorrectly learned to represent the
direction of f5, but with magnitude 0.2, equal to the probability of f5 firing. The cosine similarities
of the single SAE latent and SAE bias term with the true features is shown in Figure [Zh.

We consistently find this pattern of the decoder bias merging in positive components of features not
tracked by their own latent. In this sense, the decoder bias can be thought of as tracking an always-on
feature, and thus is in a hierarchical relationship with every other feature of the model.



(a) Independent features (b) Hierarchical features (c) Correlated features (d) Anti-correlated features
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Figure 2: True features, and SAE decoder latent and bge. for single-latent SAE and a toy model with
two true features. When the features fire independently, there is no hedging seen in the SAE latent.
When any correlation is present, the SAE latent shows clear hedging.

3.2 Hierarchical features

Next, we investigate what happens if f; and fs are in a hierarchy, so f> can only fire if f; fires, but f;
can still fire on its own (fo = f1). We adjust the firing probability of f5 so that P(f2|f1) = 0.2,
and P(f2|-f1) = O (thus, P(f2) = 0.05). In a two-latent SAE this setup would cause feature
absorption. We plot the cosine similarities of our single latent with f; and f> in Figure[2p.

Here we clearly see feature hedging. The single SAE latent has now merged in a component of f
into its single latent, so it’s now a mixture of f; and fs. fs is merged roughly symmetrically into both
the encoder and decoder of the SAE latent (cos(f2,{1) is about V4 of cos(f1,11) in both encoder and
decoder). This is unlike in feature absorption where there is an asymmetry in the encoder and decoder.
This merging of features reduces the MSE loss of the SAE despite being a degenerate solution.

Increasing the L1 penalty of the SAE does not solve this problem. f; only fires if f; fires, so adding
a positive component of f5 into the encoder does not cause the latent to fire any more often.

3.3 Positively correlated features

Next, we change our setup so that P(fa|—f1) = 0.1 instead of 0. We still keep P(f2|f1) = 0.2, so
that f5 is more likely to fire if f; fires, but it can still fire on its own as well. The features are now
merely correlated rather than following a strict hierarchy.

We now see hedging depending on the strength of the L1 penalty. When the L1 penalty is low,
hedging is apparent. However, if the L1 penalty is high enough and the level of correlation is low
enough, then the SAE will learn the correct features, as positive hedging increases the LO of the SAE
slightly relative to learning just f;. Plots of the cosine similarity of the SAE encoder and decoder
compared to true features are shown in Figure 2t with low sparsity penalty, and in Figure 3b] with high
sparsity penalty. If we use a full-width SAE, the SAE learns the true features despite the correlation

(see Appendix [A.T).

3.4 Anti-correlated features

Next, we reverse the conditional probabilities of f3 so that P(f2|f1) = 0.1 and P(f2|—f1) = 0.2.
Now f5 is more likely to fire on its own than it is to fire along with f;. A plot of the cosine similarity
of the SAE with the true features is shown in Figure 2.

Now the SAE latent has actually merged a negative component of f5 into its single latent instead of a
positive component. Furthermore, increasing L1 penalty does nothing to solve this, as the negative
component of hedging in the encoder does not increase L0 of the SAE. If we use a full-width SAE,
we again see the SAE learns the true features despite the correlation (see Appendix [A.T)).

3.4.1 Hedging is a function of feature correlation

Next, we explore the effect of feature correlation on the amount of hedging in our single-latent, two
feature setting. We set P(f1) = 0.45 and P(f2) = 0.25, but change the correlation between these
features, p, to range from —0.5 to 0.5. We then calculate the cosine similarity of the SAE decoder
latent, [, with f,. We furthermore initialize the single SAE latent to match f7, so that any deviation



from this must be caused by gradient pressure rather than simply being an unfortunate local minimum.
If there is no hedging occurring, then cos(l, f2) = 0, as we saw in Figure . Results are shown in

Figure [3a]
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Figure 3: Hedging as a function of feature correlation, and effect of L1 penalty on positive hedging.

As expected, the amount of hedging directly tracks the amount of correlation. The hedging also
matches the sign of the correlation as well, with negative correlation resulting in a negative component
of f, being mixed into [, and positive correlation resulting in a positive component of f» being mixed
into [.

3.5 Hedging is caused by reconstruction loss: curves for single-latent SAEs

What causes hedging? We hypothesize that it is a combination of not enough latents to represent
every feature, and the fact that MSE loss incentivizes reconstructing multiple features imperfectly as
opposed to only one feature perfectly.

To test this, we analyze the loss curves for a single-latent tied SAE with a parent-child relationship
between the two features f1 and f», so fo = f;. The ideal SAE latent must be some combination
of these two features. As there are no other interfering features to break the symmetry between
encoder and decoder, the SAE can be expressed by a single unit norm latent. We set the SAE latent
[ to an interpolation of these two features, [ = a.fs + (1 — «) f1 (adjusted to have unit norm). We
calculate expected SAE loss consisting of MSE + L1 loss for 0 < o < 1.

First, we set P(a = f1) = 0.3 and P(a = f; + f2) = 0.1. We characterize the probabilities this
way since there are only two firing possibilities we need to consider: either f; is firing on its own or
f1 and f5 are firing together. We use L1 coefficient of 0 and 0.1 to explore the effect of the sparsity
penalty on loss. We also consider the case where both features fire together more than they fire on
their own, with P(a = f1) = 0.1 and P(a = f; + f2) = 0.3. Loss curves are shown in Figure 4]

In these plots, v = 0 corresponds to the SAE latent being exactly f1, and o = 1 corresponds to the
latent being fo, and o = 0.5 corresponds to f; + fo. We clearly see that the SAE loss has a single
minimum between f; and f; + fo, showing that the MSE minimum is attained with feature hedging.

Theoretical proof We provide a proof that MSE loss causes hedging when there are correlated
features and the SAE is narrower than the number of true features in Appendix[A.2]

4 Quantifying hedging in LLM SAEs

While we have demonstrated hedging in a synthetic setting, it remains a question how much hedging
occurs in LLM SAEs. We next study the effect of adding new latents to an existing SAE. Based
on our understanding of hedging in toy models, we expect that when a new latent is added to an
SAE, this should pull the component of the new feature out of existing SAE latents. Thus if hedging
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Figure 4: Loss curves for an SAE with a single latent [ and 2 hierarchical features, where fo = f;.
The minimum loss is indicated with a dot on each plot. &« = 0 means that [ = f;, and @ = 1 means
I = f>. In all cases, loss is minimized when the latent [ is a combination of f; and fs.

occurs, the change in existing latents after a new latent is added should project onto that new latent.
If hedging did not exist, then adding a new latent should not have any effect on existing latents.

Hedging affects the encoder and decoder of the SAE symmetrically, so we should be able to detect
hedging in either the encoder or decoder. We look at the decoder to distinguish hedging from
absorption, as absorption affects the encoder. Under feature absorption, if a newly added latent is a
child feature of an existing latent, then the encoder for the parent latent adds a negative component of
the new child latent to avoid firing when the child is active, but the parent decoder remains unchanged.
This corresponds to adding a new latent to Figure[Taand arriving at Figure[Ib] Thus, any change to
existing decoder latents cannot be attributed to absorption and must be due to hedging.

We expect that even if there were no hedging at all, simply due to noise, existing SAE decoder latents
may undergo a change that has some small projection onto new added latents. We want to make sure
that anything we quantify as hedging must be larger than what we would expect from random noise.

Hedging degree Taking this into account, we define a metric called hedging degree, h. We take
an existing SAE sg with L latents and add N new latents to the SAE. After adding these latents, we
continue training the SAE and arrive at a new SAE, s, with L + N latents. We also continue training
so on the same tokens that we train s; on to ensure that any difference between sg and s; is due only
to the newly added latents. W, refers to the new decoder of sg, and W, refers to the decoder of ;.

dec
We define the difference in the original L latents between sy and s; as:

5L = Wdlec[o : L] - W(Sec[o : L] (5)
where W, [L : L + N] refers to the newly added decoder latents. Wyna[0 : N] refers to a decoder

consisting of IV randomly initialized latents. All decoders are normalized to have latents of unit norm.
We define the projection of a vector v onto a subspace spanned by W as:

Proj(v, W) = [W(WTW) " Wy (©)

The hedging degree h is then defined as:

1 L
h=< > IProj(SLi], W [L : L + N))|| — ||Proj(81[i], Wiana[0 : N])| Q)

Projection of §7, onto N new latents Projection of 67, onto N random latents

Any value of & > 0 corresponds to hedging above what we would expect from random noise, as i
subtracts the projection along N randomly initialized latents as part of the computation.



The choice of the number of new latents NV is a hyperparameter of hedging degree. We use N = 64
for our hedging degree calculation. We explore the effect of different choices on IV in Appendix [A.5]

4.1 Results

We experiment with SAEs trained on Gemma-2-2b [21]], as this model is commonly used for SAE
research due to the thoroughness of the Gemma Scope suite of SAEs [15]], as well as Llama-3.2-
1b [[7] to validate results on another LLM. All SAEs are trained first on 250M tokens of the Pile
uncopyrighted [10]]. After adding N = 64 latents, we continue training for another 250M tokens.
The version of the SAE without latents added is also trained for another 250M tokens, so each SAE
is trained for S00M tokens total. The pair of extended and non-extended SAE:s is used to calculate
hedging degree. SAE training details are in Appendix [A.4]
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Figure 5: Hedging degree for SAEs trained on Gemma-2-2b layer 12. Unless otherwise specified,
SAEs have width 8192, BatchTopK SAEs have K=25. Shaded area in plots is 1 std.

We first calculate hedging degree vs SAE width in Figure [5a] with widths ranging from 128 to 65536.
Hedging degree is dramatically higher at narrower widths, especially at 4096 width and below. While
the hedging rate drops a lot with increasing SAE width, even at our max width of 65536 no SAE
achieves 0 hedging degree, indicating there is still hedging occurring.

We next calculate hedging degree vs LO (the average number of active latents) in Figure[Sc| with LO
ranging from about 5 to 200. Very low LO seems to lead to more hedging for BatchTopK SAEs, but
the effect is minor compared with the effect of SAE width on hedging degree.

Finally, we calculate hedging degree vs layer in Figure[5b] The hedging degree for L1 and TopK
SAEs appears to merge around the end of the SAE, but overall the layer does not appear to have a
massive effect on hedging degree.

It also appears that BatchTopK SAEs have more hedging than L1 SAEs. This may be due to L1 loss
reducing hedging from positively correlated features, as we saw in Section[3.3]

5 Case study: adding a new latent to an existing SAE

We next explore how hedging affects a real SAE. We trained a L1 SAE on Gemma-2-2b layer 12
with width 8192 for 250M tokens on the Pile [10]], then add a new latent to the SAE, and continue
training both the original SAE and the extended SAE for another 250M tokens.
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(b) Latent 3094, which had the largest negative 4-
projection after adding latent 8192. This latent tracks
“rel” in HTML, used for CSS scripts in HTML.

(a) Newly added case-study latent, latent 8192. The
latent appears to track CSS scripts in HTML.

Figure 6: Sample top activating examples for case study latents.



We examine inputs that cause the newly added latent to fire to get a sense of what it represents. We
reproduce a portion of the top activating examples for the new latent in Figure[6a] This latent appears
to fire on CSS scripts included in HTML. A larger set of inputs is shown in Appendix [A.6]

Next, we look at the magnitude of change in existing latents projected on the new latent. Based on
our understanding of hedging, if a latent loses a large component of the newly added latent, this
corresponds to a likely hierarchical relationship with the new latent. The latent which lost the largest
component of the new latent is latent 3094, which seems to track the “rel” HTML attribute used
mainly for linking CSS scripts. We show top activating examples for latent 3094 in Figure [6b]

Since CSS scripts are just one type of asset that can be linked using “rel”, this appears to be exactly
the sort of hierarchical relationship we expect to be heavily impacted by hedging.

6 Balancing hedging and absorption in matryoshka SAEs

Matryoshka SAEs [4] combat absorption with nested SAE loss prefixes. Each level acts like a small
SAE, and is forced to reconstruct the input on its own. This forces the SAE to learn more general
concepts in earlier levels, and makes it difficult for the SAE to make holes in the recall of parent
latents for absorption, as this would hurt the reconstruction of earlier levels.

However, since early matryoshka levels are effectively narrow SAEs, they suffer from feature hedging.
As we saw in Section 4.1} the more narrow an SAE is, the worse the hedging. Matryoshka SAEs thus
solve feature absorption at the expense of exacerbating feature hedging.

Inspecting the effect of hedging and absorption on the SAE encoder in Figure[Ib|shows that hedging
and absorption have opposite effects. For hierarchical features, hedging adds a positive component of
child features into the parent encoder latent, but absorption does the opposite and adds a negative
component of child features into the parent latent. If we balance the negative component of child
latents from absorption with the positive component from hedging, these effects can cancel out.

Balance matryoshka SAE ~ We extend the definition of a matryoshka SAE from Equation ] to allow
applying a scaling coefficient 3, to the loss for each matryoshka level:

L= Z ﬂm (”(1 - dm”g + >\Sm) + O‘Acaux (8)
meM

We refer to this extension as a balance matryoshka SAE, where each (3,,, > 0 controls the relative
balance of each level. If each 3,, = 1 this is a standard matryoshka SAE. If 3,, = 0 for all
matryoshka levels except the outer-most level, this reduces to a standard (non-matryoshka) SAE.

We demonstrate this balancing in a toy model of hierarchical features. The toy model has 4 features,
with feature 1 being the parent feature and features 2-4 being children (features 2-4 can only fire
if feature 1 is also firing). Feature 1 fires with probability 0.25, and each child feature fires with
probability 0.15 if feature 1 is firing. We train a matryoshka SAE with a single inner level consisting
of only latent 1 with balance coefficient 5 (Since there is only one inner level, we always set the outer
level coefficient to 1). For more details on this toy setup, see Appendix[A.7]

We show results in Figure[7] When £ is too high or too low this results in hedging or absorption,
respectively. When 3 = 0.25, these balance out and the SAE learns a near perfect representation.

Next, we train LLM balance matryoshka SAEs with different balance ratios on Gemma-2-2b layer 12.
The SAEs are BatchTopK with k=40, trained on 5S00M tokens. The SAEs have 5 matryoshka levels
of sizes 128, 512, 2048, 8192, and 32768 (so the full SAE has width 32768). We set the outermost
Bs = 1, and set a constant multiplier between each subsequent £3,,,, so multiplier = 3,,, /Brn41. If the
multiplier is 0.5, then £3,,, = 0.5~™).

We train 10 seeds for each multiplier and show results in Figure 8| for absorption rate, targeted probe
pertubation (TPP), Spurious Concept Removal (SCR), K-sparse probing, and feature-splitting metrics
from SAEBench [14], and k=1 sparse probing results [[12]] for a Parts of Speech (POS) dataset we
created using Treebank POS tagged sentences [16]. We add a POS dataset for probing since POS are
very general concepts, and should be learned in the earliest levels of a matryoshka SAE.
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Figure 7: Balancing hedging and absorption in a toy model of hierarchical features. Child features
2-4 only fire if parent feature 1 fires. The matryoshka SAE has a single inner level with 1 latent,
represented by a black box around latent 1.

Mean Absorption Rate TPP Top-2 Part of speech probes mean F1 (k=1)
0.4
0.85
° 0.06
203
© o 0.80
S 8 s
2 0z 2004 Z o
Z E £
< 0.1 0.02 0.70
0.0 0.65
0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4
Multiplier Multiplier Multiplier
(a) SAEBench Absorption rate. (b) SAEBench TPP metric. Higher  (c) k=1 sparse probing F1 score on

Lower is better. is better. Parts of Speech (POS).

SCR Top-2 Sparse Probing Top-1 Mean Num Split Feats by SAE
0.75 3.0
0.18
0.74 2
£ 25
£ 016 > 0.73 E
£ 5 072 = 2.0
o 0.14 5 e
g < 071 £
< S 1.5
0.12 0.70 z
0.69 1.0
0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4
Multiplier Multiplier Multiplier

(d) SAEBench SCR top-2 metric.
Higher is better.

(f) Feature splitting (SAEBench ab-
sorption). Lower is better.

(e) SAEBench K=1 sparse probing
accuracy.

Figure 8: Performance of balance matryoshka SAEs vs multiplier. The shaded area is 1 std. Multi-
plier=0 is equivalent to a standard SAE, and multiplier=1 is a standard matryoshka SAE.

For TPP, feature splitting, and sparse probing, using a compound multiplier of around 0.75 achieves
better results than either a standard matryoshka SAE or a standard (non-matryoshka) SAE, providing
evidence that balancing matryoshka losses can improve the performance. Using a multiplier of 0.75
still scores well on the absorption metric as well. Strangely, SCR appears to perform better at higher
multipliers. However, SCR is also the noisiest metric, and the noise is higher at high multipliers, so it
could be that hedging increases the noise of the SCR metric but does not fully break it. We provide
further results and more details in Appendix [A.9]

While balancing each f3,,, can improve performance on most metrics, we do not expect this to perfectly
solve absorption and hedging. We show in Appendix [A8]that balancing all hedging and absorption
with a single (3, is not always possible. We expect it may be possible to further improve performance
by learning different balancing coefficients per latent, but this is left to future work.

7 Related work

Other work has highlighted theoretical problems with SAEs. Till [23]] investigated a problem where
SAEs may increase sparsity by inventing features. For instance, an SAE may fabricate a “red triangle”
feature in addition to “red” and “triangle” features. Templeton et al. [22] dicuss the problem of
feature splitting, where an SAE may not learn features at a desired level of specificity. Engels et al.



[8]] investigates SAE errors and finds that SAE error may be pathological and non-linear. Engels et al.
[9]] further shows that there are features that cannot be expressed as a simple linear direction, and
thus SAEs may struggle to represent these features. Wu et al. [24] and Kantamneni et al. [13]] both
investigate the empirical performance of SAEs and find that SAEs underperform baselines.

8 Discussion

SAEs remain a promising technique for decomposing the residual stream of LLMs in an unsupervised
manner. However, given recent work showing that SAEs underperform relative to baselines [24} [13],
it is imperative that we understand the reasons for this underperformance so they can be addressed.

In this work, we introduced the problem of feature hedging in SAEs, showing it both theoretically
in toy models, and empirically in SAEs trained on real LLMs. We suspect that hedging, along with
absorption, may be one of the core theoretical problems leading to poor SAE performance.

Using our understanding of hedging, we introduced the balance matryoshka SAE architecture,
allowing balancing of hedging and absorption against each other, improving interpretability. We
view balance matryoshka SAEs as a starting point, and expect this architecture can be improved by
optimizing the balance coefficients. There may not be a single coefficient that perfectly balances
hedging and absorption for all features, so we expect there may be further gains from learning a
different balancing coefficients per latent in the SAE. We leave these improvements to future work.

9 Limitations

We only test hedging in SAEs up to 65k latents on LLMs with 2b parameters due to compute
constraints. Our method for detecting hedging requires fine-tuning SAEs, which is expensive.
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A Technical Appendices and Supplementary Material

A.1 Full-width SAE toy model results
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(a) Full-width SAE with correlated features. The (b) Full-width SAE with anti-correlated features. The
SAE is still able to perfectly learn the underlying SAE is still able to perfectly learn the underlying
features despite the correlation. features despite the correlation.

Figure 9: Full-width SAE results on correlated and anti-correlated toy models.

We extend the discussion of single-latent SAEs to explore what happens if the SAE has two latents,
the same number of latents as the number of true features. We use the same toy model as in Section[3.3]
for the positive correlation case, and the same toy model as in Section@ for the anti-correlated case.
We use L1 penalty of le-3 for the positive correlation case, the same as the L1 penalty that caused
hedging in single-latent SAEs.

We plot the results in Figure[9] In both cases, the full-width SAEs are able to perfectly recover the
true features despite the correlation, and despite the low L1 penalty. This shows that hedging is
caused by the SAE being too narrow, as increasing the width of the SAE solves the problem.

A.2 Theoretical Derivation: Feature Hedging in MSE-Optimal Sparse Autoencoders

Theorem. Consider a generative model with N orthogonal features where feature j fires with
probability p; and magnitude m; > 0. Let a Sparse Autoencoder (SAE) with capacity M < N be
trained to minimize Mean Squared Error (MSE). To isolate the behavior of the decoder, we assume
the SAE possesses a perfect oracle encoder for the first M features (recovering both activation and
magnitude). The optimal reconstruction weight Vi, for an untracked “orphan” feature fi, (k > M)
in latent z; is determined by the partial correlation between f; and fi, scaled by their relative
magnitudes. Specifically:

1. Hedging: If f, is correlated with f; (e.g., hierarchical), V;; # 0.

2. Monosemanticity: If f is independent of f;, V;; = 0.

3. Bias: The decoder bias captures the mean of f; not explained by the hedged latents.

A.2.1 Problem Setup

Let the input data 2 € R? be generated by a set of N mutually orthogonal unit vectors {f1,..., fx }.
We define the data generation process as:

N
xr = ZAjm]‘fj (9)
j=1

Where:

» A; ~ Bernoulli(p,) is the binary activation of feature j.
* m; > 0 is the scalar magnitude of feature j.
* The features are orthogonal: f;" fi = 6ij.
A standard SAE consists of an encoder 2z = 0(Wepne( — bgec) + bene) and a linear decoder. For this

derivation, we abstract away the specific implementation of the encoder (e.g., ReLU vs. TopK) to
prove that hedging is optimal even in the best-case scenario.
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We define the reconstruction # using an augmented latent vector z = [29, 21, ..., zp] | € RM+L,

where zo = 1 represents the learned decoder bias. We seek a decoding matrix V € RM+D*N guch
that:

M
=3 u [ SV (10)

Here, V;; represents the weight of feature f; in the direction of latent /;.

A.2.2 Assumptions

To analytically solve for the optimal weights, we make the following simplifying assumptions.

1. Perfect Oracle Encoder: We assume the encoder is an oracle that perfectly recovers the
scalar activation (magnitude included) of the features it is assigned to track. Instead of
deriving z from z, we fix:

This ensures that any hedging observed in the decoder is driven by the loss landscape, not
by encoder errors.

2. Decoder Bias as Latent: We treat the decoder bias as an “always-on” latent zy = 1.

A.2.3 The Minimization Problem
We seek to minimize the expected Mean Squared Error (MSE):
£ =E[|lz - |7 (1n

Since the features f; are orthogonal, the MSE loss decomposes into a sum of independent squared
errors for the reconstruction of each feature. We can therefore solve for the optimal weights for any
specific feature fj independently.

For a specific feature fj, the loss is:
M 2
Ly=E (Akmk -3 zvk) (12)
i=0

Given Assumption 1 (z; = A;m;), this minimization is equivalent to a Linear Regression (Ordinary
Least Squares) of the target variable Y = Aymy, onto the regressors z = [1, Aymy, ..., Ayymas]

A.2.4 Derivation of Optimal Weights

Reconstructing Tracked Features (k¢ < M) For any feature fj that has a dedicated latent
zr = Axmy, the regression is trivial. The latent zj, is a perfect predictor of the target A;my, with a
coefficient of 1.

Vie =1, Vi =0fori#£k (13)

Result: Tracked features remain monosemantic with unit weight (the magnitude is carried by the
latent z,).

Reconstructing Untracked “Orphan” Features (kK > M) For an “orphan” feature fj that the
SAE does not track explicitly, it must use the existing latents and bias to approximate it. The optimal
weights are determined by the multivariate regression coefficients.

Let zy.pr = [21,- .-, 2] be the vector of tracked latents. Let X, = Cov(zy.5s) be the covariance
matrix of the latents. Let ¢, = Cov(z1.ar, Ay ) be the vector of covariances between the tracked
latents and the orphan target.

The optimal weight vector vi, = [Vig, ..., Var k]T for the latents and the bias V{y; are given by the
standard OLS solutions:
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—“leg (14)

Vk:Ez

Vor = E[Apmy] — v E[z1.2/] (15)

A.2.5 Proof of Hedging Conditions

To build intuition, we consider the case where the tracked latents are mutually independent (making
>, diagonal). In the general case where tracked latents are correlated, the optimal weights would
be determined by the partial correlations (via the inverse covariance matrix ¥, !). Under the
independence assumption, the matrix solution decouples into scalar solutions for each weight Vjy:

Vi — Cov(zi,Akmk)
T Var(z)

Since z; = A;m;, we can factor out the magnitudes:

Vi — mimiCov(A;, Ag)  my Cov(A;, A)
T m2var(A;) my Var(4y)

This formula shows clearly that hedging is driven by correlation scaled by the magnitude ratio of
the features.

Case A: Independent Features (No Hedging) Assume the orphan fj, is statistically independent
of latent f;. Then Cov(4;, Ax) = 0.

Vie=0 (16)

Result: The latent /; remains monosemantic (V;; = 0). The reconstruction of the orphan feature is
handled entirely by the decoder bias (Vo = prmy).

Case B: Hierarchical Features (Hedging) Assume a strict hierarchy where the orphan is a

child of the tracked feature: f,, — f;. Thus, Ay, = 1 — A; = 1, so the covariance is
Cov(A4;, A) = pr.(1 — p;). Substituting this into the equation:

v, Mk pe(1—pi)  mypr

ik = — = —

mi pi(1—=pi)  m; p;

Recognizing that for hierarchical features P(fx|f;) = px/pi, we obtain:

m

m’: - P(filfi) (17)

Vik =

Result: The latent /; becomes polysemantic. It learns a component of f;, proportional to the
conditional probability of the orphan given the parent, scaled by the ratio of their magnitudes.

Case C: Anti-Correlated Features (Negative Hedging) Assume fj; and f; are mutually exclusive
(fi O fi = 0). Then Cov(A;, Ag) = —pipk.

Vie = Mg —PiPk_ _ Mk Pk (18)
m; pi(1—p;) m; 1 —p;
We can further derive the exact value of the decoder bias V{y; in this setting:
mg Pk
Vor = E[Axmy] — VirElz] = prmi, — <— ) (pim;)
m; 1 —p;
Simplifying the terms:
Di Pk
Vok = pemiy (1 +1 ) = my = mpP(fx|—fi) (19)
—Di I—pi
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Result: The latent learns a negative component of the orphan feature. The decoder bias compensates
by learning a large positive “default” value: precisely the probability of the orphan firing given the
anti-correlated feature is off.

Case D: Full Capacity (M = N) In the case where the SAE capacity equals the number of
generative features (M = N), the set of orphan features {k | K > M} is empty. Consequently, every
feature fj, falls under the case derived in the first paragraph of Section

Vie =1, Vi =0fori#k (20)

Result: When capacity is sufficient to track every feature (M = N), hedging vanishes entirely. The
SAE learns a perfectly monosemantic representation.

A.2.6 Conclusion
‘We have derived that under optimal MSE minimization with perfect scalar encoding:

1. Feature Hedging is the mathematically optimal strategy for reconstructing correlated
features that exceed the model’s capacity (M < N).

2. Magnitude Ratios play a crucial role: tracked latents hedge more aggressively towards
high-magnitude orphan features.

3. Independent features do not cause hedging in the latents; their average presence is captured
entirely by the polysemantic decoder bias.

4. Correlated features (hierarchical or anti-correlated) force the latents to rotate away from
monosemanticity, mixing in components of untracked features based on their conditional
probabilities.

A.2.7 Corollary: Symmetric Encoder Hedging

In the derivations above, we solved for the optimal decoder assuming a fixed encoder. However, in a
real SAE trained end-to-end, both encoder and decoder are optimized simultaneously. We now show
that if the decoder hedges, the encoder is mathematically compelled to hedge symmetrically.

Theorem. Given a fixed decoder direction d; that is “hedged” (a mixture of features), and assuming
the encoder maintains perfect support selection (latent z; activates if and only if feature A; is active),
the MSE-optimal linear encoder direction w; must be collinear with d;. Thus, the encoder inherits
the same polysemantic mixture as the decoder.

Proof Consider the reconstruction contribution of a single latent z; with a fixed decoder vector d;.
Consistent with Assumption 1, we maintain the perfect support recovery assumption: the latent
is active (z; # 0) if and only if the target feature is active (A; = 1). We seek the optimal encoder
weight vector w; that determines the activation value z; = wiTx when active.

The loss function, conditioned on the feature being active (4; = 1), is:
L=E[|z— (w/z)d;|* | 4; =1] 21)
This is a standard projection problem. We define the optimal scalar activation z* as the value

that minimizes the distance between x and the line spanned by d;. The solution is the orthogonal
projection of z onto d;:

r'd; - ( d;
g ’ 22
C = <||di||2> (22

Since our encoder is defined as z; = w, x, equating terms yields the optimal encoder weights:

W= e * & -

Conclusion: The optimal encoder acts as a matched filter for the decoder.
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1. From our previous derivation, we know the optimal decoder d; is a mixture of the tracked
feature f; and the orphan feature fy.

2. Therefore, w; must also be a mixture of f; and fy.

This explains the empirical observation that hedging is symmetric (as seen in Figure[Ta). The loss
landscape forces the decoder to mix features to capture unrepresented variance, and simultaneously
forces the encoder to mix features to detect that variance.

A.3 Validating hedging degree in toy models

To validate that our hedging degree metric works as expected, we set up a larger toy model with
correlated features and train SAEs of varying widths on this toy model, calculating the hedging
degree for each SAE. Our toy model consists of N = 50 mutually-orthogonal true features each
with dimension D = 100. We randomly generate a correlation matrix to control feature firing
correlations. Each feature f; fires with magnitude m; ~ N (1.0,0.15). We linearly decay the base
firing probabilities p; from pg = 0.345 to psg = 0.05 so that on average 11 features fire per input.
The correlation matrix and feature firing probabilities are shown in Figure[T0]

Feature correlation matrix Feature firing probabilities P;
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Figure 10: Feature correlation matrix (left) and firing probabilities (right) for our large toy model of
correlated features.

We train a series of BatchTopK SAEs on activations generated by this toy setup. We follow the
procedure in Section[4] first training a base SAE on 3M training samples. Then, we continue training
a control variant of the SAE on another 3M samples, and an extended variants where we add 2 latents
to the base SAE and train for 3M more samples. We then calculate the hedging degree for each of
these SAEs. We set K=11 for the BatchTopK SAEs, matching the LO of the underlying toy model.
We plot results in Figure[TT]

Hedging degree vs SAE width

Hedging degree
o

20 30 40 50
SAE width

Figure 11: Hedging degree vs SAE width from our toy model. The narrower the SAE, the higher the
hedging degree. When the SAE width equals the width of the toy model (50), hedging degree is zero.

We see that the narrower the SAE, the higher the hedging degree. Furthermore, once the SAE width
matches the toy model width, hedging degree reaches zero.
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A.4 Training details for LLM SAEs

All SAEs are trained on the Pile uncopyrighted [10], using a batch size of 4096 activations and
context length of 1024 tokens. For L1 SAEs, we use a linear L1 warm-up of 10k steps. SAEs are
trained on a single 80gb Nvidia H100 GPU. Model weights are loaded in fp32 precisions, but autocast
to bfloat16 during training. We initialize the SAE so that the encoder and decoder are identical, where
each latent has norm 0.1, following the procedure described in [18]. All L1 SAEs are trained with
learning rate 7e-5, and BatchTopK SAEs are trained with learning rate 3e-4. SAEs are trained using
SAELens [[1]].

Unless otherwise specified, BatchTopK SAEs use k=25. For SAEs trained on Gemma-2-2b, we
conduct most experiments at layer 12 (roughly in the middle), and L1 SAEs trained on Gemma-2-2b
use L1 coefficient of 10. This coefficient does not reuslt in dead extension latents, and yields a LO
around 50. For SAEs trained on Llama-3.2-1b, we conduct most experiments at layer 7 (roughly in
the middle of the model), and for L1 SAEs trained on Llama-3.2-1b, we use L1 coefficient of 0.5.
This coefficient does not result in dead extension latents, and yields a LO around 50.

A.5 Choice of hedging hyperparameter N

Hedging degree vs N (width=8k, L0=25)
0.04 —— btk

0.03

0.02

Hedging degree

0.00
0 50 100 150 200 250

Num latents added (N)

Figure 12: Hedging degree vs N

Our hedging degree metric requires adding N new latents onto an existing SAE to extend it, naturally
leading to the question of what is a reasonable choice of N. We plot hedging degree vs N for Gemma-
2-2b layer 12, given an initial BatchTopK SAE of width 8192 in Figure[I2] We find that hedging
degree increases until about N=250. We choose N=64 for our experiments, as 64 is still a small
number of latents relative to the size of the residual stream (2304 for Gemma-2-2b), while still being
large enough to hopefully reduce noise from any specific latent that gets added. Furthermore, as we
see in the plot, the hedging degree from N=64 is about in the middle of the curve, further validating
that this is a reasonable choice.

A.5.1 Extending LLM SAEs

We train two versions of extension SAEs - one for L1 loss SAEs and one for BatchTopK SAEs. In
both cases, we begin with a pretrained SAE and add N latents randomly initialized with norm 0.1, and
with the same encoder and decoder directions, following Olah et al. [18]]. For the BatchTopK SAEs,
we simply train the SAE from this point as normal, as the TopK auxiliary loss [11] will naturally
ensure that the newly added latents do not simply die off.

For L1 SAEs with high L1 penalty, dead latents become a more serious problem. We find that most
of the newly added extension latents will rapidly be killed off if we simply train as normal. To
combat this, we re-warm-up the L1 penalty. However, we cap the minimum L1 penalty at Ay, SO
for the portion of the warm-up where the L1 penalty would normally be below A,i,, the L1 penalty
is left at A\p,;;, instead. This capping helps ensure the existing SAE latents are not very disturbed by
this change in the L1 penalty. If the final L1 penalty is Ay, or below, then we do not perform this
warm-up at all, as the L1 penalty is not strong enough to immediately kill off the newly added latents.

For Gemma-2-2b SAEs, we set A\,in = 10.0. For Llama-3.2-1b SAEs, we set Apjn = 0.5.
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This warm-up procedure is only used for the high-L1 variants in Figure[5d]- for all other plots the L1
coefficient used is less than \p,i,, S0 no warmup is needed.

A.6 Additional case study dashboards
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Figure 14: Dashboard for latent 3094, representing the “rel” HTML attribute used for CSS scripts.
This latent has the highest negative §-projection on the newly added case study latent.

A.7 Toy balance matryoshka SAEs

To explore the effect of balancing matryoshka losses in a simple toy setting, we create a toy model
with 4 true features, all mutually orthogonal and with unit norm in a 50 dimensional space. We set
up a hierarchical relationship between these features, so feature 1 fires with probability 0.25, and
features 2, 3, and 4 all fire with probability 0.15 only if feature 1 fires. Thus, feature 1 is the parent
feature in the hierarchy and features 2, 3, and 4 are all child features.

We train a matryoshka SAE with 4 latents on 100,000,000 samples from this toy model. The
matryoshka SAE has a single inner level consisting of 1 latent, to match the number of parent latents
in our hierarchy. Since our goal with this toy is just to build intuition, we initialize the SAE to the
correct solution and allow the training to thus pull it away from this correct solution. This also ensures
that each variation of our SAE with different balancing co-efficients learns the same latents in the
same order, so visual comparison is easy.

A.8 Toy unbalanceable matryoshka SAEs

The situation above where each child feature has the same probability of firing is unrealistic - we
would expect that child features all fire with different probabilities from each other. Can we still
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balance the SAE perfectly in this situation? We adjust the toy model from above so that the 3 child
features fire with probabilities 0.02, 0.2, and 0.5 for features fs, f3, and fy, respectively. We then try
to manually balance this SAE, finding that 5 = 0.17 gives roughly the best balance. We plots the
resulting encoder/decoder cosine similarities in Figure [I3]

Unbalanceable Matryoshka SAE (8 = 0.17)
SAE encoder SAE decoder

r 1

-0

Lo

cos sim

SAE Latent
4

1 1

SAE Latent
1 2 3 4
1 1 1

1 2 3 4 1 2 3 4
True feature True feature

Figure 15: SAE encoder and decoder vs true feature cosine similarities for a balance matryoshka
SAE where the child features fire with different probabilities. It’s no longer possible to perfectly
balance all 3 child features with the same 3, but we can still do reasonably well.

We now see it is no longer possible to choose a single /3 that perfectly balances all 3 children. We
see slight hedging of feature 4 in latent 1, and slight absorption of feature 2 in latent 1. Still, this
looks decent compared to the full hedging or full absorption scenario, so we still expect that while
balancing is not a perfect solution, it should be an improvement. We believe it should be possible to
finding ways of better balancing the contribution of each outer latent on each inner latent, but this is
left to future work.

A.9 SAE evaluation

A.9.1 SAEBench evals

We evaluate our SAEs mainly using SAEBench [[14]. All evals are performed using default settings.
We run all evaluations on an Nvidia HI00 GPU with 80gb GPU memory. We evaluate on the
following SAEBench tasks:

K-sparse probing k-sparse probing builds on the work of Gurnee et al. [12], where the goal is to
create a linear probe from model activations using only £ neurons as input to the probe. This was
adapted for use as an SAE evaluation technique by Gao et al. [11]. We focus mainly on k£ = 1 sparse
probing, which means finding the single best SAE latent that serves as a classifier for a given concept,
and evaluating the accuracy of that latent. SAEBench includes supervised classification datasets on
which k-sparse probing is evaluated.

Feature absorption The feature absorption metric in SAEBench is a variation on the metric defined
in the original feature absorption work [5]. This metric uses a first-letter spelling task and first
identifies the “main” latents for that task using k-sparse probing [[12]]. Then, the metric identifies
cases where a linear probe is able to correctly perform the first-letter classification task, but the “main”
SAE latents fail to perform the task. The metric also looks for other latents that project onto the linear
probe direction and fire in place of the “main’ latents. Lower absorption is better.

The SAEBench absorption metric also includes “absorptions fraction”, “feature splitting”, and “first-
letter k=1 sparse probing” results as well, which we include in our extended results. Absorption
fraction detects partial absorption, where a parent latent can still fire but weaker when an absorbing
child latent fires as well. Feature splitting detects the amount of interpretable feature splitting
occurring in the SAE. Interpretable feature splitting is still considered negative, as we would prefer
that features do not split at all and the SAE can still represent general, high-level concepts. The
k-sparse probing results for the first-letter spelling task is calculated as part of the absorption metric,
but is an interesting sparse-probing result in and of itself.

Spurious concept removal (SCR) SCR builds on the SHIFT method from Marks et al. [17]] to

detect how well an SAE isolates concepts. The metric uses datasets where two properties are perfectly
entangled, for instance “profession” and “gender”, and trains a biased probe on these concepts. The
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SCR metric then detects how well k£ SAE latents can be ablated to de-bias the probe. If the SAE
latents learn disentangled concepts, then it should only take a few SAE latents to perfectly de-bias
the probe. A high SCR score means the SAE latents represent disentangled concepts.

Targeted probe perturbation (TPP) The TPP metric extends SCR to multi-class labels. Binary
probes are trained for each class, and TPP measures how well ablating &£ SAE latents can degrade the
performance of just one of the probes without degrading performance on the other probes. A high
TPP score means that concepts are represented by distinct sets of SAE latents, rather than latents
being entangled with many concepts.

A.9.2 Parts of speech (POS) probing dataset

We are interested as well in general, high-frequency concepts that we expect should be learned in
the inner-most levels of a matryoshka SAE. These concepts should be the most affected by both
absorption and hedging, as these concepts can be considered parent concepts to most other concepts.
Parts of speech (POS) is a great test-case for these general concepts, and are not covered by the
SAEBench sparse probing task. As such, we create our own custom POS dataset using the Penn
Treebank tagged sentences [[16].

We simplify the Treebank parts of speech to the following core set:

IITOII s IIINII , IIDTII , IICCII s IINNSII , IIPRPII , IIPDSII

We pass these tagged sentences through an LLM, and then collect activations for the final token of
position of each word at a given layer in the LLM. We create a binary classification dataset for each

of these parts of speech, and perform k-sparse probing [12]] on SAE latents to find the top k latents
that act as a classifier for each of these parts of speech.

A.9.3 Balance matryoshka SAE full results
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(d) SAEBench SCR top-10 metric.
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(b) SAEBench TPP top-10 metric.
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Figure 16: Performance of balance matryoshka SAEs vs multiplier for extended metrics. The shaded
area in the plots refers to 1 std. Multiplier=0 is equivalent to a standard non-matryoska SAE, and
multiplier=1 is equivalent to a standard matryoshka SAE.
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