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Abstract001

There is an emerging line of research on multi-002
modal instruction tuning, and a line of bench-003
marks has been proposed for evaluating these004
models recently. Instead of evaluating the mod-005
els directly, in this paper, we try to evaluate the006
Vision-Language Instruction-Tuning (VLIT)007
datasets. Also, we seek the way of building008
a dataset for developing an all-powerful VLIT009
model, which we believe could also be of utility010
for establishing a grounded protocol for bench-011
marking VLIT models. For effective evaluation012
of VLIT datasets that remains an open question,013
we propose a tune-cross-evaluation paradigm:014
tuning on one dataset and evaluating on the oth-015
ers in turn. For each single tune-evaluation ex-016
periment set, we define the Meta Quality (MQ)017
to quantify the quality of a certain dataset or a018
sample. On this basis, we develop the Dataset019
Quality (DQ) covering all tune-evaluation sets020
to evaluate the comprehensiveness of a dataset.021
To build a comprehensive dataset and develop-022
ing an all-powerful model for practical appli-023
cations, we define the Sample Quality (SQ) to024
quantify the all-sided quality of each sample.025
Extensive experiments validate the rationality026
of the proposed evaluation paradigm. Based on027
the holistic evaluation, we build a new dataset,028
REVO-LION (REfining VisiOn-Language In-029
structiOn tuNing), by collecting samples with030
higher SQ from each dataset. Remarkably, even031
with only half of the complete data, the model032
trained on REVO-LION can achieve the perfor-033
mance comparable to simply adding all VLIT034
datasets up. Furthermore, REVO-LION also in-035
corporates an evaluation set, which is designed036
to serve as a convenient benchmark for future037
research in the field.038

1 Introduction039

The large-scale multimodal model GPT-4 (Ope-040

nAI, 2023) has recently exhibited strong power in041

generating desired answers from given images and042

instructions. Inspired by its remarkable success,043

various multimodal instruction tuning models (Dai 044

et al., 2023; Chen et al., 2024; Li et al., 2023a; Luo 045

et al., 2024) have been proposed towards different 046

aspects of Vision-Language (VL) understanding, 047

such as MiniGPT-4 (Zhu et al., 2023) for detailed 048

description and LLaVAR (Zhang et al., 2023) for 049

text-rich image understanding. With the rapid de- 050

velopment of Vision-Language Instruction-Tuning 051

(VLIT), evaluating these models becomes increas- 052

ingly important, for which several benchmarks (Yin 053

et al., 2024; Xu et al., 2024; Liu et al., 2024b) have 054

been released recently. 055

Different from these existing benchmarks that 056

concentrate on evaluating VLIT models directly, 057

our goal is one step back: evaluating VLIT 058

datasets. The motivation comes from the insights 059

into current VLIT models, including two similar- 060

ities and one difference. The first similarity is the 061

model architecture as shown in Fig. 1. The image 062

feature is firstly extracted by a frozen vision en- 063

coder (Fang et al., 2023). Then, a learnable projec- 064

tion module, which can be simply designed either 065

as the linear layer in LLaVA (Liu et al., 2024a) or 066

a more sophisticated one like Q-Former in Instruct- 067

BLIP (Dai et al., 2023), transforms the image fea- 068

ture to the text space. Finally, by feeding the trans- 069

formed image feature and instruction text into the 070

frozen Large Language Models (LLMs) (Touvron 071

et al., 2023; Chiang et al., 2023), the instruction- 072

following answer is generated. The second simi- 073

larity is the multi-stage learning scheme. During 074

training, common large-scale image-text pairs (Or- 075

donez et al., 2011; Schuhmann et al., 2021; Sharma 076

et al., 2018) are leveraged for the cross-modal fea- 077

ture alignment in the prior stage. Then, the cus- 078

tomized high-quality instruction data is used to 079

train the VLIT model to generate coherent and de- 080

sired output in the later stage. The difference is 081

exactly the high-quality instruction data targeting 082

at different aspects of VL understanding, as con- 083

cluded in Table 1. To be more consistent with 084
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Figure 1: The popular architecture in current vision-language instruction tuning methods (Dai et al., 2023; Liu et al.,
2024a). Extracting the visual feature by the image encoder, transferring the visual feature into the language space,
and generating text output via a frozen Large Language Model (LLM).

LLMs, the annotations in these datasets are almost085

generated or augmented by GPT. It follows that086

curating proper instruction tuning datasets is essen-087

tial in VLIT, which motivates us to evaluate VLIT088

datasets and look into their quality.089

However, there exist limitations when using cur-090

rent benchmarks for evaluation. The style of anno-091

tations in benchmarks (Xu et al., 2024; Liu et al.,092

2024b) is quite different from the style of the open-093

ended texts generated by LLMs, causing possible094

bias for assessment. Besides, human voting (Xu095

et al., 2024) and ChatGPT/GPT-4 (OpenAI, 2023)096

are leveraged for performance evaluation. While097

the former is labor-intensive and liable to cause098

subjective evaluation, and the latter is inconvenient099

and unstable for widespread use because of the API100

availability and the changeable output. Addition-101

ally, it is worth noting that although evaluations102

utilizing GPT models have demonstrated the high-103

est agreement with human evaluations (Bitton et al.,104

2023), both GPT models and human evaluation are105

not well-suited for large-scale evaluation scenarios106

due to practical considerations.107

To conduct a comprehensive analysis of VLIT108

datasets, we introduce a pioneering tune-cross-109

evaluation paradigm shown in Fig. 2. This110

paradigm allows us to thoroughly assess the111

datasets. The fundamental concept is that each112

dataset serves a dual purpose: it can be utilized for113

model development and also function as a bench-114

mark for the specific aspect it was designed to115

address. Our evaluation paradigm benefits from116

annotations consistent with LLMs, enabling us to117

define the Meta Quality (MQ) as the average score118

measured by caption metrics, including BLEU,119

METEOR, and ROUGE-L. This model-free and120

human-free evaluation strategy, utilizing MQ to121

measure performance in each tune-evaluation ex-122

periment set, offers greater convenience and stabil-123

ity than GPT-involved scoring and a more objective 124

assessment than human voting. Building upon the 125

proposed MQ, we devise the concepts of Dataset 126

Quality (DQ) and Sample Quality (SQ) to measure 127

the overall capability of each dataset and sample, 128

combining all tune-evaluation sets. 129

Taking a step further, the other goal in this pa- 130

per is refining VLIT datasets according to the 131

holistic evaluation on a set of VLIT datasets. On 132

one hand, existing VLIT models are only equipped 133

with one or several abilities in VL understanding, 134

which leads to unsatisfying performance in com- 135

prehensive evaluations. On the other hand, existing 136

benchmarks build evaluation datasets by collect- 137

ing datasets from different tasks (Krizhevsky et al., 138

2009; Lu et al., 2022) with annotations inconsis- 139

tent with the open-ended generated texts (Xu et al., 140

2024; Yin et al., 2024), which causes inaccurate 141

evaluation. As a result, a dataset encompassing 142

multiple VLIT capabilities is critical for develop- 143

ing an all-powerful model and building an unbiased 144

benchmark in a convenient way. 145

To this end, we build the so-called REVO-LION 146

dataset by REfining VisiOn-Language InstructiOn 147

tuNing datasets, which is composed of samples 148

with higher SQ from each dataset as listed in 149

Table 1. As a compact subset of the original 150

datasets, REVO-LION is shown empirically to be 151

more sample-efficient than simply merging the raw 152

datasets together, which validates the effectiveness 153

of the proposed SQ and the refinement strategy. We 154

make following contributions: 155

(1) We propose a paradigm namely tune-cross- 156

evaluation for the holistic analysis on VLIT 157

datasets. 158

(2) We define a model-free and human-free eval- 159

uation metric, Meta Quality (MQ), as the mean 160

score measured by BLEU, METEOR, and ROUGE- 161

L. Based on MQ, Dataset Quality (DQ) and Sample 162
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Table 1: Popular vision-language instruction tuning datasets on current VLIT methods. These datasets are used to
build the proposed REVO-LION in this paper.

Datasets Size Purpose

DetGPT (Pi et al., 2023) 50K images and around 30K query-answer pairs Reasoning-based object detection.

LAMM (Yin et al., 2024) 186K image-language instruction-response pairs Daily conversation, factual knowledge reasoning,
detailed description,visual task dialogue.

LLaVAR (Zhang et al., 2023) 16K high-quality instruction following data. Text-rich image understanding

LLaVA (Liu et al., 2024a) 58K in conversations, 23K in detailed description,
77K in complex reasoning. Conversations, detailed description, complex reasoning.

Macaw (Lyu et al., 2023) 69K image instances. Human-written style text generation.

MiniGPT-4 (Zhu et al., 2023) Around 3.5K image-text pairs. Comprehensive image description.

LRV (Liu et al., 2023) Around 120K instances. Robust visual instruction with
mitigated hallucination issue.

Quality (SQ) are devised to quantify the quality of163

each dataset and sample in VLIT, respectively.164

(3) We collect and release a comprehensive165

dataset called REVO-LION, by refining public166

mainstream VLIT datasets. REVO-LION consists167

of a training set for developing a highly capable168

VLIT model and an evaluation set that serves as an169

effective benchmark.170

2 Related Work171

2.1 Vision-Language Instruction Tuning172

With the success of ChatGPT and Instruct-173

GPT (Ouyang et al., 2022) in solving tasks aligned174

with human instructions, subsequent Large Lan-175

guage Models (LLMs) (Taori et al., 2023; Peng176

et al., 2023; Ding et al., 2023; Zhou et al., 2024; Du177

et al., 2022; Chiang et al., 2023) have been further178

devised by fine-tuning open-source LLMs (Tou-179

vron et al., 2023; Zeng et al., 2022) using instruc-180

tion data (Wang et al., 2023) in the last two years.181

182

Standing on the shoulder of LLMs, many Vision-183

Language Instruction Tuning (VLIT) models (Su184

et al., 2023; Ye et al., 2023; Luo et al., 2024; Li185

et al., 2023a) have been proposed within a year.186

These models are similarly constructed by using187

a projection module to connect the pre-trained vi-188

sion model for visual perception and the language189

model for text generation. The projection module190

is firstly trained on common image-text pairs for191

VL alignment, then on high-quality data for instruc-192

tion tuning. One of the most impactful methods193

is InstructBLIP (Dai et al., 2023), which is built194

upon the VL alignment achieved by the Q-Former195

in BLIP2 (Li et al., 2023b). After collecting and196

transforming 28 datasets from 11 tasks into instruc-197

tion format, InstructBLIP (Dai et al., 2023) takes198

the instruction as a guidance of Q-Former to ex- 199

tract instruction-aware visual features for further 200

tuning. Similar to InstructBLIP, MiniGPT-4 (Zhu 201

et al., 2023) is firstly pre-trained on large-scale 202

datasets (Ordonez et al., 2011; Schuhmann et al., 203

2021) for VL alignment, then curates around 3500 204

high-quality instruction data, with the assistance 205

of ChatGPT and Vicuna (Chiang et al., 2023) tar- 206

geting at comprehensive image description, for in- 207

struction tuning in the second stage. LRV (Liu 208

et al., 2023) constructs a dataset including both 209

positive and negative instructions for robust tun- 210

ing with mitigated hallucination issues based on 211

MiniGPT-4. Simpler than MiniGPT-4, LLaVA (Liu 212

et al., 2024a) adopts a linear layer to bridge the 213

gap between visual and language space in the first 214

stage using 595K image-text pairs filtered from 215

CC3M. Then, by using ChatGPT and GPT-4, 158K 216

instruction samples including conversations, de- 217

tailed descriptions, and complex reasoning are col- 218

lected in LLaVA for instruction tuning in the sec- 219

ond stage. Similar to LLaVA (Liu et al., 2024a), 220

DetGPT (Pi et al., 2023) collects around 30K query- 221

answer pairs towards reasoning-based object de- 222

tection for instruction tuning in the second stage, 223

LLaVAR (Zhang et al., 2023) enhances the text- 224

rich image understanding ability by collecting 16K 225

text-rich image data, Macaw (Lyu et al., 2023) 226

builds a dataset consisting of 69K instances for 227

human-style text generation. 228

To make a brief summary, existing VLIT models 229

mostly share the similar model architecture and the 230

two-stage learning scheme. The major difference 231

lies in the instruction data used in the second stage. 232

Beyond current VLIT models targeting at certain 233

aspects, collecting a comprehensive dataset lies the 234

foundation for developing an all-powerful VLIT 235

model. 236
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2.2 VLIT Benchmarks237

With the rapid development of VLIT models, how238

to comprehensively and effectively evaluate these239

models becomes a concurrent significant prob-240

lem. To this end, several benchmarks (Zeng et al.,241

2024; Yu et al., 2023; Bitton et al., 2023) have242

been proposed in the last few months. The pio-243

neering benchmark is the LVLM-eHub (Xu et al.,244

2024), which evaluates VLIT models by quanti-245

fying the performance and human voting in the246

online arena platform. Immediately after LVLM-247

eHub, LAMM (Yin et al., 2024) is proposed for248

evaluation on 9 common image tasks by collect-249

ing 11 datasets. Except for task-specific metrics,250

LAMM adopts GPT as a judgment for performance251

evaluation. However, MME (Fu et al., 2023) argues252

that human voting and GPT scoring bring problems253

of subjectivity and inaccuracy. For this, MME ex-254

ams perception and cognition abilities covering255

14 subtasks by manually constructing instruction-256

answer pairs and leading the tested models to an-257

swer “yes" or “no", which is designed for objective258

and accurate quantitative statistics. Nevertheless,259

such performance evaluation that heavily relies on260

generating “yes" or “no" is not quite reasonable,261

because existing VLIT models usually target at de-262

tailed tasks instead of making decisions from “yes"263

or “no" strictly. For fine-grained ability assessment,264

MMBench (Liu et al., 2024b) curates a dataset cov-265

ering 20 fine-grained skills, and all instances are266

transformed into multi-choice problems. For ro-267

bust evaluation, it employs ChatGPT for answer268

extraction and judgment in the proposed circular269

evaluation strategy, which is unable to evaluate the270

models directly on the generated texts, causing in-271

accurate assessment.272

In short, there are three aspects that are not273

fully satisfied in existing benchmarks: 1) collect-274

ing datasets with annotations consistent with open-275

ended generated texts for evaluation; 2) avoiding276

human subjectivity in data selection and evaluation;277

3) designing stable and convenient quantification278

metrics. We argue that it is possible to meet these279

conditions via our tune-cross-evaluation paradigm280

on VLIT datasets with the proposed quality met-281

rics at both dataset and sample levels. In particular,282

based on our deep dive in Sec. 2.1, we propose283

shifting the focus of model evaluation, which ex-284

isting benchmarks are paying great efforts on, to285

dataset evaluation.286

3 Methodology 287

3.1 Tune-Cross-Evaluation Paradigm 288

As shown in Fig. 2, we propose the tune-cross- 289

evaluation paradigm to evaluate VLIT datasets, 290

which are specifically listed in Table 1. Note that 291

these datasets are all in English such that we do not 292

need to handle the language bias problem, which is 293

also not the focus of this paper. On one hand, each 294

dataset is employed to develop a model by instruc- 295

tion tuning. On the other hand, because these VLIT 296

datasets are almost annotated by leveraging GPT- 297

4 (OpenAI, 2023) or ChatGPT for text generation 298

or augmentation, each dataset also represents a stan- 299

dard on the aspect that the dataset is constructed 300

towards, by which the proper annotations consis- 301

tent with open-ended generated texts are accessible. 302

Based on the VL alignment learned in the first stage 303

by the model with the architecture in Fig. 1, at each 304

time, we select one dataset from these datasets for 305

instruction tuning, and the remaining datasets are 306

used for test at this time. For example, when we use 307

DetGPT (Pi et al., 2023) for instruction tuning, the 308

tuned model equipped with great reasoning-based 309

object detection ability will be further tested on 310

other datasets, and they involve testing the model’s 311

ability such as daily conversation, factual knowl- 312

edge reasoning, detailed description, etc. By taking 313

turns to cycle in this way, we finally get the com- 314

prehensive quality evaluation of each dataset and 315

each sample. To quantify the comprehensiveness, 316

we define the Meta Quality (MQ), Dataset Quality 317

(DQ) and Sample Quality (SQ), and detail them in 318

the following sections. 319

3.2 Meta Quality (MQ) 320

In LVLM-eHub (Xu et al., 2024), the authors 321

show that metrics in caption tasks are ineffec- 322

tive for VLIT evaluation due to the style differ- 323

ences between the diverse open-ended generated 324

texts and the ground-truths in the datasets curated 325

prior to LLMs, which are outdated compared to 326

LLMs. Benefiting from the proposed tune-cross- 327

evaluation paradigm, when making full use of 328

VLIT datasets as evaluation ones, the proper anno- 329

tations, which are created by GPT models to be con- 330

sistent with LLMs, are available. Therefore, with 331

mitigated style differences, to perform a model-free 332

and human-free evaluation, in which we do not rely 333

on other models such as GPT or human for scoring, 334

we define the Meta Quality (MQ) as the average of 335

scores measured by caption metrics to quantify the 336
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Figure 2: The overall framework of the proposed tune-cross-evaluation paradigm. Left: The diagram of Dataset
Quality (DQ) evaluation. Each dataset adopted for testing measures the quality of the tuning dataset DT on the
aspect that the testing datasets are constructed towards. Right: The diagram of Sample Quality (SQ) evaluation.
Each dataset used for tuning measures how well the samples in the testing set DE match with the ability that the
tuning dataset is constructed towards.

one-side quality of each dataset or sample within337

a single tune-evaluation experiment. Considering338

the time-consuming process in calculating sample-339

wise MQ if using SPICE, we use BLEU@1 (B@1),340

BLEU@2 (B@2), BLEU@3 (B@3), BLEU@4341

(B@4), METEOR (M), and ROUGE-L (R) as the342

components for MQ definition. CIDEr is set as a343

hold-out metric in data refinement in Sec. 4.4. The344

MQ is formulated as:345

MQ = mean(
i=4∑
i=1

B@i+M +R). (1)346

The ablation of the combinations is studied in347

Sec. 4.2. It should be noted that the MQ can be348

commonly used to measure on a set of samples.349

When the number of samples is 1, it actually mea-350

sures the sample-wise quality. For distinction, we351

denote the MQ measured on a dataset and a sample352

as MQD and MQS , respectively.353

3.3 Dataset Quality (DQ)354

In the proposed tune-cross-evaluation paradigm,355

each time we select a dataset denoted as DT from356

the set of datasets S for instruction tuning, the re-357

maining datasets denoted as Di(i ∈ S, i ̸= T ) are358

then leveraged as evaluation ones for inference,359

thus measuring the quality of the tuning dataset360

on the aspect that the evaluation datasets are con-361

structed towards one by one, as shown on the left362

side of Fig. 2. Note that though the datasets to be363

evaluated in this paradigm are in different sizes,364

we do not explicitly separate a metric for data size.365

When using a dataset as an evaluation one, its size366

has been implicitly integrated into the measure-367

ment. A dataset with larger size is more likely368

to exhibit better comprehensive ability, as com-369

pared between LLaVA-Detailed description and370

MiniGPT-4, which both concentrate on detailed371

image description in Table 2 in experiments. In a372

single tune-evaluation set, the one-side dataset qual- 373

ity is denoted as MQD
T→i, in which the right arrow 374

indicates the direction from the tuning dataset to 375

the evaluation dataset. Specifically, we set the qual- 376

ity MQD
T→T that each tuning dataset exhibits on its 377

aspect as 1, the maximum value of MQ. Therefore, 378

when a dataset is set as the tuning one, its compre- 379

hensive quality measured by all capabilities in S is 380

formulated as the sum of all one-side qualities: 381

DQT = MQD
T→T +

∑
i∈S,i̸=T

MQD
T→i

= 1 +
∑

i∈S,i̸=T

MQD
T→i, T ∈ S.

(2) 382

By setting each dataset as the tuning one and the 383

remaining as evaluation ones in turn, the compre- 384

hensive DQ, which measures various capabilities, 385

for all datasets can be calculated. 386

3.4 Sample Quality (SQ) 387

Because the MQ can only be calculated on the in- 388

ference datasets, it is hard to measure the quality 389

of each sample in the tuning dataset when keep- 390

ing the same evaluation direction in DQ, i.e., the 391

inference datasets are regarded as standards. In 392

contrast, when a dataset DE is set as the inference 393

one, we hold that the model equipped with the abil- 394

ity of dataset Di(i ∈ S, i ̸= E), after tuned on 395

which, is supposed to be a standard. By this way, 396

the MQS
i→E for each sample in DE measures how 397

close the sample matches with the ability of the 398

tuning dataset Di, as shown on the right side of 399

Fig. 2. To calculate the comprehensive quality that 400

each sample exhibits on other aspects, other than 401

DQ having the ability corresponding to itself, we 402

define the SQ as a weighted sum: 403

SQE =
∑

i∈S,i̸=E

DQi ·MQS
i→E . (3) 404
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Table 2: DQ evaluated on SPLIT1 and SPLIT2 by using the Q-Former based architecture.

DT DetGPT LAMM LLaVAR LLaVACo LLaVADe LLaVARe Macaw MiniGPT-4 LRV

Q-Former+SPLIT1 2.55 2.63 2.49 2.68 2.40 2.85 2.31 2.38 1.99
Q-Former+SPLIT2 2.56 2.64 2.50 2.67 2.41 2.83 2.32 2.37 1.99

DetGPT

LAMM

LLaVAR
LLaVACo

LLaVADe

LLaVARe
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MiniGPT4

LRV
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(a) Q-Former+SPLIT1
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0.25

0.35

(b) Q-Former+SPLIT2

DetGPT
LAMM
LLaVAR
LLaVACo
LLaVADe
LLaVARe
Macaw
MiniGPT4
LRV

Figure 3: Visualizations of MQD
T→i(i ̸= T ) in dataset quality evaluation. Lines with different colors represent

different datasets DT used for instruction tuning.

We use the DQi as the weights for objective405

evaluation, the higher DQi represents a more con-406

fident evaluation when using dataset Di to tune the407

model. By setting each dataset as the inference one408

and the remaining as tuning ones in turn, the com-409

prehensive SQ for each sample exhibits on other410

datasets can be calculated.411

3.5 REVO-LION412

To build a comprehensive dataset integrating all413

capabilities of the evaluated datasets, a simple yet414

direct way is to merge these datasets into one with-415

out more operations. As suggested in the analy-416

sis (Zeng et al., 2024), data quality is more signif-417

icant than data quantity. Therefore, we propose418

to REfine VisiOn-Language InstructiOn tuNing419

(REVO-LION) datasets according to the proposed420

SQ, which measures the comprehensive quality of421

each sample exhibits on other datasets. To preserve422

all capabilities, we collect samples with higher SQ423

from each dataset to compose REVO-LION. For-424

mally, we denote the portion that the number of se-425

lected samples to the number of all samples in each426

dataset as P . The lower bound of SQ in dataset427

Di(i ∈ S) corresponding to the portion P is τPi .428

For each sample xk
i ∈ Di, if the SQ of it SQk

i is429

no lower than τPi , the sample is collected in REVO-430

LION, which is formulated as:431

S1 =
⋃
i∈S

xk
i , (xk

i ∈ Di, SQ
k
i >= τPi ). (4)432

We denote this refinement strategy as S1, which433

is validated to be more effective than “Random Re-434

finement" (S2) and “Gaussian Refinement" (S3)435

in Sec. 4.4. After performing the data evaluation 436

and creating REVO-LION from the datasets in Ta- 437

ble 1, we split it into a training set and an evaluation 438

set. The former can serve as a common dataset for 439

developing an all-powerful VLIT model, and the 440

latter can serve as a convenient benchmark cover- 441

ing all capabilities of these datasets and equipping 442

with ideal annotations, based on which the caption 443

metrics can be conveniently employed for model- 444

free and human-free evaluation. 445

4 Experiments 446

The evaluated VLIT datasets are clarified in Table 1. 447

In our main experiments, we adopt the architecture 448

of InstructBLIP (Dai et al., 2023). Implementation 449

details are delivered in the Appendix A. In addi- 450

tion, experiments of data evaluation and refinement 451

based on the architecture adopting the linear layer 452

as the projection module are given in Appendix B. 453

4.1 DQ and SQ Evaluation 454

By setting each dataset as the tuning one DT , 455

its one-side qualities measured by other datasets 456

MQD
T→i(i ̸= T ) are visualized in Fig. 3. The areas 457

enclosed by brown and yellow lines are the largest 458

and smallest, indicating that LLaVA-Reasoning 459

and LRV hold the greatest and poorest comprehen- 460

sive capability. It follows that LLaVA-Reasoning 461

exhibits the highest DQ and LRV shows the low- 462

est DQ among these datasets, as shown in Table 2 463

computed by Eq. 2. We infer its reason as that 464

LLaVA-Reasoning includes various problems of 465

which the difficulty varies from low to high. As 466
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Table 3: Ablation study on the definition of MQ. The blue numbers after the results represent their relative rankings.
The bold blue numbers indicate the inconsistent ranking relations.

DT (Q-Former+SPLIT1) DetGPT LAMM LLaVAR LLaVACo LLaVADe LLaVARe Macaw MiniGPT-4 LRV

C1 DQ 2.55 (4) 2.63 (3) 2.49 (5) 2.68 (2) 2.40 (6) 2.85 (1) 2.31 (8) 2.38 (7) 1.99 (9)
MQD

T→Eval600 1.37 (3) 1.35 (4) 1.27 (5) 1.42 (2) 1.16 (6) 1.54 (1) 1.11 (8) 1.13 (7) 0.78 (9)

C2 DQ 2.48 (5) 2.61 (3) 2.57 (4) 2.66 (2) 2.38 (8) 2.73 (1) 2.46 (6) 2.40 (7) 2.20 (9)
MQD

T→Eval600 0.64 (5) 0.70 (3) 0.69 (4) 0.73 (1) 0.57 (8) 0.71 (2) 0.63 (6) 0.59 (7) 0.49 (9)

C3 DQ 2.79 (6) 2.95 (3) 2.94 (4) 3.00 (2) 2.72 (8) 3.05 (1) 2.83 (5) 2.72 (7) 2.59 (9)
MQD

T→Eval600 0.50 (6) 0.56 (3) 0.57 (2) 0.59 (1) 0.47 (8) 0.54 (4) 0.53 (5) 0.48 (7) 0.44 (9)

shown in Fig. 6 in the Appendix C, easy reasoning467

problems may be similar to description problems,468

while hard reasoning problems may require logical469

thoughts. As a result, LLaVA-Reasoning exhibits470

the greatest comprehensive capability. Besides, the471

results achieved on SPLIT1 and SPLIT2 demon-472

strate a high degree of consistency, indicating that473

the DQ evaluation can provide common and objec-474

tive data analysis.475

In addition, detailed evaluation cases of SQ are476

delivered in Appendix E.477

4.2 Ablation Study on MQ and DQ478

To validate the rationality of the definition of MQ,479

based on which DQ is devised, we perform ablation480

studies on 3 combinations of MQ, in which C1481

refers Eq. 1, C2 and C3 are defined as:482

C2 :MQ = mean(B@4 +M +R);

C3 :MQ = mean(M +R).
(5)483

Given a dataset, its DQ quantified by a reason-484

able evaluation criteria should be consistent with its485

performance in the comprehensive evaluation. By486

setting Eval600 as the comprehensive evaluation487

set and MQD
T→Eval600 as the performance quan-488

tification, according to the three definitions, the re-489

sults and relative orders of DQ and MQD
T→Eval600490

achieved on SPLIT1 are shown in Table 3. Com-491

pared with C3, C1 and C2 make more consistent492

results between DQ evaluation and MQD
T→Eval600.493

Because a dataset owning higher DQ should ex-494

hibit better all-sided ability, and perform better in495

the comprehensive evaluation, C1 and C2 are more496

rational than C3. To preserve a more general eval-497

uation covering as many metrics as possible, we498

choose C1 as the final definition of MQ, based on499

which DQ and SQ are devised.500

4.3 Single Dataset VS. Merged Dataset501

To build a comprehensive dataset integrating all502

capabilities, a simple yet direct way is to add all503

these single datasets together into one, denoted 504

as “Merge". By setting Eval600 as the evalua- 505

tion dataset, the MQD
T→Eval600 achieved by set- 506

ting each single dataset and the merged dataset as 507

tuning one DT is compared in Table 4. The simply 508

merged dataset achieves the greatest result, show- 509

ing adding all datasets together can contribute to 510

an all-powerful model that exhibits the best perfor- 511

mance on the comprehensive evaluation set cover- 512

ing all capabilities. 513

4.4 REVO-LION and Ablation Study on 514

Refinement Strategy 515

It has been validated that combining all datasets 516

together can develop an all-powerful model in a 517

comprehensive evaluation compared with single 518

datasets in Sec. 4.3. Considering that data quality 519

is more significant than data quantity (Zeng et al., 520

2024), we further perform data refinement based 521

on the above holistic evaluation. Specifically, we 522

collect part of the samples from each dataset to 523

build a comprehensive dataset. In addition to the 524

refinement strategy defined in Eq. 4, denoted as 525

S1, we design another two strategies for compar- 526

isons. The second strategy, namely S2, collects the 527

samples from each dataset randomly with the same 528

amount as in S1. The third strategy S3 adopts the 529

Gaussian distribution for sample selection. Specifi- 530

cally, for each dataset Di(i ∈ S), we calculate the 531

mean value µi and the standard deviation σi of SQ 532

of the samples in Di. The sample whose SQ exists 533

within an interval of λ times the standard deviation 534

σi around the mean value µi will be selected. S3 535

is formulated as: 536

S3 =
⋃
i∈S

xk
i ,

(xk
i ∈ Di, SQ

k
i ∈ [µi − λ · σi, µi + λ · σi]).

(6) 537

We adopt CIDEr, the hold-out metric in defining 538

MQ, to measure the comprehensive performance of 539

the model tuned on the refined dataset, thus making 540
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Table 4: MQD
T→Eval600 on SPLIT1 and SPLIT2 by using the Q-Former based architecture.

DT DetGPT LAMM LLaVAR LLaVACo LLaVADe LLaVARe Macaw MiniGPT-4 LRV Merge

Q-Former+SPLIT1 1.37 1.35 1.27 1.42 1.16 1.54 1.11 1.13 0.78 1.64
Q-Former+SPLIT2 1.38 1.36 1.29 1.43 1.18 1.55 1.12 1.12 0.79 1.64

Table 5: Evaluation on Eval600 measured by CIDEr using refinement strategies S1 and S2 with the portion P
ranging from 10% to 100%. “Nums" refers to the number of samples in the refined dataset for tuning.

Portion (P ) 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Q-Former+SPLIT1
Nums 92828 185650 278473 371293 464115 556940 649760 742584 835406 928225

S1-CIDEr 163.43 168.56 171.64 174.54 175.13 177.21 194.70 177.16 176.64 175.49
S2-CIDEr 165.21 168.63 170.18 171.91 172.82 174.37 174.22 175.62 176.03 175.49

Q-Former+SPLIT2
Nums 92807 185608 278410 371211 464012 556815 649616 742418 835219 928017

S1-CIDEr 165.03 170.87 173.56 174.89 175.99 178.33 178.87 178.23 178.80 175.49
S2-CIDEr 165.81 169.49 172.40 173.89 175.78 176.23 177.16 178.23 179.17 175.49

an objective evaluation for the data refinement. By541

setting Eval600 as the comprehensive evaluation542

set, and selecting a portion P of samples in each543

dataset, the result comparisons between S1 and S2544

are given in Table 5. The setting when P = 100%545

refers to simply adding all datasets together.546

For the refinement strategy S1, the results when547

P ∈ [50%, 90%] are all competitive and even548

better than those when using the simply merged549

dataset. It shows that S1 successfully collects550

high-quality samples in the refined dataset. Specifi-551

cally, the CIDEr rises with the increase of P from552

10% to 70%. When we select the top 50% sam-553

ples with higher SQ from each dataset, we can554

already achieve competitive performance compara-555

ble to those using the entire data. Then, the CIDEr556

achieves the highest when P = 70%. When P557

increases from 70% to 100%, the CIDEr results de-558

crease, which is caused by the involvement of sam-559

ples with lower SQ. Besides, comparing S1 with560

S2, when keeping the number of collected samples561

from each dataset the same, results achieved by562

selecting samples with higher SQ are almost better563

than those achieved by random selection, which564

validates that S1 is more effective than S2. More-565

over, for the refinement strategy S2, the CIDEr566

rises with the increase of P from 10% to 90%. It567

demonstrates that with the lack of effective data568

evaluation and refinement strategies, a direct way569

for improving the performance is just expanding570

the scale of datasets.571

In addition, results from the refinement strat-572

egy S3 when setting the times λ within [1.0, 1.5,573

2.0] are given in Table 6. Comparing the results574

achieved by setting λ = 1.0 in S3 with those575

achieved by setting P = 70% in S1 in Table 5,576

though more samples are collected in S3, the per-577

Table 6: Evaluation on Eval600 measured by CIDEr
using the refinement strategy S3 by setting λ ∈
[1.0, 1.5, 2.0]. “Nums" refers to the number of image-
instruction-answer triplets.

Times (λ) 1.0 1.5 2.0

Q-Former+SPLIT1 Nums 697374 838771 880426
CIDEr 173.94 175.07 176.52

Q-Former+SPLIT2 Nums 697346 838650 880206
CIDEr 175.88 178.45 179.32

formance achieved by S1 with fewer samples is 578

better. The same phenomenon also occurs in the 579

comparison between setting λ ∈ [1.5, 2.0] in S3 580

and setting P = 90% in S1 in Table 5. The com- 581

parisons prove that S1 is more effective than S3. 582

According to the above, the effectiveness of the 583

proposed tune-cross-evaluation paradigm and the 584

refinement strategy is systematically validated. 585

On this basis, we aim to release the REVO-LION 586

dataset by performing the evaluation and refine- 587

ment on the original datasets without partitions. 588

Details are given in Appendix D. 589

5 Conclusions and Outlook 590

In this paper, we pioneer the analysis of VLIT 591

datasets and propose the tune-cross-evaluation 592

paradigm. A model-free and human-free metric, 593

namely Meta Quality (MQ), is defined for meta 594

evaluation. It has been extended to Dataset Qual- 595

ity (DQ) and Sample Quality (SQ) for quantitative 596

evaluation. Based on the holistic evaluation, we 597

build a refined dataset REVO-LION by collecting 598

samples with higher SQ, which is proved to be sam- 599

ple efficient with great performance. In the released 600

version, REVO-LION includes a train set for devel- 601

oping an all-powerful model, and an evaluation set 602

to serve as a convenient yet stable benchmark. 603
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Limitations604

The evaluation paradigm are only limited to the605

datasets analyzed in this paper. The more datasets606

with various capabilities are involved in the evalua-607

tion, the more comprehensive analysis is achieved.608

As a result, the refined dataset can be used to de-609

velop a VLIT model performing well in more as-610

pects, and also as a more comprehensive evaluation611

benchmark. Incorporating more datasets into the612

proposed evaluation paradigm is flexibly allowed.613
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A Implementation Details844

Data Preparation. To ensure that each dataset845

is independent of each other and has no overlap-846

ping samples, in DetGPT (Pi et al., 2023), we re-847

move samples generated from MiniGPT-4 (Zhu848

et al., 2023); in LLaVAR (Zhang et al., 2023),849

we remove samples generated from LLaVA (Liu850

et al., 2024a). Concentrating on the vision-851

language field, in LAMM (Yin et al., 2024) and852

Macaw (Lyu et al., 2023), we only use the re-853

leased image-text data. In addition, the data in854

LLaVA (Liu et al., 2024a) is divided into three in-855

dependent ones: LLaVA-Conversation (LLaVACo),856

LLaVA-Detailed description (LLaVADe), LLaVA-857

Reasoning (LLaVARe) for their clear difference.858

In our main experiments, we adopt the architecture859

of InstructBLIP (Dai et al., 2023).860

To validate the effectiveness of the proposed data861

refinement strategy, we need to design an evalua-862

tion set covering all capabilities of these datasets.863

For this, we collect 80% samples from each dataset864

to build independent training sets, on which the865

tune-cross-evaluation paradigm and refinement are866

performed, and collect 600 samples from the re-867

maining 20% samples to build a balanced and868

comprehensive evaluation set, namely Eval600, as869

shown in Fig. 4. We choose 600 samples from870

each dataset for testing because the smallest dataset871

MiniGPT-4 (Zhu et al., 2023) includes about 3,500872

samples, and the 20% includes no more than 700873

samples. To build a balanced and comprehensive874

evaluation set, we finally set the number of selected875

samples from each dataset for evaluation as 600. To876

verify the effectiveness of the proposed evaluation877

Table 7: The hyperparameters for instruction tuning
using the architecture of InstructBLIP (Dai et al., 2023),
which adopts the Q-Former as the projection module.

Hyperparameters

Epochs 5
Warmup Epochs 1
Warmup initial learning rate 1e-8
Warmup end learning rate 1e-5
Warmup Schedule Linear
Learning rate decay Cosine
End (Minimum) learning rate 0
Batch size 128
Optimizer AdamW
AdamW β (0.9, 0.999)
Weight decay 0.05

Table 8: The hyperparameters for instruction tuning
using the architecture of LLaVA (Liu et al., 2024a),
which adopts the linear layer as the projection module.

Hyperparameters

Epochs 3
Learning rate 2e-5
Learning rate decay Cosine
Batch size 128
Optimizer AdamW
Weight decay 0.0

paradigm and data refinement on different data par- 878

titions, and ensure the universality of experimental 879

effect verification, we perform such data split twice 880

and get two sets, denoted as SPLIT1 and SPLIT2. 881

Instruction Tuning. The learnable projection 882

module is the Q-Former in BLIP2 (Li et al., 2023b), 883

the vision encoder is the pre-trained ViT-G/14 884

from EVA-CLIP (Fang et al., 2023), and the lan- 885

guage model is Vicuna-7B (Chiang et al., 2023). 886

Specifically, based on the selected vision encoder 887

and language model, the Q-Former used for in- 888

struction tuning has been pre-trained on 129M 889

images (Li et al., 2023b), including COCO (Lin 890

et al., 2014), Visual Genome (Krishna et al., 2017), 891

CC3M (Sharma et al., 2018), CC12M (Chang- 892

pinyo et al., 2021), SBU (Ordonez et al., 2011) 893

and LAION400M (Schuhmann et al., 2021). Based 894

on the official code of InstructBLIP (Dai et al., 895

2023), the learning hyperparameters during instruc- 896

tion tuning are listed in Table 7. Each dataset has 897

been adopted for tuning on 8 Nvidia A100 (80G) 898

GPUs with the vision encoder and language model 899

kept frozen, only parameters in the Q-Former are 900

optimized. 901
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Figure 4: The diagram of the data split process. It is designed to validate the effectiveness of the proposed tune-
cross-evaluation paradigm and the data refinement strategy in main experiments. Each original dataset is divided
into two parts: 80% samples are collected as a tuning set for data evaluation and refinement, and 600 samples
from the remaining 20% are collected into a balanced and comprehensive evaluation set. For robust validation, we
perform such partitions twice, thus creating SPLIT1 and SPLIT2 that are used in the main experiments.
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Figure 5: Results of data evaluation and refinement using the linear projection-based architecture. (Left) Visualiza-
tions of MQD

T→i(i ̸= T ) in DQ evaluation using the linear projection module. (Right) Result comparisons between
using the Q-Former andthe linear layer for projection using strategies S1 and S2.

B Data Evaluation and Refinement using902

the Linear Projection Module903

For a supplementary, we perform the data evalu-904

ation and refinement using SPLIT1 based on the905

architecture adopting the linear layer as the pro-906

jection module for VL alignment. Specifically,907

we take the architecture of LLaVA (Liu et al.,908

2024a). The vision encoder is the pre-trained ViT-909

L/14 in CLIP (Radford et al., 2021), and the lan-910

guage model is Vicuna-7B (Chiang et al., 2023).911

The linear layer used for instruction tuning has912

been pre-trained on 558K image-text pairs from913

LAION (Schuhmann et al., 2021), CC (Sharma914

et al., 2018) and SBU (Ordonez et al., 2011). We915

adopt the official code of LLaVA (Liu et al., 2024a)916

for instruction tuning with their default learning917

hyperparameters, which are given in Table 8. Each918

dataset has been adopted for tuning on 8 Nvidia919

A100 (80G) GPUs with the vision encoder and lan-920

guage model kept frozen, and only parameters in921

the linear layer are optimized.922

When setting each dataset as the tuning one DT ,923

its one-side qualities MQD
T→i(i ̸= T ) measured924

by other datasets are given in Fig. 5 (Left). It 925

shows that each dataset exhibits extremely high 926

similarity in the dataset-wise evaluation, leading 927

to almost equal DQ for each dataset, compared 928

with the results in Fig. 3. Consequently, using 929

the linear projection-based VLIT model cannot ef- 930

fectively distinguish differences among datasets, 931

resulting in invalid data evaluation. In addition, 932

based on the evaluation, we perform the data re- 933

finement using strategies S1 and S2. The refine- 934

ment results achieved by using the Q-Former and 935

the linear layer for projection are shown in Fig. 5 936

(Right). Obviously, when keeping both the vision 937

encoder and the language model frozen, using the 938

linear projection module results in a much more 939

unsatisfying performance than using the Q-Former. 940

Then, taking a deep comparison between the results 941

achieved by S1 and S2 using the linear layer-based 942

architecture, the CIDEr results vary within a small 943

range when the portion P of selected samples in 944

each dataset changes. The highest result in S1 re- 945

finement, which is higher than using all the data, 946

is achieved when only collecting 10% of samples 947
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Q: What is an appropriate caption based 
on two zebras' behavior and the baby 
zebra's focus?

A: Two adult zebras enjoying their meal at 
the feeding trough while the curious baby 
zebra gazes in another direction, keeping a 
watchful eye on the surroundings.

Q: What can be inferred about the capacity of this train, and why might it be 
beneficial for public transportation?

A: The train in the image is a double-decker passenger train, which suggests 
that it has a relatively high capacity to accommodate passengers as it has two 
levels of seating. Such trains are beneficial for public transportation systems, 
particularly in busy urban areas or popular train routes, because their 
increased capacity can accommodate more passengers during peak times and 
help reduce congestion in trains. Additionally, the larger capacity may also 
enable cost-efficient operations by allowing a greater number of passengers 
to be transported with fewer train cars or fewer trips, thus reducing 
operational costs and potentially leading to lower fares for the passenger. 
Overall, double-decker trains can improve the experience for both the public 
transportation service and the passengers using it.

Q: What activity are the two people 
engaging in on the cloudy day?

A: On the gray and cloudy day, the two 
people on the beach are flying kites. The 
kites can be seen in the sky as they 
control them, providing a recreational and 
enjoyable experience even on a less-than-
perfect day.

(a)
(b)

(c)

Figure 6: Three samples in LLaVA-Reasoning. (a) and (b) are easy reasoning problems, and similar to problems of
describing images. (c) is a hard reasoning problem requiring logical thoughts. Q: question. A: answer.

with higher SQ from each dataset. It shows that as948

a much simpler projection module, the linear layer949

does not need as much high-quality instruction data950

as the Q-Former. The simplicity of the projection951

module limits the greatest performance that can be952

improved by expanding the data scale. Besides,953

compared with S2, the strategy S1 is almost better954

with different portions.955

Except for the effectiveness of S1, which has956

been validated compared with S2, other results957

are inconsistent with ones using the architecture of958

InstructBLIP, and the linear projection module is959

not as good as the Q-Former. We make the deep960

analysis as follows. (1) From the perspective of961

the architecture, linear projection is quite simple962

in transferring the visual feature to the language963

space. While Q-Former adopts the pre-trained964

BERT (Kenton and Toutanova, 2019) as initializa-965

tion, and extracts the desired visual feature accord-966

ing to the texts using a more sophisticated cross-967

attention mechanism. (2) From the perspective of968

the pre-trained dataset, both the linear layer and969

the Q-Former have been pre-trained on large-scale970

image-text pairs for VL alignment before instruc-971

tion tuning. As demonstrated in Sec A, Q-Former972

in BLIP2 (Li et al., 2023b) has been pre-trained on973

129M images (Li et al., 2023b) from COCO (Lin974

et al., 2014), Visual Genome (Krishna et al., 2017),975

CC3M (Sharma et al., 2018), CC12M (Chang-976

pinyo et al., 2021), SBU (Ordonez et al., 2011) and977

LAION400M (Schuhmann et al., 2021). While the978

linear layer in LLaVA (Liu et al., 2024a) has been979

pre-trained only on 558K image-text pairs from980

LAION (Schuhmann et al., 2021), CC (Sharma981

et al., 2018) and SBU (Ordonez et al., 2011). The 982

significant difference between the amount of pre- 983

training dataset results in a much poorer VL align- 984

ment of the linear projection than the Q-Former. 985

C Supplemented Figures 986

The figures that are referenced in the main 987

manuscript are presented in this section. 988

Three samples form LLaVA-Reasoning are visu- 989

alized in Fig. 6, demonstrating its great diversity 990

covering problems vary from easy to hard. 991

D REVO-LION Release 992

According to the validated effectiveness on specific 993

data preparation in above experiments, to release 994

the REVO-LION, the evaluation and refinement are 995

performed on the original datasets without parti- 996

tions. As analyzed in Appendix B, using the linear 997

layer as the projection module for VL alignment 998

is inferior to using the Q-Former. Therefore, we 999

adopt the architecture of InstructBLIP, the detailed 1000

setting of which is delivered in Appendix A, for 1001

data evaluation and refinement. 1002

In the released dataset REVO-LION, the tune- 1003

cross-evaluation paradigm is directly performed on 1004

each original dataset without partition, as shown 1005

in Fig 7. According to the results in Table 5, set- 1006

ting the portion P = 70% can achieve the best 1007

performance. Therefore, we release the dataset 1008

with setting P = 70%. After refining each dataset, 1009

we divide it into a train set for instruction tuning 1010

and an evaluation set as a convenient yet stable 1011

benchmark. To keep a balanced dataset for eval- 1012
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Figure 7: The refining process of buiding REVO-LION from existing VLIT datasets. The proposed tune-cross-
evaluation paradigm is directly performed on each original dataset without partition. After the holistic evaluation,
the top 70% samples with higher SQ in each dataset are collected, in which 600 samples are collected into the
balanced and comprehensive evaluation benchmark, namely REVO-LION-Eval, and the remaining are collected
into the refined tuning dataset, namely REVO-LION-Tune, for developing an all-powerful model.

No, there is no presence of a laptop or computer in the image.

Is there any presence of laptop or computer in the image?

No, there is no presence of laptop or computer in the image therefore the 
answer is [].

No, there is no presence of a laptop or computer in the image.

No, there is no presence of a laptop or computer in the image.

No, there is no presence of a laptop or computer in the image.

No, there is no presence of a laptop or computer in the image the image shows a 
brown and white boxer dog sleeping on a bed.

No, there is no presence of laptop or computer in the image.

No, there is no presence of laptop or computer in the image.

No, there is no presence of a laptop or computer in the image.

Instruction (DetGPT)

Annotation (DetGPT)

Figure 8: A sample in DetGPT with high SQ measured by other datasets.

uation, we select 600 samples from each refined1013

dataset to build the evaluation set, namely REVO-1014

LION-Eval. The remaining samples in each refined1015

dataset are combined into the instruction tuning1016

dataset, namely REVO-LION-Tune. Statistics of1017

number of image-instruction-answer triplets in the1018

REVO-LION-Tune is given in the Table 9. More-1019

over, as the annotations in REVO-LION share the1020

same style of open-ended texts generated by LLMs,1021

the caption metrics can be directly adopted for a1022

model-free and human-free performance evaluation1023

when using the REVO-LION-Eval as the bench-1024

mark.1025

E SQ Evaluation Cases1026

Based on the proposed tune-cross-evaluation1027

paradigm, the sample-level data quality are evalu-1028

ated by the proposed SQ. Taking the Fig. 8 as an1029

example, by calculating MQS
i→E(i ̸= E) between1030

the generated answers and the annotation, the com-1031

prehensive quality of this sample can be obtained.1032

Table 9: Statistics of number of image-instruction-
answer triplets in the released REVO-LION-Tune
dataset.

Datasets Size

DetGPT (Pi et al., 2023) 21486
LAMM (Yin et al., 2024) 352035
LLaVAR (Zhang et al., 2023) 23084
LLaVACo (Liu et al., 2024a) 177807
LLaVADe (Liu et al., 2024a) 15668
LLaVARe (Liu et al., 2024a) 53051
Macaw (Lyu et al., 2023) 45187
MiniGPT-4 (Zhu et al., 2023) 1808
LRV (Liu et al., 2023) 101588

Sum 791714

Due to the high similarity among the generated 1033

answers, the calculated SQ of this sample is quite 1034

high. 1035

More evaluation samples with high SQ and low 1036

SQ are presented from Fig. 9 to Fig. 25 1037
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You need a fishing rod to go fishing.

I want to go fishing what object do i need?

In the image, there are boats present in the water, which you can use for fishing therefore 
the answer is [boat].

You need a fishing rod to go fishing.

To go fishing, you will need a fishing rod, fishing line, hooks, bait, and possibly a 
fishing license.
I need a fishing rod to go fishing what object do i need? i need a fishing rod to go 
fishing.
To go fishing, you will need a fishing rod, fishing line, hooks, bait, and appropriate 
fishing gear.

You need a fishing rod and some bait to go fishing.

A fishing rod and reel.

A fishing rod and bait.

Instruction (DetGPT)

Annotation (DetGPT)

Figure 9: A sample in DetGPT with low SQ measured by other datasets.

The skateboarder is performing a trick where he is riding his skateboard down a 
ramp.

What type of trick is the skateboarder performing?

Based on the image, a specific trick name cannot be confidently provided however, one can see that the 
skateboarder is skillfully maneuvering his board in the air, which demonstrates his expertise and talent in the sport.

In the image, the skateboarder is performing a trick called a kickflip therefore the 
answer is [kickflip].

The skateboarder is performing a trick on a ramp.

The skateboarder is performing a trick on a ramp.

In the image, the skateboarder is performing a trick where he is riding his 
skateboard on top of a wooden ramp.

The skateboarder is performing a trick on a ramp.

The skateboarder is performing a trick on a ramp.

The skateboarder is performing a trick.

Instruction (LLaVACo)

Annotation (LLaVACo)

Skateboarders should always prioritize safety while skateboarding, they should 
wear protective gear such as helmets, knees.

What should skateboarders consider for their safety during skateboarding?

For their safety, skateboarders should take several precautions while skating, especially when performing tricks or 
riding in skate parks or urban environments some important safety measures include 1 wearing appropriate 
protective gear it is essential to wear a well-fitted helmet to protect the head from injuries during falls or collisions.

There are skateboard and person in the image, skateboarders should consider 
wearing protective gear such as helmets, knees.
Skateboarders should always wear protective gear such as helmets, knee pads, 
elbow pads.
Skateboarding is a popular recreational activity, but it can be dangerous if proper 
safety measures are not taken into consideration skateboarders.
Skateboarders should consider several factors to ensure their safety during 
skateboarding first, they should always wear protective gear.
Skateboarders should consider wearing protective gear such as helmets, knee pads, 
and elbow pads.
Skateboarding can be a fun and exciting activity, but it can also be dangerous if 
proper safety precautions are not taken.
Skateboarders should wear protective gear such as helmets, knee pads, elbow 
pads, and wrist.

Instruction (LLaVACo)

Annotation (LLaVACo)

Figure 10: A conversation sample in LLaVA-Conversation with low SQ measured by other datasets.
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The main object in the image is a pair of scissors.

What is the main object in the image?

The main object in the image is a broken pair of scissors lying on the ground.

In the image, the main object is the scissors therefore the answer is [scissors].

The main object in the image is a pair of scissors.

The main object in the image is a pair of orange and white scissors placed on top of 
a piece of cement.
The main object in the image is a pair of scissors, specifically an orange-handled 
pair, which is lying on the sidewalk.

The main object in the image is a pair of scissors.

The main object in the image is a pair of scissors.

A pair of scissors.

Instruction (LLaVACo)

Annotation (LLaVACo)

The handle of the broken scissors is orange.

What color is the handle of the broken scissors?

The handle of the broken scissors is orange.

In the image, the handle of the broken scissors is orange therefore the answer is 
[orange].

The handle of the broken scissors is orange.

The color of the handle of the broken scissors is orange.

The handle of the broken scissors is orange in color.

The handle of the broken scissors is orange.

The handle of the broken scissors is orange.

The handle of the broken scissors is orange.

Instruction (LLaVACo)

Annotation (LLaVACo)

The broken scissors are lying on a concrete surface.

What type of surface are the broken scissors lying on?

The broken scissors are lying on a concrete surface, which has a weather-beaten yellow line 
painted on it.

In the image, the broken scissors are lying on a concrete surface therefore the 
answer is [concrete].

The broken scissors are lying on a concrete surface.

The broken scissors are lying on a concrete surface.

The broken scissors are lying on a concrete surface in the image, which suggests 
that they have fallen or been discarded.

The broken scissors are lying on a concrete surface.

The broken scissors are lying on a concrete surface.

The broken scissors are lying on a concrete surface.

Instruction (LLaVACo)

Annotation (LLaVACo)

Figure 11: A conversation sample in LLaVA-Conversation with high SQ measured by other datasets.
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In the image, the tennis player is wearing a black t-shirt and shorts therefore the 
answer is [black t-shirt].

Describe the outfit of the tennis player.

The tennis player is wearing a black t-shirt, shorts, a wristband, and tennis shoes.

The tennis player is wearing a black t-shirt and black shorts.

The tennis player is wearing a black outfit, which likely includes a shirt, shorts, and 
shoes.
The tennis player is wearing a black t-shirt and shorts he is holding a tennis racket 
in his right hand.
In the image the tennis player in the image is wearing a black t-shirt and shorts he is 
also holding a tennis racket.

In the image the tennis player in the image is wearing a black t-shirt and shorts.

The tennis player is wearing a black t-shirt and black shorts.

The tennis player is wearing a black shirt, black shorts, white socks, and black 
shoes.

Instruction (LAMM)

Annotation (LAMM)

Figure 12: A sample in LAMM with high SQ measured by other datasets.

In the image, there are people and a soccer ball therefore the answer is [soccer ball].

The team's name is htwn.

The team's name is thw.

2010 fifa world cup winners.

The three letters name the team in the image, which is a group of young soccer 
players wearing blue shirts on a soccer.

The three letters name the team in the image.

What three letters name the team? what three letters name the team? what three 
letters name the team? what three letters name the team?

Houston dynamo, miami fc, new york red bulls.

What three letters name the team?

A careful examination of the picture indicates that the correct answer is hwt.

Instruction (LAMM)

Annotation (LAMM)

Figure 13: A sample in LAMM with low SQ measured by other datasets.

The answer to this question can be determined by a meticulous examination of the 
image, and it is ebony roberts.

What is the author's name?

The author's name is ebony roberts.

In the book, the author's name is ebony roberts therefore the answer is [ebony 
roberts].

The author's name is ebony roberts.

The love prison made and unauthorized life of ebony roberts.

The author's name is ebony roberts.

The author's name is ebony roberts.

The author's name is person.

The author's name is ebony roberts.

Instruction (LLaVAR)

Annotation (LLaVAR)

Figure 14: A sample in LLaVAR with high SQ measured by other datasets.
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Cinesamples cineperc is a company that specializes in the production of percussion 
samples for use in film, television, and video.

What is cinesamples cineperc?

Cinesamples cineperc is an orchestral music production package designed for composers and music producers it 
offers a wide range of sounds, including percussion instruments, to create realistic and high-quality orchestral 
music for various projects, such as film scoring, video game soundtracks, and other multimedia productions

In the image, there is a book with the title cinesamples cineperc therefore the 
answer is [cinesamples cineper].
Cineperc is a company that specializes in providing high-quality audio and video 
samples for filmmakers, composers.

What is cinesamples cineperc?

Cinesamples cineperc is a company that specializes in providing high-quality audio 
and video samples for use in various industries.
Cinesamples cineperc is a software program that allows users to create and edit 
cinematic sound effects.

What is cineperc?

Cinesamples cineperc is a dvd that teaches you how to use the cineperc software.

Instruction (LLaVAR)

Annotation (LLaVAR)

Figure 15: A sample in LLaVAR with low SQ measured by other datasets.

The image captures a heartwarming scene of a young boy engrossed in his meal he 
is seated at a wooden table.

Write a detailed description of the given image.

In the image, a young boy is sitting on a chair at a dining table with a plate of food in front of him he appears to be 
cutting a dessert, such as a donut or bagel, using a knife and fork the boy seems to be smiling and looking.

In the image, there is a boy sitting at a dining table with a plate of food in front of 
him he is using a knife.
The image shows a young boy sitting at a table with a plate of food in front of him 
he appears to be enjoying his meal.
In the image, a young boy is sitting at a wooden table with a plate of food in front of 
him he is holding a knife.
In the image, a young boy is sitting at a dining table with a plate of food in front of 
him he is using a fork.

The image shows a young boy sitting at a table with a plate of food in front of him.

This image shows a young boy sitting at a table with a plate of food in front of him 
he is using a knife and fork to cut.
A young boy wearing glasses is sitting at a wooden table with a green plate in front 
of him, holding a spoon and fork.

Instruction (LLaVADe)

Annotation (LLaVADe)

Figure 16: A sample in LLaVA-Detailed description with high SQ measured by other datasets.

The image captures an exciting moment at a skateboarding event, where a man is 
skillfully navigating through a series of orange.

What's happening in the scene?

The image showcases a skateboard race competition where young people are competing, two skateboarders are 
racing around cones on the course, skillfully maneuvering their skateboards a crowd of spectators, including children 
and adults, are lined up on both sides of the course, watching the competition intently, numerous umbrellas are set.

In the image, there is a skateboarder riding a skateboard on an obstacle course 
therefore the answer is [skate].

In the scene, a man is riding a skateboard through an obstacle course.

In the scene, there is a man riding a skateboard through an obstacle course, which 
consists of orange cones.
In the scene, there is a group of people participating in a skateboarding competition 
they are riding skateboards down a long.

A man is riding a skateboard through an obstacle course.

A group of people are participating in a skateboarding competition.

People are participating in a skateboarding competition.

Instruction (LLaVADe)

Annotation (LLaVADe)

Figure 17: A sample in LLaVA-Detailed description with low SQ measured by other datasets.

18



The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the sun.

What is the most likely reason for the young girl to be holding an umbrella while sitting in a lawn chair?

The most likely reason for the young girl to be holding an umbrella while sitting in a lawn chair is that she is trying to 
protect herself from either the sun or rain, the umbrella serves as a shield, providing shade and a cool space for the girl.

The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the rain.
The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the rain.
The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the sun.
The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the rain.
The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the rain.
The most likely reason for the young girl to be holding an umbrella while sitting in a 
lawn chair is to protect herself from the rain.

To protect herself from the rain.

Instruction (LLaVARe)

Annotation (LLaVARe)

Figure 18: A sample in LLaVA-Reasoning with high SQ measured by other datasets.

Apart from the pizzas, there are plates, silverware, and glasses on the table.

What can be observed on the table apart from pizzas?

Apart from pizzas on the table, there are cups and bowls present, there are three cups spread across the table, probably 
holding beverages for the people enjoying their meal additionally, there are three bowls on the table, which might 
contain other food items, sauces, or side dishes these items contribute.

In the image, there are pizzas on the table, and people are eating them therefore the 
answer is [pizza].
On the table, there are plates, forks, knives, and glasses, suggesting that the group 
is enjoying a meal.
Apart from pizzas, there are plates of food on the table, suggesting that the group is 
enjoying a meal together.
The image depicts a group of people sitting around a dining table, enjoying a meal 
together they are eating pizzas.

There are plates, forks, knives, and napkins on the table.

A group of people are sitting around a table eating pizza and drinking beer. They are 
all wearing casual clothing.

Plates, forks, knives, and napkins.

Instruction (LLaVARe)

Annotation (LLaVARe)

Figure 19: A sample in LLaVA-Reasoning with low SQ measured by other datasets.

The technique used to fold paper in the creation of the collared shirt and tie is called 
origami.

What is the name of the technique used to fold paper in the creation of the collared shirt and tie in the image?

The technique used to fold paper in the creation of the collared shirt and tie in the image is likely 
origami.

The technique used to fold paper in the creation of the collared shirt and tie is called 
origami therefore the answer is [origami].
The technique used to fold paper in the creation of the collared shirt and tie is called 
origami.
The technique used to fold paper in the creation of the collared shirt and tie is called 
origami.
The technique used to fold paper in the creation of the collared shirt and tie is called 
origami.
The technique used to fold paper in the creation of the collared shirt and tie is called 
origami this traditional japanese art.
The name of the technique used to fold paper in the creation of the collared shirt 
and tie in the image is origami.

The technique is called origami.

Instruction (Macaw)

Annotation (Macaw)

Figure 20: A sample in Macaw with high SQ measured by other datasets.
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While skateboarding can be a fun and exciting activity, there are several dangers 
involved in performing tricks like the one depicted.

What kinds of dangers might be involved in performing this kind of activity?

Some dangers might include falling, getting injured, or hitting objects in the surrounding 
environment.

There are skateboard, person, and backpack in the image performing tricks on a 
skateboard can be dangerous.
There are several dangers involved in performing skateboarding tricks, such as the 
risk of falling, colliding with obstacles.
Performing tricks on a skateboard, such as jumping over a rail or ramp, can pose 
several dangers to the skate.
The image depicts a skateboarder performing a trick on a ramp, jumping high into 
the air with his skateboard.
Performing tricks on a skateboard, such as the one depicted in the image, can 
involve several dangers firstly.
The skateboarder is performing a trick on a ramp in a skate park. He is wearing a 
white t-shirt.

The skateboarder could fall off the skateboard and get injured.

Instruction (Macaw)

Annotation (Macaw)

Figure 21: A sample in Macaw with low SQ measured by other datasets.

There are two bears in the water and one bear on rocks.

How many bears appear in the water and how many are on rocks?

There are two bears on rocks and one bear in the water.

In the image, there are two bears visible, one on the rocks and the other in the water 
therefore the answer is [2].

There are two bears in the water and one bear on rocks.

There are two bears in the water and two bears on rocks.

There are two bears in the water and two bears on rocks.

There are two bears in the water and one bear on rocks in the image the two bears 
in the water are swimming or wading.

There are two bears in the water and two bears on rocks.

There are two bears in the water and two bears on rocks.

Instruction (LRV)

Annotation (LRV)

No, there are no animals visible in this image.

Are there any animals in this image?

No, there are no animals in the image.

In the image, there are no animals present therefore the answer is [].

No, there are no animals in this image.

No, there are no animals in this image.

No, there are no animals in this image the scene depicts a large group of people 
gathered in a grassy field, flying kites.
No, there are no animals in this image it appears to be a group of people gathered 
in a grassy field, engaging in various activities.

No, there are no animals in this image.

No, there are no animals in this image.

Instruction (LRV)

Annotation (LRV)

Figure 22: Two samples in LRV with high SQ measured by other datasets.
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1 is the poorest quality and 10 is the best quality.

Rate the image quality from 1 to 10 in terms of clarity and details

7.

The image quality in terms of clarity and details is high therefore the answer is [10].

The image quality is 10, meaning it is very clear and detailed.

The image quality is a 10, as it provides a clear and detailed view of the young man 
catching the baseball.
The image depicts a young man in an orange shirt catching a baseball with a glove 
he is standing on a grassy field.
The image quality is rated 8 out of 10 in terms of clarity and details the image shows 
a young man.

The image quality is around 8 or 9 in terms of clarity and details.

The man is wearing an orange t-shirt and a baseball cap, and he is reaching out to 
catch the ball with his glove.

Instruction (LRV)

Annotation (LRV)

Figure 23: A sample in LRV with low SQ measured by other datasets.

This image showcases a large military helicopter, the sikorsky uh-60 black hawk, in 
mid-air.

Could you describe the contents of this image for me?

This image shows a helicopter flying over the ocean with a large ship in the background the 
helicopter appears to be a military.

In the image, there is a helicopter flying over the ocean with a boat in the background 
therefore, the image contains a helicopter.

The image depicts a helicopter flying over the ocean with a ship in the background.

The image depicts a military helicopter, specifically a us navy seahawk helicopter, 
flying over the ocean.
The image depicts a large military helicopter flying over the ocean, with a ship in the 
background the helicopter appears to be.
The image depicts a large military helicopter flying over the ocean, with a ship in the 
background the helicopter appears to be.

The image depicts a military helicopter flying over the ocean.

A helicopter flying over the ocean with a ship in the background.

Instruction (MiniGPT4)

Annotation (MiniGPT4)

Figure 24: A sample in MiniGPT-4 with high SQ measured by other datasets.

The first image depicts a tidy home office desk setting in the center of the desk, 
there is a laptop placed.

Please provide a detailed description of the picture.

The image shows a row of clocks with different times on them. The clock on the left reads 12:00, the one in the middle reads 3:00, 
and the one on the right reads 6:00. The clocks have white faces and black hands. They are arranged in a straight line, slightly 
overlapping each other. They are mounted on a white wall, and there is nothing else in the image.

In the image there are six clocks arranged in a line on a white background, with each 
clock showing a different time in different cities.
The picture shows a white wall with five clocks on it, each representing different 
cities around the world.
The picture features four clocks arranged in a row on a white background the 
clocks are lined up side by side and show different time zones.
The image depicts a white wall with five clocks displayed on it, each representing a 
different time zone the clocks are arranged.
The image depicts a white wall with four clocks displayed on it, each representing a 
different time zone the clocks are lined up.

The image depicts a group of clocks arranged in a line on a white background.

There is a white wall with four clocks on it, each showing the time in different cities 
new york, london, tokyo.

Instruction (MiniGPT4)

Annotation (MiniGPT4)

Figure 25: A sample in MiniGPT-4 with low SQ measured by other datasets.
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