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Abstract

Interest in creating language models (LMs) ca-
pable of solving challenging math and cod-
ing questions has given rise to a host of new
sampling strategies. One of the simplest ap-
proaches for questions that are difficult to solve
but easy to verify is to sample repeatedly un-
til the LM derives a correct solution. Due
to the high cost of these sampling methods,
even small gains in reasoning efficiency mat-
ter. Drawing inspiration from recent work that
developed logit processors that improve cre-
ative outputs from LMs, we develop the first
logit processor, entro-p, that specifically tar-
gets improved performance on pass@k reason-
ing tasks for LMs. Designing a logit proces-
sor for pass @k reasoning tasks is challenging
because for small £, the optimal strategy is
close to greedy sampling, but for large &, one
might sample from the unprocessed logits to
maximize the range of solutions in the search
space. Our processor, entro-p, finds a happy
medium between these two extremes that is
able to improve both high and low-k perfor-
mance relative to existing logit processors. Us-
ing entro-p, we are able to achieve performance
gains on pass@ 100 performance of up to 2%
on the MATH, AIME?24, and AIME25 bench-
marks, and up to 3.1% on the MBPP bench-
mark. These efficiency gains, which come at
little extra cost during inference time, demon-
strate that improvements in reasoning efficiency
do not always require additional training re-
sources. Moreover, they broaden understanding
of how targeted logit processing can improve
task performance beyond creative content gen-
eration.

1 Introduction

Currently, there are many reasoning, math, and
coding questions that language models (LMs) can-
not solve consistently in a single attempt (Brown
et al., 2024). To remedy this problem, some re-
searchers have explored increasing inference-time

compute to improve models’ capacity to excel at
reasoning tasks. There are many reasoning tasks
that are difficult to solve, but easy to verify (Ku-
lal et al., 2019; Chen et al., 2021). For such tasks
Brown et al. (2024) suggested a naive but effective
solution: one can prompt LMs thousands of times
in parallel to improve their probability of solving
difficult problems at least once. Language models
prompted using this method are known as “Large
Language Monkeys.”

In the Large Language Monkeys setting, prac-
titioners set a fixed per-question compute budget
that could allow for up to 10,000 independent sam-
ples. They then repeatedly ask a language model
the same question. Performance on the ¢th question
is measured by pass; @k, given by

pass,Qk =

E [H [Any attempt on i-th problem succeeds] | .
k Attempts
ey

This per-question success rate is averaged over
the entire dataset, so that pass@F on the full dataset
D containing P problems is defined as

P
1
passpQk = 2 Z; pass;Qk.

To estimate pass;@Qk, we used the unbiased
and numerically stable estimator from Chen et al.
(2021) and followed the procedure from Anony-
mous (2025): for the ¢-th problem, sample n > k
attempts per problem, count the number of suc-
cesses ¢, and then compute an estimate of pass; @k
for different k& values using the expression:
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Independently sampling to solve hard problems

is hugely expensive; any improvement in efficiency

can save large amounts of compute. Inspired by
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recent improvements in creativity garnered by im-
proved logit processors (Nguyen et al., 2024), we
ask: is there a logit processor that can improve
pass @k reasoning performance?

In this paper, we demonstrate that the choice of
logit processor has a significant impact on pass@k
success rates: appropriate logit processors can im-
prove pass@1 accuracy by over 10% relative to
“base" sampling (i.e. sampling using un-truncated
logits) on common math and coding benchmarks.
We discover a surprising paradox: a logit processor
that performs well using a pass@1 metric often
performs poorly using a pass @k metric for large
values of k. This is illustrated theoretically in Sec-
tion 5.2. Ideally, one would like a logit processor
that performs well on both pass@1 and pass@Fk
metrics. Towards this goal, we propose the entro-
p logit processor in Section 3 as a dynamic vari-
ant of min-p. We compare entro-p to other token
sampling methods including min-p (Nguyen et al.,
2024), top-p (Holtzman et al., 2020), and base sam-
pling in Section 4. The comparison is made across
the benchmark datasets MATH (Hendrycks et al.,
2021), MBPP (Austin et al., 2021), and AlpacaEval
Creative Writing (Li et al., 2023). These compar-
isons show that entro-p holds a slight edge over
other token sampling methods using pass @k met-
rics for both large and small values of &k, demon-
strating that it improves factuality overall, while
contributing little additional latency to generation.

To summarize our contributions:

1. We show that the choice of logit processor
has a strong impact on model performance on
reasoning tasks: a good processor can garner
performance gains up to 10% over base sam-
pling for both pass@1 and pass@Fk, k ~ 500.

2. We highlight an interesting paradox: strong
performance under a pass@1 metric often
translates into poor performance under a
pass @k metric for large k.

3. We introduce entro-p, a logit processor that is
able to perform well under pass@k for both
large and small k on reasoning tasks. In addi-
tion to showing good performance on reason-
ing benchmarks, entro-p achieves SOTA per-
formance on Alpaca Creative Eval (Li et al.,
2023), showing that reasoning performance
does not need to compromise creativity.

2 Background

To better contextualize this paper, we explain the
notion of truncation sampling, which gave rise to
several modern logit processors. Language models
are often miscalibrated on low-probability tokens,
assigning non-zero probabilities to tokens that do
not make sense. Hewitt et al. (2022) showed that
pure sampling is deficient because language mod-
els typically predict a non-zero probability for all
possible tokens at each generation step, which is a
byproduct of using cross-entropy loss during pre-
training and not a feature of the empirical distribu-
tion of language (Meister and Cotterell, 2021). In-
deed, Holtzman et al. (2020) showed that pure sam-
pling (sampling directly from a language model’s
predicted probability distribution) can lead to inco-
herent text. To address this problem, practitioners
introduced truncation sampling, which removes
low-probability tokens and recalculates the sam-
pling distribution over the tokens that are left.

Before describing past methods of truncation
sampling, or logit processing, we establish some
common notation. Let V denote the vocabulary of
a language model, and let Py(z¢|z1.4—1) represent
the conditional probability distribution for the next
token x;. Here x1.+—1 denotes the sequence of the
first ¢ — 1 generated tokens. In practice, next-token
probabilities are output as logits by the language
model. Formally, if [V| = n, then

Ty € {Ul’ "'avn}

where the language model assigns a logit score ¢;
to v;. One can recover the probability distribution
over (v1, ..., v, ) via the softmax function:
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During truncation sampling, one selects a subset
S C V, resetting the probability

Py (vi|z1:4-1) =

eli
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0 else.

Py(vi|T1:4-1) =

We denote the reverse order statistics of the log-
its by £(1y > {3y > -+ > L), and we use the
same convention for the corresponding probabili-
ties and the vocabulary: v(y) is the token with the
highest predicted probability, which is p).

Having established this notation, we can now
describe the leading existing logit processors.



2.1 Top-p

Holtzman et al. (2020) introduced the first trunca-
tion method: top-p sampling. Top-p sets

7
¢ = min i:Zp(i) >p
j=1

Then, it selects the set S C V to be

S = {1)(1), ...,U(C)}.

In words, top-p selects the most probable tokens
that contain at least p of the total probability mass
in the sampling distribution for the next token.

2.2 Top-k

Top-k sampling selects S = {v(y), ..., () }. Typ-
ically, k is chosen betwen 15 and 100 tokens.
Setting £ = 1, one recovers greedy decoding.
Although simple, this method helped Fan et al.
(2018a) achieve significant gains for neural story
generation in 2018.

2.3 Min-p

Recently, Nguyen et al. (2024) discovered that set-
ting a hard cutoff, as top-p and top-£ do, can inhibit
creativity. They achieved increases in creativity
through the min-p logit processor, which sets

S ={vi :pi > pay-p}

In other words, min-p considers all tokens that
have a probability at least p times the probability
of the most-likely next token. Although simple,
this method significantly improves creativity as
measured by both human evaluations and Alpaca
(Li et al., 2023).

With these past logit processing methods for con-
text, we now proceed to describe our new logit
processor for reasoning tasks: entro-p.

3 entro-p

3.1 Motivation

Nguyen et al. (2024) noted that using an adaptive
threshold can improve creativity in LMs. However,
the threshold set by Nguyen et al. (2024) depends
only on the most probable token; thus, it does not
account for other information in the predicted prob-
ability distribution. Intuitively, truncation sampling
should filter logits more aggressively when the LM
exhibits higher certainty about the “correct" next

token, and less aggressively when there is more
uncertainty. We measure the LM’s uncertainty us-
ing entropy, allowing us to produce a more flexible
cutoff that yields better results than min-p. Since
the calculation of the cutoff in entro-p involves
the whole probability distribution (via the entropy),
entro-p has better sensitivity to the whole probabil-
ity distribution in comparison to min-p.

A second motivation for entro-p comes from
our observations of pass@Fk performance across
different samplers. As we demonstrate in Section 5,
superior performance in pass@ 1 sampling typically
translates into degraded performance in pass@k
sampling. Through entro-p, we aim to build a logit
processor that can perform well on both pass@1
and pass @£k, catering to multiple different compute
budgets.

3.2 Method Description

In this section, we describe entro-p sampling,
which uses entropy-based adaptive thresholds to
improve upon min-p sampling. Before proceeding
to the method, we briefly review the definition of
entropy, which is central to our method. Recall
that for a discrete probability distribution that takes
values 1, ..., x,, with probabilities p1, ..., p,, the
entropy is defined as

h=— Zpi log(p;).
i1

Entropy is maximized by a uniform probability
distribution, and minimized by a distribution that
puts all probability mass on a single point. Entro-p
truncates aggressively when measured entropy is
low, and less aggressively when measured entropy
is high. Recall that in our notation from Section 2,
an LM selects x; € V from the distribution given
by
zp ~ Po(we|T1:4-1)-

The reverse order statistics of the logits are denoted
by £(1) > ... > {(5). In our notation, a logit pro-
cessor selects a subset S C V of tokens to consider
during sampling.

Let U and L be hyperparameters used to clamp
the measured entropy, and d be an additional hy-
perparameter used in Step 5. When selecting the
next token, the entro-p logit processor proceeds in
the following steps:

1. Find the maximum logit £ (1.



2. Reduce the tokens under consideration from
Vi S = {Ui PP 2 260 677} and let
Py (z¢|z1.1—1) denote the resulting (renormal-
ized) distribution.

= exp(4;)

3. Recalculate p; = S s exp@)’

4. Compute the entropy h = Ry of
Py(xi|z1:4-1):

he ==Y pilog .
vieé‘

5. Refine the set S further by setting S = {v; €
S pi = (pay — (d+h))}

6. Replace h by the clamped value h* =
max(min(h,, U), L).

7. Scale the logits corresponding to tokens in the
set S by Ezcale = {;/h* for v; € S. Finally,
sample the next token using the logits £5°.

The number of tokens in the vocabulary is fixed.
Since the only operations needed to implement
entro-p are sorting and calculation of entropy, entro-
p has a run-time of O(|V|log(|V|)), which is in-
significant compared to the forward method of a
modern LM for |V| ~ 128,000.

3.3 entro-p Case Study

We now provide a case study illustrating how entro-
p can reduce the occurrence of errors in contexts
requiring technical reasoning. Recall that in such a
context, the logit distributions are very often highly
concentrated on only a few tokens. It is thus gen-
erally beneficial to truncate more conservatively,
such as by using a lower p value in top-p sampling,
or by employing a lower temperature for scaling.
These methods are relatively static, and in some
cases, insufficient.

In Figure 1, we show an interaction in which
the language model initially makes a mistake in
the penultimate step of its evaluation of a mathe-
matical expression. Towards the end of its second
response, the model is tempted again to make the
same mistake, as can be seen in the relatively high
logit score for the token ‘3. Entro-p utilizes the
entropy of the distribution at this step of generation
to determine the truncation level, indicated by the
dotted blue line, discarding the incorrect token. On
the other hand, we see that even under a restrictive
choice of p, the min-p processor fails to filter out
this token.

User: Evaluate 4° + i~ 2% + %5,
Assistant: To evaluate 3° + 2% + i*®, we use the fact
thati* =1..., i = ... = —i.
... Therefore, i® 43725 +i% = j — (—i) +
1= 3,
User: Why is there a subtraction in the last step?
Assistant: The subtraction is not necessary. ... The
correct step is simply adding ¢ and —: to
get 0, and then adding 7 to get _____

Logit value

22 —e— Logits within 7 nats of max logit
---- Entropy cutoff
=+ Min-p w/ p=0.2 cutoff

\\.

3 2 1
Tokens

Figure 1: An instance in which entro-p filters out flawed
tokens more selectively than min-p. This graph shows
the logit scores of top tokens at a generation step in a
conversation initiated by a math reasoning problem from
the MATH dataset. The dotted grey line indicates the
truncation level of min-p set to p = 0.2, and the dashed
blue line indicates the truncation level of entro-p. The
correct token is ‘¢’ and is retained by both processors,
but min-p also retains the incorrect token ‘3.’

4 Experimental Setup
4.1 Datasets

We evaluate the effectiveness of entro-p against
min-p sampling and base sampling (using only tem-
perature scaling) on three widely used benchmarks
focused on reasoning: MATH (Hendrycks et al.,
2021), MBPP (Austin et al., 2021), and AlpacaEval
for creativity (Li et al., 2023). These benchmarks
allow for easily verifiable solutions, either by com-
paring numerical outputs with provided answers or
by executing simple Python scripts and checking
for successful system exits.

Our experimental datasets for evaluations are as
follows:

e The MATH dataset consists of 12,500 chal-
lenging math word problems with solutions
written in I£[[EXcontaining boxed final numer-
ical answers (Hendrycks et al., 2021). We
employ 4-shot prompting, following Gao et al.
(2024)’s Minerva MATH task, without the use



of chat-templating.

* The MBPP (Mostly Basic Programming Prob-
lems) dataset consists of 974 problem state-
ments requesting Python code to perform sim-
ple tasks, and test cases for each problem to
check if a purported solution indeed solves
the task at hand. We use 3-shot prompting
without the use of chat-templating in order
for the model to produce functioning Python
code without the extraneous outputs typically
produced by instruction-tuned models.

¢ The AIME24 dataset (Jia, 2024) consists of
problem statements and solutions to the 2024
American Invitational Mathematics Examina-
tion (AIME). This is a small dataset contain-
ing 30 questions and answers. The final an-
swers for these problems are numerical and
reported separately from the problem solution
for easy verification.

* The AlpacaEval Creative Writing uses LLM-
as-a-judge to measure the efficacy of an LM
on creative prompts (Li et al., 2023). The
win rate is computed for all sampling methods
against base sampling with temperature 1. We
use GPT-40 as our LLM judge.

From MATH and MBPP, which are large bench-
mark datasets, we select 300 questions at ran-
dom, filtering out problems and solutions from
the MATH dataset that were beyond 600 tokens
in combined length in order to avoid cases where
the model’s outputs are truncated before it reaches
a final answer. We are unable to do pass@F evalu-
ations on more than 300 questions, since we have
to sample 500 questions per problem for a total of
150,000 runs per dataset. We carry out our eval-
uations on MATH and MBPP using EleutherAI’s
language model evaluation harness Im-eval (Gao
et al., 2024) and using vLLM (Kwon et al., 2023)
with roughly 2,400 Nvidia a4000 GPU hours. We
evaluate pass@Fk on all problems in the AIME2024
dataset.

4.2 Evaluation Details

We test three logit processors: pure sampling with
temperature scaling (base), min-p, and entro-p. On
MBPP we tested these processors on the mod-
els Gemma-2-2b-it (Riviere et al., 2024), Mistral-
7B-Instruct-v0.3 (Jiang et al., 2023), Llama-3.2-
3B-Instruct, and Llama-3.1-8B-Instruct (Touvron

et al., 2023). On the MATH and AIME24 datasets
we tested the processors on Llama-3.2-3B-Instruct
and Llama-3.1-8B-Instruct. We report the average
pass@Fk score for each processor for a selection
of values of k£ between 1 and 500. We compute
pass@F as described in (2). In each case, we tested
each logit processor with a grid of hyperparameters.
The two hyperparameters which resulted in the best
pass@100 scores were selected for each processor.
The pass @£ scores between 1 and 500 were then
reported for each processor with its two possible
best hyperparameter settings. See Figures 2 and 3.

We note that although we show smaller gains
over past methods than Nguyen et al. (2024), we
do far more extensive hyperparameter sweeps over
competing methods to allow for a more fair and
realistic comparison.

5 High pass@1 Performance Often
Corresponds to Low pass@F
Performance

A natural goal in reasoning tasks where the answer
is easy to verify is to maximize the chance that
a single generated solution is correct. However,
repeated sampling for sufficiently high & can ex-
pose a hidden trade-off: methods that aim to boost
pass@]1 performance often reduce the coverage of
the model, significantly reducing pass@¥k perfor-
mance.

In the following subsections, we provide empiri-
cal evidence and a toy model to illustrate how this
phenomenon can arise.

5.1 Empirical Evidence

We observe a general trend that persists through-
out many of the evaluations, but is especially pro-
nounced for MBPP: the logit processors that per-
form best for pass@1 perform among the worst for
pass@100. For instance, in Figure 2a, we see that
base sampling achieves an accuracy 7% lower than
min-p evaluated by pass@ 1. However, when evalu-
ated by pass @500, it outperforms min-p by 7%. In
a complete reversal, the worst logit processor for
pass@1 becomes the best for pass@500. The same
trend emerges for base sampling in Figures 3a, b.
This paradox is not restricted to the MBPP dataset:
in Figures 3c, e we observe the same phenomemon
on the MATH and AIME?24 datasets.

The reason for this trend is likely that more con-
servative logit processors are more likely to suc-
ceed in pass@1 because they sample the most prob-
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Figure 2: Pass@F£ scores for gemma-2-2b-it and Mistral-
7B-Instruct-v0.3 on MBPP and MATH, respectively.
Pure sampling, min-p, and entro-p are considered, with
different values for their hyperparameters. Note that the
logit processors that perform the best for pass@1 often
underperform for pass@500 and vice versa.

able tokens at each step. However, over multiple
attempts, they are unable to exhaustively explore
the space of solutions, so they fail to find low-
probability solutions that are necessary to solve
hard problems. We offer a toy example to illustrate
mathematically how this phenomenon can emerge
in practice.

5.2 A Toy Example

In practice, it is analytically intractable to analyze
token-by-token performance of language models at
scale. Therefore, to motivate the existence of the
paradox whereby high pass@1 performance can
imply poor pass @k performance, we provide a toy
example. This example provides one mechanism
by which such a paradox can arise, though it is by
no means the only mechanism.

Consider testing two language models A and B,
which are trying to solve a problem with a single

correct answer that is one token in length. Sup-
pose that these two models employ different token
selection methods.

Given an input sequence x1.; of tokens, model
A considers a set of possible tokens S 4 with size
|S4| = m. From the set S 4, model A will select
a single token, chosen uniformly with probability
%. The set S4 will be chosen deterministically
based on x1., i.e. S4 will always be the same
set when A receives the same input sequence. Let
the probability that S4 contains the correct token
be p. This strategy represents a simplification of
sampling methods such as top-p. On the other hand,
assume that model B selects a token ranging across
the entire vocabulary V: this token has a probability
q of being correct on each attempt. Suppose that
g < p/m. We can now analyze the performance
of each of these sampling strategies for different
pass@k.

If S4 contains the correct answer, then Model
A will solve the problem with probability 1/m
on each attempt. The set S4 contains the correct
answer with probability p, so model A succeeds on
pass @k with probability

p(1—(1—1/m)").
On the other hand, model B succeeds on pass@k
with probability
1—(1-q)*

For pass@1, model A succeeds with probability
p/m and model B succeeds with probability g.
Thus, model A has better performance on pass@1.
On the other hand, as £ — oo, model A can never
succeed with probability exceeding p, whereas the
success probability for model B asymptotically ap-
proaches 1. Thus, it is possible for B to greatly
outperform A for pass@Fk with k large while still
vastly underperforming relative to A when k is
small. See Figure 4.

This toy example illustrates that superior results
on pass@1 may not translate to pass@¥k for higher
k. Although this example may seem naive, it
closely reflects the scaling behavior that we ob-
serve in practice. We may view model B as “more
confident” in its outputs, despite often being wrong,
whereas model A is less confident in its outputs.

6 Empirical performance of entro-p

6.1 Math and Coding Benchmarks

In Table 1, we report the pass@ 100 performances
of entro-p and min-p processors used with various
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Figure 3: Pass@Fk scores for Llama-3.2-3B-Instruct and Llama-3.1-8B-Instruct on MBPP, MATH, and AIME24.
Pure sampling, min-p, and entro-p are considered, with different values for their hyperparameters. Again we see

entro-p overperforming on pass @k for large k and processors which overperform on pass@ 1 underperforming on
pass@500 and vice versa.

models on the AIME24 and MBPP benchmarks

exam parts [ and II (AOPS, 2025), formatted in
as well as a dataset crafted from the AIME 2025

the same manner as the AIME24 dataset. Entro-p
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Figure 4: Toy models A and B scored on pass@k using
different parameters. Notice that for small k&, Model A
is more effective than model B, but this trend reverses
for large k.

outperforms min-p on 7 out of 11 model-dataset
combinations. On 3 of the 4 other datasets entro-p
underperformed min-p by just 0.1%.

Model Dataset min-p entro-p (ours)
Llama-3.1-8B-Instruct MATH 94.0 % 93.9%
Llama-3.1-8B-Instruct MBPP 85.5% 85.7 %
Llama-3.1-8B-Instruct AIME24  42.7% 44.6%
Llama-3.1-8B-Instruct AIME25 21.3% 22.8%
Gemma-2-2b-it MATH 78.4% 78.5%
Gemma-2-2b-it MBPP 69.2% 72.3%
Llama-3.2-3B-Instruct MATH 91.2% 91.4%
Llama-3.2-3B-Instruct MBPP 84.1% 84.5%
Llama-3.2-3B-Instruct AIME24 41.3% 40.8%
Mistral-7B-Instruct-v0.3 MATH 75.1% 75.0%
Mistral-7B-Instruct-v0.3 MBPP 81.1% 81.0%

Table 1: Highest pass@100 score comparison for min-p
and entro-p across multiple (Model, Dataset) pairs. Hyper-
parameters for all pairs except for the AIME25 benchmark
can be found in the legends of the graphs in Figure 3 and
Figure 2. The hyperparameters for entro-p on AIME2S5 are
U =1.0,L = 0.8, d = 0.0 with temperature 0.7, and for
min-p are p = 0.2 with temperature 0.5.

6.2 AlpacaEval Creative Writing

We report the results of evaluating min-p and entro-
p in Table 2. A hyperparameter sweep, as exempli-
fied in the table, shows that entro-p beats min-p, the
previous SOTA, using length-controlled win rate.
Thus, entro-p is effective for both logical reasoning
and creative tasks.

7 Conclusion

The results of this paper show clearly that the
choice of logit processor can have a significant
effect on pass@¥k performance for large k. Fur-
thermore, superior pass@ 1 performance does not

Table 2: We compare top five configurations for each of
min-p and entro-p on a Alpaca-Eval Creative Writing
benchmark, reporting Length-Controlled Win Rate.

min-p Configurations

Parameters LC Win Rate (%)
(r=15 p=0.1) 58.12
(r=1.5, p=0.15) 56.73
(r=1.5, p=0.2) 55.45
(r=1.0, p=10.05) 55.07
(r=20, p=0.2) 54.82

entro-p Configurations

Parameters LC Win Rate (%)
(r=12,d=1.0,1=1.0, u=2.0) 58.39
(r=1.0,d=0.75,1=1.0, u=2.0) 56.96
(r=10,d=0.5,1=1.2 u=2.0) 56.31
(tr=15,d=151=1.0, u=1.5) 56.30
(r=10,d=051=1.0, u=25) 56.17

translate to superior pass@k performance for large
k. In fact, the reverse is sometimes true, with a
worst-performing logit processor on pass@1 be-
coming best-performing on pass@Fk for large k.
Owing to its dynamic output, the entro-p processor
is a promising new option that can outperform min-
p. It performs well with respect to pass @k for large
values of k£ on reasoning tasks. At the same time,
this doesn’t cause a sacrifice on creativity tasks, as
shown using AlpacaEval. More work is warranted
to investigate the underlying mechanism for an in-
verse relationship between pass@1 performance
and pass@Fk performance.

Limitations

We outline some limitations of entro-p and the
search for a “best” logit processor below:

1. The paradox of logit processors performing
well on pass@1 and poorly on pass@Fk un-
derlines the difficulty of choosing a logit pro-
cessor that performs well on pass@k inde-
pendently of the value of k. This limitation
applies to entro-p too, despite its promising
performance.

2. Moreover, our results on e.g. AIME24 indi-
cate that the performance of different logit pro-
cessors on the same task is model-dependent.
This indicates further difficulties in choosing
a single logit processor which will perform
well on a given task using a given model.

3. So far, we lack a good statistical theory of
the probability distributions predicted by lan-



guage models. Such a theory would be quite
useful in designing a good logit processor. In
particular, what statistics should be computed
to choose an ideal cutoff for truncation sam-
pling?

4. Consequently, logit processors such as min-p
and entro-p rely on heuristics (e.g. on when to
make a language model “more confident” or
“less confident”).

5. We compare models on creativity tasks using
the AlpacaEval evaluator, which uses LLM-
querying to decide on better or worse out-
put. This has the advantage of being fast and
cheap. However, LLM evaluations may not
fully align with human evaluations of creativ-
ity. It would be useful to have human evalu-
ators to compare entro-p and other logit pro-
Cessors on creativity.
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A Related work

A language model generates text one token at a
time according to a probability distribution pre-
dicted by the language model for the next token.
Several intuitive methods for choosing the next to-
ken include choosing the highest-probability token
(greedy sampling), choosing the token that begins
a highest probability sequence of tokens (beam
search), or simply sampling from the predicted
probability distribution (pure sampling). However,
these methods lead to text that is either repetitive
and predictable (greedy sampling and beam search)
or incoherent (pure sampling) (Holtzman et al.,
2020).

In order to improve on the factuality and creativ-
ity of these sampling methods, researchers have in-
vestigated the family of truncation sampling meth-
ods (Hewitt et al., 2022). Such methods include
top-k sampling (Fan et al., 2018b), fop-p sampling
(Holtzman et al., 2020), min-p sampling (Nguyen
et al., 2024), and n-sampling (Hewitt et al., 2022).
Heuristics for choosing truncation sampling over
other sampling methods are given in (Pillutla et al.,
2021) and (Holtzman et al., 2020).

Another simple and commonly used technique
to increase or decrease the creativity of a language
model is temperature scaling, introduced in (Ack-
ley et al., 1985) and (Guo et al., 2017). Temperature
scaling is frequently used in combination with trun-
cation sampling methods. Recently, adaptive tem-
perature scaling has been introduced as a dynamic
temperature scaling method improving calibration
of models (Xie et al., 2024).

Specific truncation sampling methods sometimes
lack rigorous statistical justification. On the other
hand, (Hewitt et al., 2022) develops a justification
for truncation sampling methods as “desmoothing’
by modeling a language model’s token predicted
probability distribution as a convex combination
of the true distribution and a noisy nearly uniform
distribution. They use this to derive several prin-
ciples that an ideal truncation sampling method
should abide by. Finally, min-p scaling has shown
improvements over top-p, top-k, and n-sampling
across several benchmarks (Cobbe et al., 2021;
Rein et al., 2023).
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