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Abstract

Monocular 3D object detection aims for precise 3D localization and identification
of objects from a single-view image. Despite its recent progress, it often struggles
while handling pervasive object occlusions that tend to complicate and degrade the
prediction of object dimensions, depths, and orientations. We design MonoMAE,
a monocular 3D detector inspired by Masked Autoencoders that addresses the
object occlusion issue by masking and reconstructing objects in the feature space.
MonoMAE consists of two novel designs. The first is depth-aware masking that
selectively masks certain parts of non-occluded object queries in the feature space
for simulating occluded object queries for network training. It masks non-occluded
object queries by balancing the masked and preserved query portions adaptively
according to the depth information. The second is lightweight query completion
that works with the depth-aware masking to learn to reconstruct and complete the
masked object queries. With the proposed feature-space occlusion and completion,
MonoMAE learns enriched 3D representations that achieve superior monocular 3D
detection performance qualitatively and quantitatively for both occluded and non-
occluded objects. Additionally, MonoMAE learns generalizable representations
that can work well in new domains.

1 Introduction

3D object detection has emerged as one key component in various navigation tasks such as au-
tonomous driving, robot patrolling, etc. Compared with prior studies relying on LiDAR [69, 25, 64]
or multi-view images [27, 33, 61], monocular 3D object detection offers a more cost-effective and
accessible alternative which identifies objects and predicts their 3D locations from single-view images.
On the other hand, monocular 3D object detection is much more challenging due to the lack of 3D
information from multi-view images or LiDAR data.

Among various new challenges in monocular 3D detection, object occlusion, which exists widely in
natural images as illustrated in Figure 1 (a), becomes a critical issue while predicting 3D locations
in terms of object depths, object dimensions, and object orientations. Most existing monocular
3D detectors such as MonoDETR[66] and GUPNet [37] neglect the object occlusion issue which
demonstrates clear performance degradation as illustrated in Figure 1 (b). A simple idea is to learn
to reconstruct the occluded object regions whereby occluded objects can be handled similarly as
non-occluded objects. On the other hand, reconstructing occluded object regions in the image space
is complicated due to the super-rich variation of object occlusions in scene images.

Inspired by the Masked Autoencoders (MAE) [15] that randomly occludes image patches and
reconstructs them in representation learning, we treat object occlusions as natural masking and train
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Figure 1: Object occlusion is pervasive and affects monocular 3D detection: Object occlusion is
pervasive, e.g., 62% (17725) cars in the KITTI 3D dataset suffer from various occlusions as illustrated
in (a). Prevalent monocular 3D detection techniques such as GUPNet [37] and MonoDETR [66] are
clearly affected by object occlusions in both 3D space (3D) and the bird’s eye view (BEV) space
as in (b). The proposed MonoMAE simulates and learns object occlusions by feature masking and
completing which improves detection consistently for both occluded and non-occluded objects.

networks to complete occluded object regions to learn occlusion-tolerant representations. To this
end, we design MonoMAE, a novel monocular 3D detection framework that adopts the idea of
MAE by first masking certain object regions in the feature space (for simulating object occlusions)
and then reconstructing the masked object features (for learning occlusion-tolerant representations).
MonoMAE consists of a depth-aware masking module and a lightweight completion network. The
depth-aware masking simulates object occlusions by masking the features of non-occluded objects
adaptively according to the object depth information. It generates pairs of non-occluded and masked
(i.e., occluded) object representations that can be directly applied to train the lightweight completion
network, aiming for completing the occluded objects and learning occlusion-tolerant representations.
Note that MonoMAE introduces little computational overhead in inference time as it requires no
object masking in the inference stage.

The contributions of this work can be summarized in three major aspects. First, we design MonoMAE,
a MAE-inspired monocular 3D detection framework that tackles object occlusions effectively by
masking and reconstructing object regions in the feature space. To the best of our knowledge, this is
the first work that explores masking-reconstructing for the task of monocular 3D object detection.
Second, we design adaptive image masking and a lightweight completion network that mask non-
occluded objects adaptively according to the object depth (for simulating object occlusions) and
reconstruct the masked object regions (for learning occlusion-tolerant representations), respectively.
Third, extensive experiments over KITTI 3D and nuScenes show that MonoMAE outperforms the
state-of-the-art consistently and it can generalize to new domains as well.

2 Related Work

2.1 Monocular 3D Object Detection

Monocular 3D detection aims for the identification and 3D localization of objects from a single-
view image. Most existing work can be broadly classified into two categories. The first employs
convolutional neural networks, where most methods follow conventional 2D detectors [12, 23]. The
standard approach learns monocular 3D detectors from single-view images only [17, 1, 8, 70, 66, 34].
In addition, several studies explore to leverage extra training data, such as LiDAR point clouds [39,
55, 6, 48, 46, 45], depth maps [11, 47, 45, 22, 38], and 3D CAD models [7, 35, 42] to acquire more
depth information. Beyond that, several studies exploit the geometry relation between 2D and 3D
spaces in different ways. For example, M3D-RPN [1] applies the powerful 2D detector FPN [49]
for 3D detection. MonoDLE [40] aligns the centers of 2D and 3D boxes for better 3D localization.
GUPNet [37] leverages uncertainty modeling to estimate the height of 3D boxes from the 2D boxes.
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The second introduces powerful visual transformers [72, 21, 4, 65] for more accurate monocular
3D detection [19, 66, 71, 57, 56]. For example, MonoDTR [19] integrates context- and depth-
aware features and injects depth positional hints into transformers. MonoDETR [66] modifies the
transformer to be depth-aware and guides the detection process by contextual depth cues. However,
most existing methods neglect object occlusions that exist widely in natural images and often degrade
the performance of monocular 3D object detection clearly. We adopt the transformer architecture to
learn occlusion-tolerant representations that can handle object occlusion effectively without requiring
any extra training data or annotations.

2.2 Occlusions in 3D Object Detection

Object occlusion is pervasive in scene images and it has been investigated in several 2D and 3D
vision tasks [63, 52, 10, 28, 26, 29, 30]. One typical approach learns to estimate the complete
localization of occluded objects. For example, Mono-3DT [18] estimates complete 3D bounding
boxes by re-identifying occluded vehicles from a sequence of 2D images. BtcDet [59] leverages
object shape priors to learns to estimate the complete shapes of partially occluded objects. Several
studies consider the degree of occlusions in training. For example, MonoPair [8] exploits the relation
of paired samples and encodes spatial constraints of occluded objects from their neighbors. HMF [31]
introduces an anti-occlusion loss to focus on occluded samples. Different from existing methods,
the proposed MonoMAE learns enriched and occlusion-tolerant representations by masking and
completing object parts in the feature space.

2.3 Masked Autoencoders in 3D Tasks

Masked Autoencoders (MAE) [15] learn visual representations by masking image patches and
reconstructing them, and it has been explored in several point cloud pre-training studies. For outdoor
point cloud pre-training, Occupancy-MAE [41] exploits range-aware random masking that employs
three masking levels to deal with the sparse voxel occupancy structures of LiDAR point clouds.
GD-MAE [62] introduces a Generative Decoder to merge the surrounding context to restore the
masked tokens hierarchically. For indoor point cloud pre-training, Point-MAE [43] adopts MAE to
directly reconstruct the 3D coordinates of masked tokens. I2P-MAE [67] introduces 2D pre-trained
models, and it enhances 3D pre-training with diverse 2D semantics. PiMAE [5] learns cross-modal
representations with MAE by interactively handling point clouds and RGB images. Different from
existing studies, the proposed MonoMAE handles monocular 3D detection from single-view images
and it focuses on object occlusions by learning to complete occluded object regions in the feature
space.

3 Proposed Method

3.1 Problem Definition

Monocular 3D detection takes a single RGB image as input, aiming to classify objects and predict
their 3D bounding boxes. The prediction of each object is composed of the object category C, a 2D
bounding box B2D, and a 3D bounding box B3D. The 3D bounding box B3D can be decomposed
to the object 3D location (x3D, y3D, z3D), the object dimensions in object height, width and length
(h3D, w3D, l3D), as well as the object orientation θ.

3.2 Overall Framework

Figure 2 shows the framework of the proposed MonoMAE. Given an input image I , the 3D Backbone
first generates a sequence of 3D object queries Q = [q1, q2, · · · , qK ] (K denotes query number), and
the Non-Occluded Query Grouping then classifies the queries into two groups including non-occluded
queries QNO = [qNO

1 , qNO
2 , · · · , qNO

U ] and occluded queries QO = [qO1 , qO2 , · · · , qOV ] (U and V
are the number of non-occluded and occluded queries). The Non-Occluded Query Masking then
masks QNO to produce masked queries according to their depth D = [d1, d2, · · · , dU ], leading to
the masked queries QM = [qM1 , qM2 , · · · , qMU ]. The Query Completion further reconstructs QM to
produce the completed queries QC = [qC1 , q

C
2 , · · · , qCU ]. Finally, the occluded queries QO and the

completed queries QC are concatenated and fed to the Monocular 3D Detection for 3D detection
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Figure 2: The framework of MonoMAE training: Given a single-view image, the 3D Backbone
extracts 3D object query features which are grouped into non-occluded query features and occluded
query features by the Non-Occluded Query Grouping. The Depth-Aware Masking then masks the
non-occluded query features to simulate object occlusions adaptively based on the object depth, and
the Completion Network then learns to reconstruct the masked queries. Finally, the completed and
the occluded query features are concatenated to train the 3D Detection Head for 3D predictions.

predictions. Note the inference does not involve the Non-Occluded Query Masking, and it just
concatenates the completion of occluded queries QO (i.e., QC) with the non-occluded queries QNO

and feeds the concatenated queries to the 3D Detection Head for 3D predictions.

3.3 Non-Occluded Query Masking

Queries predicted by the 3D Backbone are either occluded or non-occluded, depending on whether
the corresponding objects are occluded in the input image. In MonoMAE, we mask the non-occluded
queries in the feature space to simulate occlusions, aiming to generate pairs of non-occluded and
masked (i.e., occluded) queries for learning occlusion-tolerant object representations.

Specifically, we design a Non-Occluded Query Grouping module to identify non-occluded queries
and then feed them into a Depth-Aware Masking module to synthesize occlusions, with more detail
to be elaborated in the following subsections.

Non-Occluded Query Grouping. The Non-Occluded Query Grouping classifies the queries based
on whether their corresponding objects are occluded or non-occluded. With no information about
whether the input queries are occluded, we design an occlusion classification network ΦO to predict
the occlusion conditions Op = [op1, o

p
2, · · · , o

p
K ] of queries Q = [q1, q2, · · · , qK ], where for the i-th

query opi = ΦO(qi). The Non-Occluded Query Grouping can be formulated by:

{
qi ∈ QNO if opi = 0
qi ∈ QO if opi = 1

, (1)

where opi = 0 denotes the query is non-occluded, and opi = 1 denotes the query is occluded. The
occlusion classification network is trained with the occlusion classification loss Locc as follows:

Locc = CE(Op, Ogt), (2)

where CE is the Cross Entropy loss. We adopted the bipartite matching [4] to match the predicted
queries and objects in the image, where only matched queries have ground truth Ogt of KITTI
3D [13] about whether they are occluded or not.

Depth-Aware Masking. We design depth-aware masking to adaptively mask non-occluded query
features to simulate occlusions in the feature space, aiming to create non-occluded and occluded
(i.e., masked) pairs for learning occlusion-tolerant representations. As illustrated in Figure 3, the
depth-aware masking determines the mask ratio according to the object depth - the closer the object,
the larger the mask ratio, thereby compensating the information deficiency of distant objects. In
addition, we simulate occlusions by masking in the feature space, as masking and reconstructing at
the image level is complicated and computationally intensive.
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Figure 3: Illustration of the Depth-Aware Masking. (a) Objects farther away are usually smaller
capturing less visual information. (b) The Depth-Aware Masking determines the mask ratio of an
object according to its depth - the closer the object is, the larger the mask ratio is applied, thereby
compensating the information deficiency for objects that have larger distances from the camera.

The depth-aware masking first obtains the query depth before query masking. Without backward
gradient propagation, it adopts the 3D Detection Head to obtain the depth D = [d1, d2, · · · , dU ] for
non-occluded queries. With the predicted depth, each non-occluded query is randomly masked as
illustrated in Figure 3. Specifically, objects that are more distant from the camera are usually captured
with less visual information. The depth-aware masking accommodates this by assigning a smaller
masking ratio to them, thereby keeping more visual information for distant objects for proper visual
representation learning.

The mask ratio r of each query is determined by:

r = 1.0− di/Dmax, (3)

where r is the applied mask ratio for each query, di is the depth for the i-th query, and Dmax is
the maximum depth in datasets. The masks M = [m1,m2, · · · ,mU ] generated for queries obey a
Bernoulli Distribution.

Finally, the query masking is formulated by:

qMi = qNO
i ∗mi, (4)

where qMi is the masked query, qNO
i is the non-occluded query, and mi is the generated mask.

3.4 Query Completion

The query completion learns to reconstruct the adaptively masked queries, aiming to produce com-
pleted queries whereby the network learns occlusion-tolerant representations that are helpful in
detecting occluded objects. We design a completion network ΦC to reconstruct the masked queries.
The Completion Network has an hourglass structure consisting of three conv-bn-relu blocks and one
conv-bn block for 3D query completion. The completed query qCi is obtained by:

qCi = ΦC(q
M
i ), (5)

where qMi is the masked query. The Completion Network is trained under the supervision of the
non-occluded queries before masking, where a completion loss Lcom is formulated as follows:

Lcom = Ls
1(Q

NO, QC), (6)
where Ls

1 denotes the SmoothL1 loss [14], QNO denotes the non-occluded queries, and QC denotes
the queries completed by the Completion Network.

3.5 Loss Functions

The overall objective consists of three losses including Locc, Lcom, and Lbase where Locc and Lcom

are defined in Equation 2 and Equation 6, and Lbase denote losses for supervising the 3D box
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Table 1: Benchmarking on the KITTI 3D test set. All experiments adopt AP|R40 metric with an IoU
threshold of 0.7. Best in bold, second underlined.

Method Venue Extra Data AP3D(IoU= 0.7)|R40
APBEV (IoU= 0.7)|R40

Easy Moderate Hard Easy Moderate Hard
MonoRUn [6] CVPR 21

LiDAR

19.65 12.30 10.58 27.94 17.34 15.24
MonoDTR [19] CVPR 22 21.99 15.39 12.73 28.59 20.38 17.14
MonoDistill [9] ICLR 22 22.97 16.03 13.60 31.87 22.59 19.72
DID-M3D [45] ECCV 22 24.40 16.29 13.75 32.95 22.76 19.83
MonoNeRD [58] ICCV 23 22.75 17.13 15.63 31.13 23.46 20.97
D4LCN [11] CVPR 20

Depth
16.65 11.72 9.51 22.51 16.02 12.55

DDMP-3D [53] CVPR 21 19.71 12.78 9.80 28.08 17.89 13.44
DD3D [44] ICCV 21 23.22 16.34 14.20 30.98 22.56 20.03
Kinematic3D [2] ECCV 20 Video 19.07 12.72 9.17 26.69 17.52 13.10
AutoShape [35] ICCV 21 CAD 22.47 14.17 11.36 30.66 20.08 15.59
MonoFlex [68] CVPR 21

None

19.94 13.89 12.07 28.23 19.75 16.89
MonoRCNN [50] ICCV 21 18.36 12.65 10.03 25.48 18.11 14.10
GUPNet [37] ICCV 21 20.11 14.20 11.77 - - -
DEVIANT [24] ECCV 22 21.88 14.46 11.89 29.65 20.44 17.43
MonoCon [32] AAAI 22 22.50 16.46 13.95 31.12 22.10 19.00
MonoDETR [66] ICCV 23 25.00 16.47 13.58 33.60 22.11 18.60
MonoUNI [20] NeurIPS 23 24.75 16.73 13.49 - - -
MonoCD [60] CVPR 24 25.53 16.59 14.53 33.41 22.81 19.57
Ours - None 25.60 18.84 16.78 34.15 24.93 21.76

predictions. Specifically, Lbase includes losses for supervising the 3D box predictions including each
object’s 3D locations, height, width, length and orientation. We set the weight for each loss item to
1.0, and the overall loss function is formulated as follows:

L = Locc + Lcom + Lbase. (7)

4 Experiments

4.1 Experimental Settings

Datasets. We benchmark our method over two public datasets in monocular 3D object detection.

• KITTI 3D [13] comprises 7,481 training images and 7,518 testing images, with training-data labels
publicly available and test-data labels stored on a test server for evaluation. Following [7], we divide
the 7,481 training samples into a new train set with 3,712 images and a validation set with 3,769
images for ablation studies.

• NuScenes [3] comprises 1,000 video scenes, including RGB images captured by 6 surround-view
cameras. The dataset is split into a training set (700 scenes), a validation set (150 scenes), and a test
set (150 scenes). Following [1, 50, 37, 24, 20], the performance on the validation set of nuScenes is
reported.

In addition, we perform evaluations on the most representative Car category of KITTI 3D and
nuScenes datasets as in prior studies [51, 50, 54, 66]

Evaluation Metrics. For KITTI 3D, we follow [51] and adopt AP|R40
, the average of the AP of

40 recall points as the evaluation metric. We report the average precision on BEV and 3D object
detection by APBEV |R40

and AP3D|R40
with a threshold of 0.7 for both test and validation sets. For

the nuScenes dataset, we adopt the mean absolute depth errors [50] in evaluations.

Implementation Details. We conduct experiments on one NVIDIA V100 GPU and train the
framework for 200 epochs with a batch size of 16 and a learning rate of 2 × 10−4. We use the
AdamW [36] optimizer with weight decay 10−4. We employ ResNet-50 [16] as the Transformer-
based backbone and adopt the 3D detection head from [66] as our detection framework.
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Figure 4: Detection visualization over the KITTI val set. Ground-truth annotations are highlighted
by red boxes, and predictions by MonoMAE and two state-of-the-art methods are highlighted by
green boxes. Red arrows highlight objects that have very different predictions across the compared
methods. The ground truth of LiDAR point clouds is provided for visualization only, and they are not
used in MonoMAE training. Best viewed in color and zoom-in.

Table 2: Ablation study of technical designs in MonoMAE on the KITTI 3D val set. ‘NOQG’,
‘DAM’, and ‘CN’ denote Non-Occluded Query Grouping, Depth-Aware Masking, and Completion
Network, respectively. The symbol * indicates the baseline. The best results are highlighted in bold.

Index NOQG DAM CN AP3D(IoU= 0.7)|R40
APBEV (IoU= 0.7)|R40

Easy Moderate Hard Easy Moderate Hard
1* ✓ 24.85 16.21 14.74 34.53 23.99 18.84
2 ✓ 23.33 15.09 13.20 32.68 21.80 17.43
3 ✓ 27.33 18.52 14.95 36.51 24.21 19.12
4 ✓ ✓ 24.69 15.71 13.57 33.46 23.03 18.19
5 ✓ ✓ 27.25 18.76 15.45 36.81 25.18 20.05
6 ✓ ✓ 28.39 19.35 15.87 37.59 26.27 21.33
7 ✓ ✓ ✓ 30.29 20.90 17.61 40.26 27.08 23.14

4.2 Benchmarking with the State-of-the-Art

We benchmark MonoMAE with state-of-the-art monocular 3D object detection methods both quanti-
tatively and qualitatively.

Quantitative Benchmarking. Table 1 shows quantitative experiments on the test set of dataset
KITTI 3D, where all evaluations were performed on the official online test server [13] for fairness.
We can see that MonoMAE achieves superior detection performance consistently across all metrics,
without using any extra training data such as image depths, video sequences, LiDAR points, and CAD
3D models. In addition, MonoMAE outperforms more for the Moderate and Hard categories where
various occlusions happen much more frequently than the Easy category. The superior performance
is largely attributed to our designed depth-aware masking and completion network, which masks
queries to simulate object occlusions in the feature space and reconstructs the masked queries to learn
occlusion-tolerant visual representations, respectively.

Qualitative Benchmarking. Figure 4 shows qualitative benchmarking on the KITTI 3D val set.
It can be observed that compared with two state-of-the-art methods GUPNet and MonoDETR, the
proposed MonoMAE produces more accurate 3D detection consistently for both non-occluded and
occluded objects, even for challenging scenarios like distant objects. Specifically, GUPNet and
MonoDETR tend to miss the detection of highly occluded object in Cases 1 and 2 as highlighted
by red arrows. As a comparison, MonoMAE performs clearly better by detecting those challenging
objects successfully, demonstrating its superior capability on handling object occlusions.
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Table 3: Ablation study of masking strategies on the KITTI 3D val set. The best results are in bold.

Index Masking Strategy AP3D(IoU= 0.7)|R40 APBEV (IoU= 0.7)|R40

Easy Moderate Hard Easy Moderate Hard
1 Image Masking 20.51 15.03 13.24 27.76 19.74 16.71
2 Query Masking (w/o Depth-Aware) 27.14 18.47 15.02 36.98 25.52 20.64
3 Query Masking (w/ Depth-Aware) 30.29 20.90 17.61 40.26 27.08 23.14

Table 4: Ablation study of the loss functions on the KITTI 3D val set. Locc and Lcom refer to the
occlusion classification loss and the completion loss, respectively. The best results are in bold.

Index Locc Lcom
AP3D(IoU= 0.7)|R40

APBEV (IoU= 0.7)|R40

Easy Moderate Hard Easy Moderate Hard
1 ✓ 28.37 19.61 16.01 37.48 26.55 21.50
2 ✓ 26.36 19.15 15.88 36.76 26.49 22.62
3 ✓ ✓ 30.29 20.90 17.61 40.26 27.08 23.14

4.3 Ablation Study

We conduct extensive ablation studies to examine the proposed MonoMAE. Specifically, we examine
MonoMAE from the aspect of the technical designs, query masking strategies, as well as loss
functions.

Network Designs. We examine the effectiveness of two key designs in MonoMAE, namely, the
Depth-Aware Masking module (DAM) and the Completion Network (CN) (on the validation set
of KITTI 3D), as shown in Table 2. We formulate the baseline by including the Non-Occluded
Query Grouping module (NOQG), which does not affect the network training as both identified
occluded and non-occluded queries are fed to train 3D detectors. When CN is not used in Rows
2 and 4, the 3D detection degrades as queries are masked but not reconstructed which leads to
further information loss. While not incorporating DAM in Rows 3 and 5, the detection improves
clearly compared with the baseline, as the completion helps learn better representations for naturally
occluded queries. In addition, incorporating DAM and CN on top of NOQG in Row 7 performs
clearly better than incorporating DAM and CN alone in Row 6, as the former applies masking and
completion to non-occluded queries only. It also shows that masking naturally occluded queries to
train the completion network is harmful to the learned representations.

Masking Strategies. We examine how different masking strategies affect monocular 3D detection.
We studied three masking strategies as shown in Table 3. The first strategy masks the input images
randomly, aiming to assess the value of masking and completing in the feature instead of image space.
We can observe that the image-level masking yields clearly lower performance as compared with
query masking in the feature space, largely due to the complication in masking and reconstructing
images with a lightweight completion network. The second strategy masks query features randomly
without considering object depths, aiming to evaluate the importance of object depths in query
masking. The experiments show that random query masking outperforms the image-level masking
significantly. The third strategy performs the proposed depth-aware query masking. It outperforms
the feature-space random masking consistently, demonstrating the value of object depths for query
masking.

Loss Functions. We examine the impact of the occlusion classification loss Locc and the completion
loss Lcom in Equations 2 and 6, where Locc supervises the occlusion classification network (in
Non-Occluded Query Grouping) to predict whether the queries are occluded and Lcom supervises the
Completion Network to reconstruct the masked queries. As Table 4 shows, while implementing Locc

alone, the occlusion prediction is supervised while the query reconstruction is unsupervised. The
network under such an objective does not learn well as the Completion Network cannot reconstruct
object queries well without sufficient supervision. While implementing Lcom alone, the occlusion
classification network cannot identify occluded and non-occluded queries accurately where many
occluded queries are fed for masking, leading to more query occlusion and poor detection performance.
While employing both losses concurrently, the performance improves significantly as non-occluded
queries can be identified for masking and reconstruction, leading to occlusion-tolerant representations.
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Table 5: Comparison on inference speed of several monocular 3D detection methods. Ours* denotes
the proposed MonoMAE without including the Completion Network.

Method GUPNet [37] MonoDTR [19] MonoDETR [66] Ours* Ours
Inference Time (ms) 40 37 43 36 38

Table 6: Cross-dataset evaluations that perform training on the KITTI train set, and testing on the
KITTI val and nuScenes val sets. We adopt the evaluation metric mean absolute error of the depth
(↓). Best is highlighted in bold, and second underlined.

Method KITTI Val nuScenes frontal Val
0-20 20-40 40-∞ All 0-20 20-40 40-∞ All

M3D-RPN [1] 0.56 1.33 2.73 1.26 0.94 3.06 10.36 2.67
MonoRCNN [50] 0.46 1.27 2.59 1.14 0.94 2.84 8.65 2.39
GUPNet [37] 0.45 1.10 1.85 0.89 0.82 1.70 6.20 1.45
DEVIANT [24] 0.40 1.09 1.80 0.87 0.76 1.60 4.50 1.26
MonoUNI [20] 0.38 0.92 1.79 0.87 0.72 1.79 4.98 1.43
MonoMAE (Ours) 0.36 0.91 1.74 0.86 0.71 1.57 4.95 1.40

4.4 Discussions

Efficiency Comparison. We compare the inference time of several representative monocular 3D
detection methods on the KITTI val set, where all compared methods are evaluated with one NVIDIA
V100 GPU under the same computational environment for fairness. As Table 5 shows, GUPNet,
MonoDTR, and MonoDETR have an average inference time of 40ms, 37ms, and 43ms for each
image, respectively. As a comparison, the proposed MonoMAE takes the shortest inference time,
demonstrating its good efficiency in monocular 3D detection. Further, we analyzed the Completion
Network in terms of network parameters and floating-point operations per second (FLOPs), showing
it has very limited 2.22G parameters and 0.08M in FLOPs.

Generalization Ability. We examine the generalization capability of the proposed MonoMAE by
directly applying the KITTI-trained MonoMAE model to the car Category of the nuScenes validation
set without additional training. The detection performance on the KITTI validation set is also
reported for reference. Table 6 shows that MonoMAE attains the highest or second-highest detection
performance across various metrics on the nuScenes frontal validation set. This indicates that despite
the domain shift from KITTI to nuScenes, MonoMAE still maintains satisfactory performance. Since
DEVIANT [24] is equivariant to the depth translations, it sometimes has higher performance.

5 Conclusion

This paper presents MonoMAE, a novel method inspired by the Masked Autoencoders (MAE) to deal
with the pervasive occlusion problem in the monocular 3D object detection task. MonoMAE consists
of two key designs. The first is a depth-aware masking module, which simulates the occlusion
for non-occluded object queries in the feature space during training. The second is a lightweight
completion network, which reconstructs and completes the masked object queries. Quantitative
and qualitative experiment results show that MonoMAE learns enhanced 3D representations and
achieves superior monocular 3D detection performance for both occluded and non-occluded objects.
Moving forward, we plan to investigate generative approaches to simulate natural occlusion patterns
for various 3D detection tasks.

Limitations. MonoMAE leverages depth-aware masking to mask non-occluded queries to simulate
object occlusions in the feature space. However, the masked queries may have different patterns
as compared with the features of naturally occluded object queries. Such a gap could affect the
reconstruction of complete queries and monocular 3D detection performance. This issue could be
mitigated by introducing generative networks that learn distributions from extensive real-world data
for generating occlusion patterns that are more similar to natural occlusions.
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Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?
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Justification: The contributions are summarized at the end of the introduction section to accurately
reflect the paper’s contributions and scope.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The discussion of the limitations of the work is presented in Conclusion.
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• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to violations of

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when the image resolution is low
or images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]

Justification: The results provided in this paper are not theoretical, since the results are practical results
tested on datasets.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
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• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they appear in

the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The datasets used for experiments and the implementation details are introduced in
Section 4.1 to ensure the reproducibility of this work. Moreover, a detailed introduction to the
architecture of the proposed approach is presented in Section 3 of the paper and Section C.1 of the
Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [No]

Justification: The used datasets are publicly available. We will consider releasing the code upon
acceptance.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).
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• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: They are provided in the implementation details in Section 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [No]

Justification: Following previous papers in the same field, the statistical significance is not provided.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]

Justification: The information on the computer resources is provided in Section 4.1.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This paper conforms to the NeurIPS Code of Ethics in every respect.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [NA]

Justification: There is no societal impact of the work performed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with necessary

safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

18

https://neurips.cc/public/EthicsGuidelines


• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: The original papers of the used datasets are cited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?
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Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.

20


	Introduction
	Related Work
	Monocular 3D Object Detection
	Occlusions in 3D Object Detection
	Masked Autoencoders in 3D Tasks

	Proposed Method
	Problem Definition
	Overall Framework
	Non-Occluded Query Masking
	Query Completion
	Loss Functions

	Experiments
	Experimental Settings
	Benchmarking with the State-of-the-Art
	Ablation Study
	Discussions

	Conclusion

