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Abstract

We examine the continuous-time counterpart of mirror descent, namely mirror
flow, on classification problems which are linearly separable. Such problems are
minimised ‘at infinity’ and have many possible solutions; we study which solution
is preferred by the algorithm depending on the mirror potential. For exponential
tailed losses and under mild assumptions on the potential, we show that the iterates
converge in direction towards a ϕ∞-maximum margin classifier. The function
ϕ∞ is the horizon function of the mirror potential and characterises its shape ‘at
infinity’. When the potential is separable, a simple formula allows to compute
this function. We analyse several examples of potentials and provide numerical
experiments highlighting our results.

1 Introduction

Heavily over-parametrised yet barely regularised neural networks can easily perfectly fit a noisy
training set while still performing very well on unseen data [Zhang et al., 2017]. This statistical
phenomenon is surprising since it is known that there exists interpolating solutions which have terrible
generalisation performances [Liu et al., 2020]. To understand this benign overfitting, it is essential
to take into account the training algorithm. If overfitting is indeed harmless, it must be because the
optimisation process has steered us towards a solution with favorable generalisation properties.

From this simple observation, a major line of work studying the implicit regularisation of gradient
methods has emerged. These results show that the recovered solution enjoys some type of low norm
property in the infinite space of zero-loss solutions. Gradient descent (and its variations) has therefore
been analysed in various settings, the simplest and most emblematic being that of gradient descent
for least-squares regression: it converges towards the solution which has the lowest ℓ2 distance
from the initialisation [Lemaire, 1996]. In the classification setting with linearly separable data,
iterates of gradient methods must diverge to infinity to minimise the loss. Therefore, the directional
convergence of the iterates is considered and Soudry et al. [2018] show that gradient descent selects
the ℓ2-max-margin solution amongst all classifiers.

Going beyond linear settings, it has been observed that an underlying mirror-descent structure
very recurrently emerges when analysing gradient descent in a range of non-linear parametrisa-
tions [Woodworth et al., 2020, Azulay et al., 2021]. Providing convergence and implicit regularisation
results for mirror descent has therefore gained significant importance.

In this context, for linear regression, Gunasekar et al. [2018] show that the iterates converge to the
solution that has minimal Bregman distance to the initial point. Turning towards the classification
setting, an apparent gap emerges as there is still no clear understanding of what happens: Can
directional convergence be characterised in terms of a max-margin problem? If so, what is the
associated norm? Quite surprisingly, this question remains largely unanswered, as it is only understood
for L-homogeneous potentials [Sun et al., 2023]. Our paper bridges this gap by formally characterising
the implicit bias of mirror descent for separable classification problems.
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Figure 1: Mirror descent is performed using 3 different potentials on the same toy 2d dataset. Left:
the losses converge to zero. Center: the iterates converge in direction towards 3 different vectors β̄∞,
the 3 lines passing through the origin correspond to the associated separating hyperplanes. Right:
the limit directions are each proportional to arg min ϕ∞(β̄) under the constraint mini yi⟨xi, β̄⟩ ≥ 1
for their respective ϕ∞’s, as predicted by our theory (Theorem 1). The full trajectories are plotted
Figure 4 and we refer to Section 5 for more details.

1.1 Informal statement of the main result

For a separable dataset (xi, yi)i∈[n], we study the mirror flow d∇ϕ(βt) = −∇L(βt)dt with potential
ϕ : Rd → R and an exponential tailed classification loss L. We prove that βt converges in direction
towards the solution of the ϕ∞-maximum margin solution where the (asymmetric) norm ϕ∞ captures
the shape of the potential ϕ ‘at infinity’ (see Figure 2 for an intuitive illustration).

Theorem 1 (Main result, Informal). There exists a horizon function ϕ∞ such that for any separable
dataset, the normalised mirror flow iterates β̄t := βt/∥βt∥ converge and satisfy:

lim
t→∞

β̄t is proportional to arg min
mini yi⟨xi,β̄⟩≥1

ϕ∞(β̄).

Our result holds for a large class of potentials ϕ and recovers previous results obtained for ϕ =
∥ · ∥pp [Sun et al., 2022] and for L-homogeneous potentials [Sun et al., 2023]. For general potentials,
showing convergence towards a maximum margin classifier is much harder because, in stark contrast
with homogeneous potentials, ϕ’s geometry changes as the iterates diverge. To capture the behaviour
of ϕ at infinity, we geometrically construct its horizon function ϕ∞. By considering ϕ’s successive
level sets (and re-normalising them to prevent blow up), we show that under mild assumptions, these
sets asymptotically converge towards a limiting horizon set S∞. The horizon function ϕ∞ is then
simply the asymmetric norm which has S∞ as its unit ball (see Figure 3 for an illustration). In
addition, when the function ϕ is ‘separable’ and can be written ϕ(β) =

∑
i φ(βi) for a real valued

function φ, then a very simple and explicit formula enables to calculate ϕ∞ (Theorem 3).

The paper is organised as follows. The classification setting as well as the assumptions on the loss
and the potential are provided in Section 2. The proof sketch and an intuitive construction of the
horizon function are given in Section 3. In Section 4, we state the formal definition and results.
Simple examples of horizon potentials and numerical experiments supporting our claims are finally
given in Section 5.

1.2 Relevance of mirror descent and related work

We first outline the motivations for understanding the implicit regularization of mirror descent and
discuss related works that contextualize our contribution within the machine learning context.

Relevance of studying mirror descent in the context of machine learning. Though mirror descent
is not per se an algorithm used by machine learning practitioners, it proves to be a very useful tool for
theoreticians in the field. Indeed, when analysing gradient descent (and its stochastic and accelerated
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variants) on neural-network architectures, an underlying mirror-descent structure very recurrently
emerges. Then, results for mirror descent enable to prove convergence as well as characterise the
implicit bias of gradient descent for these architectures. Diagonal linear networks, which are ideal
proxy models for gaining insights on complex deep-learning phenomenons, is the most notable
example of such an architecture. The hyperbolic entropy potential naturally appears and enables
to prove countless results: implicit bias of gradient descent in regression [Woodworth et al., 2020,
Vaskevicius et al., 2019] and in classification [Moroshko et al., 2020], effect of stochasticity [Pesme
et al., 2021] and momentum [Papazov et al., 2024], convergence of gradient descent and effect of the
step-size [Even et al., 2023], saddle-to-saddle dynamics [Pesme and Flammarion, 2023]. Unveiling
an underlying mirror-like structure goes beyond these simple networks as they also appear in: matrix
factorisation with commuting observations [Gunasekar et al., 2017, Wu and Rebeschini, 2021], fully
connected linear networks [Azulay et al., 2021, Varre et al., 2023] and 2-layer ReLU networks [Chizat
and Bach, 2020]. Building on these examples, Li et al. [2022] investigate the formal conditions that
ensure the existence of a mirror flow reformulation for general parametrisations, extending previous
results by Amid and Warmuth [2020a,b].

Gradient descent in classification. Numerous works have studied gradient descent in the classifi-
cation setting. For linear parametrisations, separable data and exponentially tailed losses, Soudry
et al. [2018] prove that GD converges in direction towards the ℓ2-maximum margin classifier and
provides convergence rates. A very fine description of this divergence trajectory is conducted by Ji
and Telgarsky [2018] and a different primal-dual analysis leading to tighter rates is given by Ji and
Telgarsky [2021]. Similar results are proven for stochastic gradient descent by Nacson et al. [2019c].
In the case of general loss tails, Ji et al. [2020] prove that gradient descent asymptotically follows the
ℓ2-norm regularisation path. A whole ‘astral theory’ is developed by Dudík et al. [2022] who provide
a framework which enables to handle ‘minimisation at infinity’. Beyond the linear case, Lyu and Li
[2020] proves for homogeneous neural networks that any directional limit point of gradient descent is
along a KKT point of the ℓ2-max margin problem. A weaker version of this result was previously
obtained by Nacson et al. [2019a]. Furthermore, convergence results for linear networks are provided
by Yun et al. [2021]. Finally, for 2-layer networks in the infinite width limit, assuming directional
convergence, Chizat and Bach [2020] proves that the limit can be characterised as a max-margin
classifier in a certain space of functions.

1.3 Notations

We provide here a few notations which will be useful throughout the paper. We let [n] be the integers
from 1 to n. We denote by Z ∈ Rn×d the feature matrix whose ith line corresponds to the vector
yixi. When not specified, ∥ · ∥ corresponds to any (definable) norm on Rd. For a convex function h,
∂h(β) denotes its subdifferential at β: ∂h(β) = {g ∈ Rd : h(β′) ≥ h(β) + ⟨g, β′ − β⟩,∀β′ ∈ Rd}.
For any scalar function f : R → R and vector u ∈ Rp, the vector f(u) ∈ Rp corresponds to the
component-wise application of f over u. We denote by σ : Rn → Rn the softmax function equal to
σ(z) = exp(z)/

∑n
i=1 exp(zi) ∈ ∆n where ∆n is the unit simplex. For a convex potential ϕ, we

denote Dϕ(β, β0) the Bregman divergence equal to ϕ(β)− (ϕ(β0) + ⟨∇ϕ(β0), β − β0⟩) ≥ 0.

2 Problem set-up

We consider a dataset (xi, yi)1≤i≤n with points xi ∈ Rd and binary labels yi ∈ {−1, 1}. We choose
a loss function ℓ : R → R and seek to minimise the empirical risk

L(β) =

n∑

i=1

ℓ(yi⟨xi, β⟩).

We propose to study the dynamics of mirror flow, which is the continuous-time limit of the mirror
descent algorithm [Beck and Teboulle, 2003]. Mirror descent is a generalisation of gradient descent
to non-Euclidean geometries induced by a given convex potential function ϕ : Rd → R. The method
generates a sequence (β̂k)k≥0 with β̂0 = β0 ∈ Rd and

∇ϕ(β̂k+1) = ∇ϕ(β̂k)− γ∇L(β̂k).

3



When the step size γ goes to 0, the mirror descent iterates approach the solution (βt)t≥0 to the
following differential equation:

d∇ϕ(βt) = −∇L(βt)dt, (MF)

initialised at β0. Studying the mirror flow (MF) leads to simpler computations than its discrete
counterpart, and still allows to obtain rich insights about the algorithm’s behaviour.

We now state our standing assumptions on the loss function ℓ and potential ϕ.

Assumption 1. The loss ℓ satisfies:

1. ℓ is convex, twice continuously differentiable, decreasing and limz→+∞ ℓ(z) = 0.

2. ℓ has an exponential tail, in the sense that ℓ(z) ∼
z→∞

−ℓ′(z) ∼
z→∞

exp(−z).

The first part of the assumptions is very general and ensures that the empirical loss L can be minimised
‘at infinity’. The exponential tail is crucial: it enables to identify a unique maximum margin solution
towards which the iterates converge in direction, independently of the considered loss. Both the
exponential ℓ(z) = exp(−z) and the logistic loss ℓ(z) = ln(1+ exp(−z)) satisfy the conditions. On
the other hand, losses with polynomial tails do not satisfy the second criterion. Similar assumptions
on the tail appear when investigating the implicit bias of gradient descent for separable data [Soudry
et al., 2018, Nacson et al., 2019b, Ji et al., 2020, Ji and Telgarsky, 2021, Chizat and Bach, 2020].

Assumption 2. The potential ϕ : Rd → R satisfies:

1. ϕ is twice continuously differentiable, strictly convex and coercive.

2. for every c ∈ R≥0 and β2 ∈ Rd, the sub-level set {β1 ∈ Rd, Dϕ(β2, β1) ≤ c} is bounded.

3. ∇2ϕ(β) is positive-definite for all β ∈ Rd.

4. ∇ϕ diverges at infinity: lim∥β∥→∞ ∥∇ϕ(β)∥ = +∞.

The first two points of the assumption are commonly used to ensure well-posedness of mirror
descent [Bauschke et al., 2017]. The third one is necessary in continuous time to ensure the existence
and uniqueness over R≥0 of a solution to the (MF) differential equation (in particular, we want to
avoid the solution “blowing up in finite time”; see Lemma 2 in Appendix A). The coercive gradient
assumption is crucial for our main result and we discuss it in more depth in Section 6.

Finally, we assume that the dataset is linearly separable.

Assumption 3. There exists β⋆ ∈ Rd such that yi⟨β⋆, xi⟩ > 0 for every i ∈ [n].

Notice that such β⋆’s correspond to minimisation directions: L(λβ⋆)
λ→∞−→ 0. Under the three

previous assumptions, we can show that the mirror flow iterates (βt)t≥0 minimise the loss while
diverging to infinity.

Proposition 1. Considering the mirror flow (βt)t≥0, the loss converges towards 0 and the iterates
diverge: lim

t→∞
L(βt) = 0 and lim

t→∞
∥βt∥ = +∞.

The proof relies on classical techniques used to analyse gradient methods in continuous time and we
defer the proof to Appendix A. We now turn to the main question addressed in this paper:

Among all minimising directions β⋆, towards which does the mirror flow converge?

We initially offer a heuristic and intuitive answer to this question, setting the stage for the formal
construction of the implicit regularisation problem.

3 Intuitive construction of the implicit regularisation problem

In this section, we give an informal presentation and proof sketch of our main result. A fully rigorous
exposition is then provided in Section 4.
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Preliminaries. Assume here for simplicity that ℓ(z) = exp(−z). The mirror flow then writes

d

dt
∇ϕ(βt) = L(βt) · ZT q(βt),

with q(βt) = σ(−Zβt), where σ is the softmax function and Z the matrix with rows (yixi)i∈[n].
Note that q(βt) belongs to the unit simplex ∆n.

We simplify the differential equation by performing a time rescaling, which does not change the
asymptotical behaviour. As θ : t 7→

∫ t

0
L(βs)ds is a bijection in R≥0 (see Lemma 4), we can speed

up time and consider the accelerated iterates β̃t = βθ−1(t). 1 By the chain rule, we have

d

dt
∇ϕ(β̃t) = Z⊤q(β̃t),

and therefore

1

t
∇ϕ(β̃t) =

1

t
∇ϕ(β0) + Z⊤

(1
t

∫ t

0

q(β̃s)ds
)
. (1)

From now on, we drop the tilde notation and assume that a change of time scale has been done.
We want to characterise the directional limit of the diverging iterates βt. To do so, we study their
normalisation β̄t := βt

∥βt∥ . As they form a bounded sequence, and q(βt) ∈ ∆n is also bounded,
we can extract a subsequence2 (β̄ts , q(βts))s∈N, with lims→∞ ts = ∞ converging to some limit
(β̄∞, q∞). By the Césaro average property, 1

ts

∫ ts
0

q(βs)ds also converges towards q∞. Equation (1)
then yields

1

ts
∇ϕ(βts) −→

s→∞
Z⊤q∞. (2)

Observe that q(βt) = σ(−Zβt) and the softmax function σ approaches the argmax operator at
infinity. Hence, as βt diverges, we expect that q(βt)k → 0 for coordinates k for which (−Zβt)k is
not maximal, i.e. (Zβt)k not minimal. This observation is made formal in the following lemma. Its
proof is straightforward and is given in Appendix A.

Lemma 1. Assume that (β̄ts , q(βts))
s→∞−→ (β̄∞, q∞). It holds that:

(q∞)k = 0 if yk⟨xk, β̄∞⟩ > min
1≤i≤n

yi⟨xi, β̄∞⟩.

In words, coordinates of q∞ which do not correspond to support vectors of β̄∞ must be zero. Our
goal is now to uniquely characterise β̄∞ as the solution of a maximum margin problem.

3.1 Warm-up: gradient flow

As a warm-up, let us consider standard gradient flow, which corresponds to mirror flow with potential
ϕ = ∥ · ∥22/2. In this case, Equation (2) becomes βts/ts → Z⊤q∞. Since the normalised iterates
satisfy β̄ts → β̄∞, we get

β̄∞ =
Z⊤q∞

∥Z⊤q∞∥2
.

Now notice that this equation along with the slackness conditions from Lemma 1 exactly correspond
to the optimality conditions of the following convex minimisation problem:

min
β̄

∥β̄∥2 under the constraint min
i∈[n]

yi⟨xi, β̄⟩ ≥ 1. (3)

1β̃t can also be seen as the mirror flow trajectory but on the log-sum-exp function instead of the sum-exp
function

2More precisely, we let (tn)n∈N be any sequence with tn → ∞ as n → ∞ and then consider the discrete
sequence (β̄tn , q(βtn))n∈N. We can then apply the Bolzano–Weierstrass theorem to extract a convergent
subsequence. We will show that the limit (β̄∞, q∞) is unique and does not depend on the sequence (tn), and
therefore the continuous-time process (β̄t, q(βt))t∈R must converge towards it.
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Figure 2: Left two: Sketch of the level lines of two different potentials ϕ(1), ϕ(2) : R2 → R. Right
two: Their corresponding horizon functions ϕ(1)

∞ , ϕ(2)
∞ as defined in Section 4.1.

Furthermore, the ℓ2-unit ball being strictly convex, Problem (3) has a unique solution to which β̄∞
must therefore be equal. Importantly, notice that Problem (3) uniquely defines the limit of any
extraction on the normalised iterates β̄t: the normalised iterates β̄t must therefore converge towards
the ℓ2-maximum margin. We recover the implicit regularisation result from Soudry et al. [2018]:

β̄∞ = arg min
mini yi⟨xi,β̄⟩≥1

∥β̄∥2.

3.2 General potential: introducing the horizon function ϕ∞

We now tackle general potentials ϕ. In the general case, the challenge of identifying the max-margin
problem to which the iterates converge in direction stems from the fact that if the potential ϕ is not
L-homogeneous3, its geometry changes as the iterates diverge. More precisely, its sub-level sets
Sc := {β ∈ Rd, ϕ(β) ≤ c} change of shape as c increase, as illustrated by Figure 2 (Left).

However, we can hope that these sets have a limiting shape at infinity, meaning that the normalised
sub-level sets S̄c := Sc/Rc where Rc := maxβ∈Sc

∥β∥ converge to some limiting convex set S∞ as
c → ∞. We can then construct an asymmetric norm4 ϕ∞ which has S∞ as its unit ball. In words,
ϕ∞ captures the shape of ϕ at infinity. This informal construction is made rigorous in Section 4.1.
We state here the crucial consequence of this construction.

Corollary 1. The horizon function ϕ∞ is such that for any sequence βt diverging to infinity for which
βt

∥βt∥ and ∇ϕ(βt)
∥∇ϕ(βt)∥ both converge, then:

lim
t→∞

∇ϕ(βt)

∥∇ϕ(βt)∥
∈ λ · ∂ϕ∞(β̄∞), where β̄∞ = lim

t→∞
βt

∥βt∥
,

for some strictly positive factor λ.

Using this construction, we can derive the optimality conditions satisfied by β̄∞. From the conver-
gence in Equation (2) and that of β̄t → β̄∞, applying Corollary 1, we obtain that:

Z⊤q∞ ∈ λ · ∂ϕ∞(β̄∞).

Up to a positive multiplicative factor (which is irrelevant due to the positive homogeneity of the
quantities involved), this condition along with Lemma 1 are exactly the optimality conditions of the
convex problem

min
β̄∈Rd

ϕ∞(β̄) under the constraint min
i∈[n]

yi⟨xi, β̄⟩ ≥ 1.

The limiting direction β̄∞ must therefore belong to the set of its solutions. Assuming that this set
contains a single element of norm 1 (we refer to the next section for comments concerning the
uniqueness), we deduce that the iterates β̄t must converge towards it:

lim
t→∞

βt

∥βt∥
∝ arg min

mini yi⟨xi,β̄⟩≥1

ϕ∞(β̄).

3A function is L-homogeneous if there exists L > 0 such that ϕ(cβ) = cLϕ(β) for all β and c > 0
4An asymmetric norm p satisfies all the properties of a norm except the symmetry equality p(−β) = p(β)
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Figure 3: Illustration of the construction of the horizon shape S∞. Left: the sub-level sets Sc change
of shape and are increasing. Middle: in order to avoid the shapes blowing up, we normalise them to
keep them in the unit ball (here we choose the arbitrary constraining norm to be the ℓ1-norm). Right:
the normalised sub-level sets S̄c converge to a limiting set S∞ for the Hausdorff distance.

4 Main result: directional convergence towards the ϕ∞-max margin

We now state our formal results, starting with the precise construction of the horizon function ϕ∞,
followed by the theorem showing convergence of the iterates towards the ϕ∞-max-margin.

4.1 Construction of the horizon function ϕ∞

We first define the horizon shape of a potential ϕ, and provide sufficient conditions for its existence.
Then, we use this shape to construct a horizon function ϕ∞, which allows the interpretation of the
directional limits of gradients of ϕ at infinity. The proofs require technical elements from variational
analysis to ensure that the limits are well-defined; these are deferred to Appendix B.

Horizon shape. Assume w.l.o.g. that ϕ(0) = 0. For c ≥ 0, consider the sublevel set:

Sc(ϕ) = {β ∈ Rd : ϕ(β) ≤ c},
which is nonempty and compact by coercivity of ϕ. We can then define the normalised sublevel set:

S̄c =
1

Rc
Sc, Rc = max{∥β∥ : β ∈ Sc}. (4)

By construction, the set S̄c belongs to the unit ball. We are interested in the limit of S̄c as c → ∞.
Definition 1. We say that ϕ admits a horizon shape if the family of normalized sublevel sets (S̄c)c>0

defined in Equation (4) converges to some compact set S∞ as c → ∞ for the Hausdorff distance. In
addition, we say that this shape is non-degenerate if the origin belongs to the interior of S∞.

The Hausdorff distance is a natural distance on compact sets [see Rockafellar and Wets, 1998,
Section 4.C., for a definition]. In Proposition 2, we prove the existence of the horizon shape for a
large class of functions which contains all the potentials with domain Rd encountered in practice.
Although the horizon shape is guaranteed to exist for most functions, we cannot a priori prove that it
is non-degenerate, as the normalized sub-levels S̄c can become ‘flat’ as c → ∞.5 Given the technical
complexity associated with this case, we now focus exclusively on non-degenerate horizon shapes.

Horizon function. If ϕ admits a non-degenerate horizon shape S∞, we define its horizon function
as the Minkowski gauge [Rockafellar and Wets, 1998, Section 11.E] of S∞:

ϕ∞(β̄) := inf {r > 0 :
β̄

r
∈ S∞} for β̄ ∈ Rd.

By construction, the horizon function ϕ∞ is an asymmetric norm and its sub-level sets correspond
to scaled versions of S∞ [see Rockafellar and Wets, 1998, Section 11.C, for more properties]. For
example, in the case of the horizon shape S∞ illustrated in Figure 3, the corresponding horizon
function ϕ∞ is proportional to the ℓ1-norm. Although the construction of ϕ∞ presented here is rather
abstract, we show in Theorem 3 that for separable potentials defined over Rd, it can be computed with
an explicit formula. Though different, our definition of the horizon function shares many similarities
with the classical concept of horizon function from convex analysis [Rockafellar and Wets, 1998].
We discuss the links between the two notions at the end of Section 4.3.

5Consider for instance ϕ(x, y) = x2 + y4 on R2, for which the horizon shape is [−1, 1]× {0}.
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4.2 Main result: directional convergence of the iterates towards the ϕ∞-max-margin

We can now state our main result which fully characterises the directional convergence of mirror flow.

Theorem 2. Assume that ϕ admits a non-degenerate horizon shape and let ϕ∞ be its horizon function.
Assuming that the following ϕ∞-max-margin problem has a unique minimiser, then the mirror flow
normalised iterates β̄t =

βt

∥βt∥ converge towards a vector β̄∞ and

β̄∞ ∝ argmin
β̄∈Rd

ϕ∞(β̄) under the constraint min
i∈[n]

yi⟨xi, β̄⟩ ≥ 1,

where the symbol ∝ denotes positive proportionality.

Remark on the uniqueness of the margin problem. If the unit ball of ϕ∞ is strictly convex, then
the ϕ∞-max-margin problem has a unique solution. However, in the general case, there may exist
an infinity of solutions and weak but ad hoc assumptions on the dataset are required to guarantee
uniqueness. For instance, if ϕ∞ is proportional to the ℓ1-norm, a common assumption which ensures
uniqueness is assuming that the data features are in general position [Dossal, 2012].

4.3 Assumptions guaranteeing the existence of ϕ∞

Our main result, presented in Theorem 2 relies on the existence of a horizon shape, S∞, as described
in Definition 1. From this shape, the asymmetric norm ϕ∞ is constructed.

We show here that the existence of S∞ is ensured for a large class of ‘nice’ functions, specifically those
definable in o-minimal structures [Dries, 1998]. For the reader unfamiliar with this notion, this class
contains all ‘reasonable’ functions used in practice, such as polynomials, logarithms, exponentials,
and ‘reasonable’ combinations of those. This is a typical assumption used for instance to prove the
convergence of optimisation methods through the Kurdyka–Łojasiewicz property [Attouch et al.,
2011].
Proposition 2. If any of the three following conditions hold: (i) ϕ is a finite composition of polynomi-
als, exponentials and logarithms, (ii) ϕ is globally subanalytic, (iii) ϕ is definable in a o-minimal
structure on R; then ϕ admits a horizon shape S∞.

The proof is technical and we defer it to Appendix B. Although the previous proposition ensures the
existence ϕ∞ for a wide range of potentials, it does not offer a direct method for computing it. In
the following, we show that for potentials that are both separable and even, a simple formula exists,
allowing for the direct calculation of ϕ∞.
Assumption 4. The potential ϕ is separable, in the sense that there exists φ : R → R≥0 such that
ϕ(β) =

∑d
i=1 φ(βi). We assume that φ satisfies Assumption 2, that it is definable in a o-minimal

structure on R and that it is an even function. W.l.o.g. we assume that φ(0) = 0.

We note that φ is a bijection over R≥0, and denote by φ−1 its inverse. We consider the function
φ−1 ◦ ϕ, which can be seen as a renormalisation of ϕ. It has the same level sets as ϕ and ensures
that limη→0 ηφ

−1(ϕ(β̄/η)) exists in R>0 for all β̄. These two observations lead to the following
theorem.
Theorem 3. Under Assumption 4, the potential ϕ admits a non-degenerate horizon shape and its
horizon function is such that there exists λ > 0 such that for every β̄ ∈ Rd:

ϕ∞(β̄) = λ lim
η→0

η · φ−1

(
ϕ

(
β̄

η

))
.

We use this simple formula when computing ϕ∞ for various potentials in the next section.

Remark on previous notions of horizon function. In the convex analysis literature, the horizon
function is typically defined as ϕ∞(β̄) = limη→0 ηϕ(β̄/η) [Rockafellar and Wets, 1998, Laghdir
and Volle, 1999]. In our context, this definition would yield a function which equals +∞ everywhere
except at the origin. In contrast, our definition ensures that ϕ∞ attains finite values over Rd. The
distinction stems from our way of normalising the level sets by Rc in Section 4.1, or alternatively,
from the composition by φ−1 in the separable case. The two constructions would coincide only if ϕ
was Lipschitz continuous, which is at odds with Assumption 2.

8



<latexit sha1_base64="9YR+LugTvSt1vsaK1Lo45y2eOO8=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHaJokeiF48Y5ZHAhswOvTBhdnYzM2tCCJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaHSPJaPZpygH9GB5CFn1FjpoXLp9oolt+zOQVaJl5ESZKj3il/dfszSCKVhgmrd8dzE+BOqDGcCp4VuqjGhbEQH2LFU0gi1P5mfOiVnVumTMFa2pCFz9ffEhEZaj6PAdkbUDPWyNxP/8zqpCa/9CZdJalCyxaIwFcTEZPY36XOFzIixJZQpbm8lbEgVZcamU7AheMsvr5JmpexVy9X7i1LtJosjDydwCufgwRXU4A7q0AAGA3iGV3hzhPPivDsfi9ack80cwx84nz9jOY06</latexit>

250
<latexit sha1_base64="3SZI8XausgAV51rrHtgV7SvqlD4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEq8eiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1Bqw8GHu/NMDMvSKQw6LpfTmFldW19o7hZ2tre2d0r7x+0TJxqxpsslrHuBNRwKRRvokDJO4nmNAokbwfjm5nffuTaiFg94CThfkSHSoSCUbTS/YXr9ssVt+rOQf4SLycVyNHolz97g5ilEVfIJDWm67kJ+hnVKJjk01IvNTyhbEyHvGupohE3fjY/dUpOrDIgYaxtKSRz9edERiNjJlFgOyOKI7PszcT/vG6K4ZWfCZWkyBVbLApTSTAms7/JQGjOUE4soUwLeythI6opQ5tOyYbgLb/8l7TOql6tWrs7r9Sv8ziKcATHcAoeXEIdbqEBTWAwhCd4gVdHOs/Om/O+aC04+cwh/ILz8Q1gMo04</latexit>

500

<latexit sha1_base64="9YR+LugTvSt1vsaK1Lo45y2eOO8=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHaJokeiF48Y5ZHAhswOvTBhdnYzM2tCCJ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaHSPJaPZpygH9GB5CFn1FjpoXLp9oolt+zOQVaJl5ESZKj3il/dfszSCKVhgmrd8dzE+BOqDGcCp4VuqjGhbEQH2LFU0gi1P5mfOiVnVumTMFa2pCFz9ffEhEZaj6PAdkbUDPWyNxP/8zqpCa/9CZdJalCyxaIwFcTEZPY36XOFzIixJZQpbm8lbEgVZcamU7AheMsvr5JmpexVy9X7i1LtJosjDydwCufgwRXU4A7q0AAGA3iGV3hzhPPivDsfi9ack80cwx84nz9jOY06</latexit>

250

<latexit sha1_base64="u+tQnk6sLk84ijfbUO/k+c0vA0Y=">AAACDXicbVC7SgNBFJ31GeMramkzGAWrsCsSLYNa2AgRzAOycZmd3CRDZh/M3BXCsj9g46/YWChia2/n3zh5FJp4YOBwzr0zZ44fS6HRtr+thcWl5ZXV3Fp+fWNza7uws1vXUaI41HgkI9X0mQYpQqihQAnNWAELfAkNf3A58hsPoLSIwjscxtAOWC8UXcEZGskrHLrjO1JfJpBR1wdkHt6nbsCwr4L05irznMwrFO2SPQadJ86UFMkUVa/w5XYingQQIpdM65Zjx9hOmULBJWR5N9EQMz5gPWgZGrIAdDsdJ8nokVE6tBspc0KkY/X3RsoCrYeBbyZHKfWsNxL/81oJds/bqQjjBCHkk4e6iaQY0VE1tCMUcJRDQxhXwmSlvM8U42gKzJsSnNkvz5P6Sckpl8q3p8XKxbSOHNknB+SYOOSMVMg1qZIa4eSRPJNX8mY9WS/Wu/UxGV2wpjt75A+szx9+V5x4</latexit>

�MD1
t

<latexit sha1_base64="pes6ji1/Gf8cFYJVqDxtL8PvY+U=">AAACCnicbVDLSgMxFM34rPVVdekmWgRXZUakuiwq6LKCfUCnlkx624ZmHiR3hDLM2o2/4saFIm79Anf+jZm2C209EDicc29ycrxICo22/W0tLC4tr6zm1vLrG5tb24Wd3boOY8WhxkMZqqbHNEgRQA0FSmhGCpjvSWh4w8vMbzyA0iIM7nAUQdtn/UD0BGdopE7hwB3fkSjoptT1AFkH7xPXZzhQfnJ9laadQtEu2WPQeeJMSZFMUe0UvtxuyGMfAuSSad1y7AjbCVMouIQ078YaIsaHrA8tQwPmg24n4xgpPTJKl/ZCZU6AdKz+3kiYr/XI98xkllHPepn4n9eKsXfeTkQQxQgBnzzUiyXFkGa90K5QwFGODGFcCZOV8gFTjKNpL29KcGa/PE/qJyWnXCrfnhYrF9M6cmSfHJJj4pAzUiE3pEpqhJNH8kxeyZv1ZL1Y79bHZHTBmu7skT+wPn8AXFibVw==</latexit>

�GD
t

Iterate trajectories in the -plane ℝ2

First coordinate

Second 
coordinate

<latexit sha1_base64="72UG9bK/msUffHDwWMMYrTr7S1Q=">AAACAHicbVC7SgNBFJ31GeNr1cLCZjAIVmE3L00X1MJGiGAekMRldjJJhsw+mLkrhGUbf8XGQhFbP8POv3E2SaHRAxcO59zLvfe4oeAKLOvLWFpeWV1bz2xkN7e2d3bNvf2mCiJJWYMGIpBtlygmuM8awEGwdigZ8VzBWu74MvVbD0wqHvh3MAlZzyNDnw84JaAlxzzsugyIA/dx1yMwkl58c5U4hcQxc1beKperto2tfKlYLZYqmlhTYHtOcmiOumN+dvsBjTzmAxVEqY5thdCLiQROBUuy3UixkNAxGbKOpj7xmOrF0wcSfKKVPh4EUpcPeKr+nIiJp9TEc3VneqVa9FLxP68TweC8F3M/jID5dLZoEAkMAU7TwH0uGQUx0YRQyfWtmI6IJBR0Zlkdgr348l/SLOTtSr5yW8rVLuZxZNAROkanyEZnqIauUR01EEUJekIv6NV4NJ6NN+N91rpkzGcO0C8YH99eO5bu</latexit>

�MD2
t

Iterate trajectories in the - open unit diskℝ2

under the rescaling 
<latexit sha1_base64="clqpL/dTHzOS9GrT2bpKUwr5vUY=">AAACG3icbZDLSsNAFIYn9V5vUZduBougCCUpUt0IohuXFWwVmlAm0xMdOrkwcyKU0Pdw46u4caGIK8GFb+M0zUKrPwx8859zmDl/kEqh0XG+rMrM7Nz8wuJSdXlldW3d3tjs6CRTHNo8kYm6CZgGKWJoo0AJN6kCFgUSroPB+bh+fQ9KiyS+wmEKfsRuYxEKztBYPbvhpWLPCwDZPj2hXqgYz4vrKHfpAfU6oJAWxoR7jVHPrjl1pxD9C24JNVKq1bM/vH7Cswhi5JJp3XWdFP2cKRRcwqjqZRpSxgfsFroGYxaB9vNitxHdNU6fhokyJ0ZauD8nchZpPYwC0xkxvNPTtbH5X62bYXjs5yJOM4SYTx4KM0kxoeOgaF8o4CiHBhhXwvyV8jtm8kETZ9WE4E6v/Bc6jbrbrDcvD2unZ2Uci2Sb7JA94pIjckouSIu0CScP5Im8kFfr0Xq23qz3SWvFKme2yC9Zn9+HWJ/k</latexit>

⇡(�) =
�

1 + k�k2

<latexit sha1_base64="sIU7ybx+hNBbbL2xK89rZgsdB/g=">AAACEnicbVC7SgNBFJ31GeMramkzGATThF2RaBnUwkaIYB6Qjcvs5CYZMvtg5q4Qlv0GG3/FxkIRWys7/8bJo9DogYHDOffOnDl+LIVG2/6yFhaXlldWc2v59Y3Nre3Czm5DR4niUOeRjFTLZxqkCKGOAiW0YgUs8CU0/eHF2G/eg9IiCm9xFEMnYP1Q9ARnaCSvUHInd6S+TCCjbiyOXB+QeXiXugHDgQrS68vMc7KSVyjaZXsC+pc4M1IkM9S8wqfbjXgSQIhcMq3bjh1jJ2UKBZeQ5d1EQ8z4kPWhbWjIAtCddBIno4dG6dJepMwJkU7UnxspC7QeBb6ZHMfU895Y/M9rJ9g766QijBOEkE8f6iWSYkTH/dCuUMBRjgxhXAmTlfIBU4yjaTFvSnDmv/yXNI7LTqVcuTkpVs9ndeTIPjkgR8Qhp6RKrkiN1AknD+SJvJBX69F6tt6s9+nogjXb2SO/YH18A854njA=</latexit>

⇡(�MD1
t )

<latexit sha1_base64="K7gIK0EUWTunlx7S+t2vXAeTwv8=">AAACD3icbVDLSgMxFM34rPVVdekmWJS6KTMi1WVRQZcV7AM6tWTS2zY08yC5I5Rh/sCNv+LGhSJu3brzb0wfC209EDicc29ycrxICo22/W0tLC4tr6xm1rLrG5tb27md3ZoOY8WhykMZqobHNEgRQBUFSmhECpjvSah7g8uRX38ApUUY3OEwgpbPeoHoCs7QSO3ckTu+I1HQSakbiYLrAbI23ieuz7Cv/OT6Kk2P27m8XbTHoPPEmZI8maLSzn25nZDHPgTIJdO66dgRthKmUHAJadaNNUSMD1gPmoYGzAfdSsZZUnpolA7thsqcAOlY/b2RMF/roe+ZyVFIPeuNxP+8Zozd81YigihGCPjkoW4sKYZ0VA7tCAUc5dAQxpUwWSnvM8U4mgqzpgRn9svzpHZSdErF0u1pvnwxrSND9skBKRCHnJEyuSEVUiWcPJJn8krerCfrxXq3PiajC9Z0Z4/8gfX5A6bqnQ8=</latexit>

⇡(�GD
t )

<latexit sha1_base64="EV+8HgyoUGAgVck+xnaXE9NDwEU=">AAACBXicbVDJSgNBEO2JW4xb1KMeGoMQL2Emm+YW1IMXIYJZIBOHnk4nadKz0F0jhCEXL/6KFw+KePUfvPk3dpaDRh8UPN6roqqeGwquwDS/jMTS8srqWnI9tbG5tb2T3t1rqCCSlNVpIALZcoligvusDhwEa4WSEc8VrOkOLyZ+855JxQP/FkYh63ik7/MepwS05KQP7ZBnbZcBceAutj0CA+nF15djJz8+cdIZM2eWShXLwmauWKgUimVNzCmwNScZNEfNSX/a3YBGHvOBCqJU2zJD6MREAqeCjVN2pFhI6JD0WVtTn3hMdeLpF2N8rJUu7gVSlw94qv6ciImn1MhzdefkTLXoTcT/vHYEvbNOzP0wAubT2aJeJDAEeBIJ7nLJKIiRJoRKrm/FdEAkoaCDS+kQrMWX/5JGPmeVc+WbYqZ6Po8jiQ7QEcoiC52iKrpCNVRHFD2gJ/SCXo1H49l4M95nrQljPrOPfsH4+AaTtJim</latexit>

⇡(�MD2
t )

<latexit sha1_base64="WHZu/rQp6K6vn8/cI67jVq5n1Zo=">AAACC3icdVBNS8NAEN34bf2qevSyWARPJSlS25uoBy9CBatCE8Nmu2kXN5uwOxFCyN2Lf8WLB0W8+ge8+W/ctBVU9MHA470ZZuYFieAabPvDmpqemZ2bX1isLC2vrK5V1zcudJwqyro0FrG6CohmgkvWBQ6CXSWKkSgQ7DK4OSr9y1umNI/lOWQJ8yIykDzklICR/Oq2GxCVuwEDUvgulyFk17kbERiqKD89Lnyn8Ks1u24bNJu4JE7Ldgxpt1uNRhs7I8u2a2iCjl99d/sxTSMmgQqidc+xE/ByooBTwYqKm2qWEHpDBqxnqCQR014++qXAO0bp4zBWpiTgkfp9IieR1lkUmM7ySv3bK8W/vF4KYcvLuUxSYJKOF4WpwBDjMhjc54pREJkhhCpubsV0SBShYOKrmBC+PsX/k4tG3WnWm2d7tYPDSRwLaAtto13koH10gE5QB3URRXfoAT2hZ+veerRerNdx65Q1mdlEP2C9fQJ+75wB</latexit>

�̄MD1
1

<latexit sha1_base64="8zh0dhKW3ktxeB5n9Qe+xtghEkI=">AAACCXicdVBNS8NAEN3Ur1q/qh69LBbBU0nT2upNVNBjBatCE8tmu9Glm03YnQgh5OrFv+LFgyJe/Qfe/DdutIKKPhh4vDfDzDw/FlyDbb9ZpYnJqemZ8mxlbn5hcam6vHKqo0RR1qORiNS5TzQTXLIecBDsPFaMhL5gZ/5ov/DPrpnSPJInkMbMC8ml5AGnBIw0qGLXJypzfQYkH7hcBpBeZG5I4EqF2eFBng+qNbu+s912thxs12274zTbBXE6LaeJG0YpUENjdAfVV3cY0SRkEqggWvcbdgxeRhRwKlhecRPNYkJH5JL1DZUkZNrLPj7J8YZRhjiIlCkJ+EP9PpGRUOs09E1ncaP+7RXiX14/gWDby7iME2CSfi4KEoEhwkUseMgVoyBSQwhV3NyK6RVRhIIJr2JC+PoU/09OnXqjXW8ft2q7e+M4ymgNraNN1EAdtIuOUBf1EEU36A49oEfr1rq3nqznz9aSNZ5ZRT9gvbwDQk2bXg==</latexit>

�̄GD
1

<latexit sha1_base64="Qrs5K0CvBjCQUZROP4MWX/nNwwg=">AAACC3icdVBNS8NAEN34bf2qevSytAieyrbWRm+iHrwIClaFpobNdqNLN5uwOxFKyN2Lf8WLB0W8+ge8+W/c2Aoq+mDg8d4MM/OCRAoDhLw7Y+MTk1PTM7OlufmFxaXy8sqZiVPNeJvFMtYXATVcCsXbIEDyi0RzGgWSnwf9/cI/v+HaiFidwiDh3YheKREKRsFKfrniBVRnXsCB5r4nVAiDy8yLKFzrKDs6yP1G7perpEbczcY2waS26Ta3GjuWELJDXBfXLSlQRSMc++U3rxezNOIKmKTGdOokgW5GNQgmeV7yUsMTyvr0incsVTTippt9/pLjdav0cBhrWwrwp/p9IqORMYMosJ3Flea3V4h/eZ0Uwu1uJlSSAldsuChMJYYYF8HgntCcgRxYQpkW9lbMrqmmDGx8JRvC16f4f3LWqNVbtdZJs7q7N4pjBq2hCtpAdeSiXXSIjlEbMXSL7tEjenLunAfn2XkZto45o5lV9APO6weSmpwO</latexit>

�̄MD2
1

Rescaled trajectories 
for visualisation purposes

(arrows mark the progression of iterates over time, diverging outward)

Figure 4: Mirror flow trajectories on a 2-dimensional dataset for three different potentials (exact
same setting as in Figure 1). Left: the iterates diverge to infinity and the directional convergence
depends on the choice of potential. Right: the normalised iterates converge towards their respective
ϕ∞-maximum-margin predictors (illustrated by stars), as predicted by Theorem 2.

5 Applications and experiments

In this section, we illustrate our main result using various potentials.

Homogeneous potentials. We first consider potentials ϕ which are L-homogeneous, i.e., there
exists L > 0 such that for all c > 0 and β ∈ Rd, ϕ(cβ) = cLϕ(β). In this case, the sublevel sets S̄c

are all equal. It follows that ϕ∞ ∝ ϕ1/L. An important example is the case of ϕ = ∥ · ∥pp where ∥ · ∥p
corresponds to the ℓp-norm with p > 1, for which we get that ϕ∞ ∝ ∥ · ∥p and we recover the result
from Sun et al. [2022, 2023].

Hyperbolic-cosine entropy potential. Finally, we consider ϕMD1(β) =
∑d

i=1(cosh(βi) − 1).
Applying Theorem 3, we get that ϕ∞ ∝ ∥ · ∥∞.

Hyperbolic entropy potential. The hyperbolic entropy potential: ϕMD2(β) =∑d
i=1(βiarcsinh(βi) −

√
β2
i + 1 − 1) plays a central role in works considering diagonal

linear networks [Woodworth et al., 2020, Pesme and Flammarion, 2023]. Applying Theorem 3, we
obtain that ϕ∞ ∝ ∥ · ∥1 and we recover the result from Lyu and Li [2020] and Moroshko et al. [2020].

Experimental details concerning Figure 1. As shown in Figure 1 (Middle), we generate 40 points
with positive labels and 40 points with negative labels. Starting from β0 = 0, we run mirror descent
with the exponential loss ℓ(z) = exp(−z) and with the three following potentials:

(i) ϕGD = ∥ · ∥22, (ii) ϕMD1 = cosh-entropy, (iii) ϕMD2 = Hyperbolic entropy.

We first observe in Figure 1 (Left) that the training loss converges to zero, as predicted by Proposition 1,
with a convergence rate that varies across different potentials. Moreover, as illustrated in Figure 1
(Middle and Right), the iterates converge in direction towards their respective unique ϕ∞-max margin
solutions associated with the following geometries:

(i) ϕGD
∞ ∝ ∥ · ∥2, (ii) ϕMD1

∞ = ∥ · ∥∞, (iii) ϕMD2
∞ ∝ ∥ · ∥1.

Therefore, by employing various potentials, we can induce different implicit biases, leading to distinct
generalisation properties depending on the data distribution. The trajectories of the mirror descent
iterates are shown and commented in Figure 4.
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6 Conclusion and limitations

In this paper, we offer a comprehensive characterisation of the implicit bias of mirror flow for separable
classification problems. This characterisation is framed in terms of the horizon function associated
with the mirror descent potential, leveraging the asymptotic geometry induced by the potential. Note
that we did not cover the discrete mirror descent algorithm; we believe the analysis would extend
without additional difficulties compared to the continuous counterpart.

Extensions and open problems. Our results being purely asymptotic, characterising the rate at
which the normalised iterates converge towards the maximum-margin solution is an open direction
for future research. Furthermore, we note that our analysis does not cover potentials that are
defined only on a strict subset of Rd (such as the log-barrier and the negative entropy), and with
possibly non-coercive gradients. This class of potentials is of interest as it arises when investigating
deep architectures, such as diagonal linear networks of depth D > 2. In this setting, it is known
that gradient flow on the weights lead to a mirror flow on the predictors with a certain potential
ϕD [Woodworth et al., 2020]. Interestingly, the potentials ϕD have non-coercive gradients and their
horizon functions do not depend on the depth D as they are all proportional to the ℓ1-norm. The
predictors are, however, known to converge in direction towards a KKT point of the non-convex
ℓ2/D-max-margin problem [Lyu and Li, 2020] which can be different from the ℓ1-max-margin
problem [Moroshko et al., 2020]. This observation highlights that our coercive gradient assumption
is necessary for our result to hold. However, extending our analysis beyond this assumption is a
promising direction for understanding gradient dynamics in deep architectures.
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Organisation of the Appendix.

1. In Appendix A, we provide the proofs of the existence and uniqueness of (MF), of the
convergence of the loss, the divergence of the iterates and the proof of Lemma 1.

2. In Appendix B, we provide all the proofs concerning the construction of the horizon shape
and that of our main Theorems 2 and 3.
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A Proofs of properties of the mirror flow in the classification setting

We start by proving the existence and uniqueness of (MF) over R≥0. The proof is standard and relies
on ensuring that the iterates do not diverge in finite time.
Lemma 2. For any initialisation β0 ∈ Rd, there exists a unique solution defined over R≥0 which
satisfies (MF) for all t ≥ 0 and with initial condition βt=0 = β0.

Proof. From Assumption 2, we have that ϕ is differentiable, strictly convex and its gradient is coercive.
Consequently, ∇ϕ is bijective over Rd (see Rockafellar [1970], Theorem 26.6). Furthermore, the
Fenchel conjugate ϕ∗ is differentiable over Rd and (∇ϕ)−1 = ∇ϕ∗.

To prove the existence and uniqueness of a global solution of (MF), we first consider the following
differential equation:

dut = −∇L(∇ϕ∗(ut))dt, (5)
with initial condition ut=0 = ∇ϕ∗(β0).

Since L is C2, ∇L is Lipschitz on all compact sets. Furthermore, since ∇2ϕ is p.s.d., ∇ϕ∗ = (∇ϕ)−1

is C1 and therefore Lipschitz on all compact sets. Hence ∇L ◦ ∇ϕ∗ is Lipschitz on all compact sets
and from the Picard-Lindelöf theorem, there exists a unique maximal (i.e. which cannot be extended)
solution (ut) satisfying eq. (5) such that ut=0 = ∇ϕ∗(β0). We denote [0, Tmax) the intersection
of this maximal interval of definition (which must be open) and R≥0. Our goal is now to prove
that Tmax = +∞. To do so, we assume that Tmax is finite and we will show that this leads to a
contradiction due to the fact that the iterates βt cannot diverge in finite time. Let βt := ∇ϕ∗(ut) and
notice that βt is therefore the unique solution satisfying (MF) over [0, Tmax) with βt=0 = β0.

Bounding the trajectory of βt over [0, Tmax). Pick any β ∈ Rd and notice that by convexity of L:
d

dt
Dϕ(β, βt) = −⟨∇L(βt), βt − β⟩ ≤ −(L(βt)− L(β)) ≤ L(β)− Lmin.

Where Lmin is a lower bound on the loss. Integrating from 0 to t < Tmax we get:
Dϕ(β, βt) ≤ t · (L(β)− Lmin) +Dϕ(β, β0)

≤ Tmax · (L(β)− Lmin) +Dϕ(β, β0)

Therefore, due to Assumption 2, the iterates βt are bounded over [0, Tmax). The proof from here
is standard (see e.g. Attouch et al. [2000], Theorem 3.1): from eq. (5) we get that u̇t is bounded
over [0, Tmax) and supt∈[0,Tmax) ∥u̇t∥ =: C < +∞ which means that ∥ut − ut′∥ ≤ C|t − t′|.
Hence limt→Tmax ut =: u∞ must exist. Applying the Picard-Lindelöf again at time Tmax with
initial condition u∞ violates the initial maximal interval assumption. Therefore Tmax = +∞ which
concludes the proof.

We now recall and prove classical results on the mirror flow in the classification setting.
Proposition 1. Considering the mirror flow (βt)t≥0, the loss converges towards 0 and the iterates
diverge: lim

t→∞
L(βt) = 0 and lim

t→∞
∥βt∥ = +∞.

Proof. The loss is decreasing. d
dtL(βt) = ⟨∇L(βt), β̇t⟩ = −⟨∇2ϕ(βt)

−1∇L(βt),∇L(βt)⟩ ≤ 0,
where the inequality is due to the convexity of the potential ϕ.

Convergence of the loss towards 0. Now consider the Bregman divergence between an arbitrary
point β and βt:

Dϕ(β, βt) = ϕ(β)− ϕ(βt)− ⟨∇ϕ(βt), β − βt⟩ ≥ 0.

which is such that:
d

dt
Dϕ(β, βt) = ⟨ d

dt
∇ϕ(βt), βt − β⟩

= −⟨∇L(βt), βt − β⟩
≤ −(L(βt)− L(β)) (6)
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where the inequality is by convexity of the loss. Integrating and due to the decrease of the loss, we
get that:

L(βt) ≤
1

t

∫ t

0

L(βs) ds

≤ L(β) +
Dϕ(β, β0)−Dϕ(β, βt)

t

≤ L(β) +
Dϕ(β, β0)

t

Since this is true for all point β, we get that L(βt) ≤ infβ∈Rd L(β) +
Dϕ(β,β0)

t . It remains to show
that the right hand term goes to 0 as t goes to infinity. To show this, let ε > 0, by the separability
assumption we get that there exists β⋆ such that min yi⟨xi, β

⋆⟩ > 0. Since L(λβ⋆) −→
λ→∞

0, we can

choose λ big enough such that L(λβ⋆) < ε and then tλ large enough such that 1
tλ
Dϕ(λβ

⋆, β0) < ε.
The loss therefore converges to 0.

Divergence of the iterates.

For all i ∈ [n], ℓ(yi⟨xi, βt⟩) ≤ L(βt) −→
t→∞

0. Due to the assumptions on the loss, this translates into

yi⟨xi, βt⟩ −→
t→∞

∞, hence ∥βt∥ −→
t→∞

+∞.

Introducing a few notations. Before giving two important lemmas, we provide a few notations.
Recall that Z is the data matrix of size n × d whose ith row is yixi, we then have that ∇L(β) =
Z⊤ℓ′(Zβ), where ℓ′ is applied component wise. We now denote by q(β) the vector in Rn equal to:

q(β) =
ℓ′(Zβ)

ℓ′(ℓ−1(
∑

i ℓ(yi⟨xi, β⟩)))
Notice that due to ℓ > 0, ℓ′ < 0, ℓ−1 is increasing and ℓ′ is decreasing, we have that q(β) > 0 and
that for all i0 ∈ [n],

q(β)i0 =
ℓ′(yi0⟨xi0 , β⟩)

ℓ′(ℓ−1(
∑

i ℓ(yi⟨xi, β⟩)))
≤ ℓ′(yi0⟨xi0 , β⟩)

ℓ′(ℓ−1(ℓ(yi0⟨xi0 , β⟩)))
≤ 1.

Therefore q(β) ∈ (0, 1]n.

We further denote
at := −ℓ′(ℓ−1(

∑

i

ℓ(yi⟨xi, βt⟩))) > 0.

This way we can simply write ∇L(βt) = −atZ
⊤qt with qt := q(βt).

Integrating the flow (MF), we write:

∇ϕ(βt) = ∇ϕ(β0)−
∫ t

0

∇L(βs)ds

= ∇ϕ(β0) + Z⊤
∫ t

0

asqsds. (7)

Two lemmas. In the following lemma we recall and prove that a coordinate q∞[k] must be equal to
0 if datapoint xk is not a support vector of β̄∞.

Lemma 3. For some function Ct → ∞, if the iterates β̄t =
βt

Ct
converge towards a vector which we

denote β̄∞ and qt converges towards a vector q∞ ∈ [0, 1]n. Then it holds that:

q∞[k] = 0 if yk⟨xk, β̄∞⟩ > min
1≤i≤n

yi⟨xi, β̄∞⟩.

In words, q∞[k] = 0 if xk is not a support vector.
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Proof. Recall that

q(βt) =
ℓ′(Zβt)

ℓ′(ℓ−1(
∑

i ℓ(yi⟨xi, βt⟩)))
.

From Proposition 1, we have that mini∈[n] yi⟨xi, β̄∞⟩ > 0 and we denote this margin as γ. Now
consider k ∈ [n] which is not a support vector, i.e, yk⟨xk, β̄∞⟩ > mini∈[n] yi⟨xi, β̄∞⟩ and without
loss of generality assume that y1⟨x1, β̄∞⟩ = min1≤i≤n yi⟨xi, β̄∞⟩. We denote by δ = ⟨ykxk −
y1x1, β̄∞⟩ > 0 the gap. Then

q(βt)k =
ℓ′(Ct⟨xk, β̄t⟩)

ℓ′(ℓ−1(
∑

i ℓ(Ctyi⟨xi, β̄t⟩)))

≤ ℓ′(Ctyk⟨xk, β̄t⟩)
ℓ′(Cty1⟨x1, β̄t⟩)

We write β̄t = β̄∞ + rt where (rt)t≥0 ∈ Rd converges to 0. For t big enough, we have that
yk⟨xk, β̄t⟩ ≥ yk⟨xk, β̄∞⟩− δ

4 and y1⟨x1, β̄t⟩ ≤ y1⟨x1, β̄∞⟩+ δ
4 . Therefore for t large enough, since

ℓ′ is negative and increasing:

q(βt)[k] ≤
ℓ′(Ct(yk⟨xk, β̄∞⟩ − δ/4))

ℓ′(Ct(y1⟨x1, β̄∞⟩+ δ/4))

≤ ℓ′(Ct(γ + δ/2 + δ/4))

ℓ′(Ct(γ + δ/2))
−→
t→∞

0,

where the last term converge to 0 due to the exponential tail of −ℓ′ and that Ct → ∞.

We here reformulate and prove Lemma 1.
Lemma 4 (Reformulation of Lemma 1). Denoting a(βt) := −ℓ′(ℓ−1(

∑
i ℓ(yi⟨xi, βt⟩))) > 0, we

have that
∫ t

0
a(βs)ds −→

t→∞
+∞. For ℓ(z) = exp(−z), this translates to

∫ t

0
L(βs)ds → ∞.

Proof. Recall that ∇ϕ(βt) = ∇ϕ(β0) + Z⊤ ∫ t

0
a(βs)q(βs)ds, therefore

∥∇ϕ(βt)∥ ≤ ∥∇ϕ(β0)∥+
n∑

i=1

∥xi∥
∫ t

0

a(βs)q(βs)[i]ds

≤ ∥∇ϕ(β0)∥+
( n∑

i=1

∥xi∥
) ∫ t

0

a(βs)ds.

Where the first inequality is due to the triangle inequality and the second to the fact q(β) ∈ (0, 1]n.
Since the iterates diverge, we have from Assumption 2 that ∥∇ϕ(βt)∥ −→

t→∞
∞ and therefore that

∫ t

0
a(βs)ds −→

t→∞
+∞.
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B Differed proofs on the construction of ϕ∞

As mentioned in the main text, the following property highlights the fact that all ‘reasonable’ potentials
have a horizon shape.
Proposition 2. If any of the three following conditions hold: (i) ϕ is a finite composition of polynomi-
als, exponentials and logarithms, (ii) ϕ is globally subanalytic, (iii) ϕ is definable in a o-minimal
structure on R; then ϕ admits a horizon shape S∞.

Proof. Note that points (i) and (ii) are particular cases of (iii) [Dries, 1998, Bolte et al., 2007]. If h is
definable in a o-minimal structure, then so is the sublevel set Sc for c > 0, and so is the normalization
factor Rc since it can be defined in first-order logic as

Rc = {r ∈ R : ∃β∗ ∈ Sc, ∥β∗∥ = r and ∀β ∈ Sc, ∥β∥ ≤ r}.
Therefore, (S̄c)c>0 if a definable family of definable and compact sets. Then so is the family
(S̄t−1)t∈(0,1]. Since all the sets belong to the unit ball of Rd, they lie in the sets of compact subsets
of B(0, 1). This set is compact for the Hausdorff metric [Aliprantis and Border, 2006, Thm 3.85];
therefore, there exists a sequence (tk)k∈N such that tk → 0 and (S̄t−1

k
)k∈N converges to some set S̄.

We can then apply Corollary 2 of Kocel-Cynk et al. [2014], which states that there exists a definable
arc γ : (0, 1] → (0, 1] such that limτ→0 γ(τ) = 0 and S̄ = limτ→0 S̄γ(τ)−1 . This implies that the
limit S̄ is uniquely defined and therefore that limt→0 S̄t−1 = S̄.

The next corollary is a more general restatement of Corollary 1. It shows that the construction of ϕ∞
enables to take the limit limt

∇ϕ(βt)
t ∝ ∂ϕ∞(β̄∞).

Corollary 2. Assume that ϕ admits a non-degenerate horizon shape S∞. Then its horizon function
ϕ∞ satisfies the following properties.

1. ϕ∞ is convex and finite-valued on Rd,

2. Let (βs)s>0 be a continous sequence such that when s → ∞:

(a) ∥βs∥ → ∞, (b)
βs

∥βs∥
→ β̄ for some β̄ ∈ Rd, (c)

∇ϕ(βs)

∥∇ϕ(βs)∥
→ ḡ for some ḡ ∈ Rd.

Then ḡ is proportional to a subgradient of ϕ∞ at β̄:

ḡ ∈ λ∂ϕ∞(β̄) for some λ > 0.

Proof. The sequence of sets (S̄c) is contained in the compact ball B(0, 1); therefore, Hausdorff
convergence is equivalent to Painlevé-Kuratowski convergence [Rockafellar and Wets, 1998, Section
4.C]. Hence, as (S̄c) are convex, so is their limit S∞ [Rockafellar and Wets, 1998, Prop 4.15]. It
follows that ϕ∞ is convex [Rockafellar and Wets, 1998, Ex 3.50].

Since S∞ is non-degenerate, there exists a radius r0 such that B(0, r0) ⊂ S∞, which implies that
ϕ∞(β) is finite-valued for every β.

To prove point (ii), consider the sequence of functions (ηc)c>0 formed by the indicators of convex
sets S̄c:

ηc(β) = IS̄c
(β) =

{
0 if β ∈ S̄c,

+∞ otherwise.

Note that the epigraph of ηc is S̄c ×R+; these sets also converge to S∞ ×R+ [Rockafellar and Wets,
1998, Ex 4.29], from which we conclude that function ηc converge epigraphically to the indicator
function η∞ of S∞ (η∞ = IS∞). We can then apply Attouch’s theorem [Attouch and Beer, 1993,
Combari and Thibault, 1998] ensuring that the graph of the subdifferentials of ηc

G(∂ηc) = {(β, g) : g ∈ ∂ηc(β)}
converge in Painlevé-Kuratowski sense to the graph G(∂η∞) of subdifferential of η∞. This means
that if a sequence (βc, gc)c>0 such that (βc, gc) ∈ G(∂ηc) for every c > 0 converges, then its limit
belongs to G(∂η∞).
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Consider now a sequence (βs)s>0 satisfying the conditions described in (ii). Since it diverges to
infinity and ϕ is coercive, we have ϕ(βs) → ∞, and we may assume w.l.o.g that ϕ(βs) > 0 for all s.

We have by definition of sublevel sets that βs ∈ Sϕ(βs), and therefore the gradient ∇ϕ(βs) belongs to
the normal cone of Sϕ(βs) at βs (indeed, the gradient is orthogonal to the level sets; see e.g., [Courant
and John, 1989, Chapter 1.5]). Since the normal cone of a convex set is the subdifferential of its
indicator [Rockafellar, 1970, Section 23], we thus have

∇ϕ(βs) ∈ ∂ISϕ(βs)
(βs), (8)

Consider now the normalized levels sets as defined in (4). Denoting

β̄s =
βs

Rϕ(βs)
,

we have β̄s ∈ S̄ϕ(βs) and thus by simple rescaling (8) becomes

∇ϕ(βs) ∈ ∂IS̄ϕ(βs)

(
β̄s

)
.

Since ∂IS̄c
is a cone (the normal cone to S̄c), this also holds for any positive multiple of ∇ϕ(βs). We

deduce that for every s > 0 (
β̄s,

∇ϕ(βs)

∥∇ϕ(βs)∥

)
∈ G(∂ηϕ(βs)).

Note that since β̄s belongs to the normalized level sets, this sequence is bounded. We can extract a
subsequence (β̄sk ,

∇ϕ(βsk
)

∥∇ϕ(βsk
)∥ )k≥0 which converges to a limit point (β̂, ĝ). By the previous remark

on graphical convergence of subdifferentials, we have (β̂, ĝ) ∈ G(∂IS∞), i.e.,

ĝ ∈ ∂IS∞(β̂). (9)

We need to prove that β̂ is not 0. Since ϕ is strictly convex, the level set {ϕ(β) = c} is exactly the
boundary of the sublevel set {ϕ(β) ≤ c}. Therefore, βs lies on the boundary of Sϕ(βs), and hence so
does β̄s lie on the boundary of S̄ϕ(βs). Since 0 is in the interior of S∞, it also belongs to the interior
of S̄ϕ(βs) for s larger than some s0. Then, there exists r0 > 0 such that B(0, r0) ⊂ S̄ϕ(βs) for s ≥ s0.
By definition of boundary, we then have for s ≥ s0 ∥β̄s∥ > r0, which leads to ∥β̂∥ > 0.

To achieve the desired result; we need to relate (β̂, ĝ) to (β̄, ḡ). First, notice that by construction we
have necessarily ĝ = ḡ = lims→∞ ∇ϕ(βs)/∥∇ϕ(βs)∥. Then, note that

β̄ = lim
k→∞

βsk

∥βsk∥
, β̂ = lim

k→∞
βsk

Rϕ(βsk
)
.

Taking the norm of the second limit, we have ∥β̂∥ = limk→∞
∥βsk

∥
Rϕ(βsk

)
. Injecting back in the first

limit yields

β̄ = lim
k→∞

βsk

Rϕ(βsk
)
·
Rϕ(βsk

)

∥βsk∥
=

β̂

∥β̂∥
.

Therefore, (9) becomes
ḡ ∈ ∂IS∞(∥β̂∥β̄).

This means that ḡ belongs to the normal cone of S∞ at ∥β̂∥β̄ [Rockafellar, 1970, Sec. 23]. We note
the level set {β : ϕ∞(β) ≤ ϕ∞

(
∥β̂∥β̄

)
} is exactly τS∞ for some τ > 0. We use Corollary 23.7.1

from Rockafellar [1970] which states that if a vector is in the normal cone of the level set of ϕ∞, then
it must be a positive multiple of a subgradient. This implies that that there exists λ ≥ 0 such that

ḡ ∈ λ∂ϕ∞(∥β̂∥β̄).

Finally, λ > 0 since ∥ḡ∥ = 1, and ∂ϕ∞(∥β̂∥β̄) = ∂ϕ∞(β̄) by positive homogenity of ϕ∞.

We can now prove our main result, which we restate here.
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Theorem 2. Assume that ϕ admits a non-degenerate horizon shape and let ϕ∞ be its horizon function.
Assuming that the following ϕ∞-max-margin problem has a unique minimiser, then the mirror flow
normalised iterates β̄t =

βt

∥βt∥ converge towards a vector β̄∞ and

β̄∞ ∝ argmin
β̄∈Rd

ϕ∞(β̄) under the constraint min
i∈[n]

yi⟨xi, β̄⟩ ≥ 1,

where the symbol ∝ denotes positive proportionality.

The proof essentially follows exactly the same lines as in Section 3 but taking into account the fact
that the loss is not exactly the exponential one.

Proof. Recall the definitions of the quantities at and qt given above Equation (7) which enable to
write:

∇ϕ(βt) = ∇ϕ(β0) + Z⊤
∫ t

0

asqsds.

Similar to the time change we performed in Section 3, we consider θ(t) =
∫ t

0
asds. From Lemma 4,

θ is a bijection over R≥0 and perform the time change β̃t = βθ−1(t). Due to the chain rule, after the
time change and dropping the tilde notation we obtain:

∇ϕ(βt) = ∇ϕ(β0) + Z⊤
∫ t

0

qsds.

Dividing by t we get:

1

t
∇ϕ(βt) =

1

t
∇ϕ(β0) + Z⊤q̄t, (10)

where q̄t :=
1
t

∫ t

0
qsds corresponds to the average of (qs)s≤t.

Extracting a convergent subsequence: We now consider the normalised iterates β̄t =
βt

∥βt∥ and up
to an extraction we get that β̄t → β̄∞. Since qt is a bounded function, up to a second extraction, we
have that qt → q∞, and the same holds for its average: q̄t → q∞. Taking the limit in Equation (10)
we immediately obtain that:

lim
t

1

t
∇ϕ(βt) = Z⊤q∞,

which also means that

∇ϕ(βt)

∥∇ϕ(βt)∥
−→
t→∞

Z⊤q∞
∥Z⊤q̄∞∥

We can now directly apply Corollary 2 and there exists λ > 0 such that:

Z⊤q∞ ∈ λ∂ϕ∞(β̄∞)

The end of the proof is then as explained in Section 3.

Finally we recall and prove Theorem 3 which provides a simple formula for the horizon function in
the case of separable potentials.

Theorem 3. Under Assumption 4, the potential ϕ admits a non-degenerate horizon shape and its
horizon function is such that there exists λ > 0 such that for every β̄ ∈ Rd:

ϕ∞(β̄) = λ lim
η→0

η · φ−1

(
ϕ

(
β̄

η

))
.
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Proof. Lipschitzness, upper and lower boundedness. For η > 0, let us denote by hη : β 7→
η · φ−1(ϕ(β/η)) and notice that ∇hη(β) = ( φ′(βk/η)

φ′(φ−1(
∑

i φ(βi/η)))
)k∈[d] ≥ 0 Since φ ≥ 0 and that

φ−1 and φ′ are increasing we get that that ∇hη(β) ∈ [0, 1]d. Therefore (hη)η>0 are uniformly
Lipschitz-continuous. Consequently, for all β, hη(β) is upper-bounded independently of η. Lastly,
since φ ≥ 0, notice that hη(β) ≥ mini |βi| > 0 for all β ̸= 0.

Point-wise and epi-convergence of hη. For all β̄, by composition, η 7→ η · φ−1(ϕ(β̄/η)) is a
definable function, the monotonicity Lemma [Van den Dries and Miller, 1996] (Theorem 4.1) ensures
that it has a unique limit in R which we denote h0(β). From the uniform Lipschitzness of hη, we
get that (η, β) ∈ R≥0 × Rd 7→ hη(β) is continuous. Hence for all sequence ηk → 0, we get that
hηk

epi-converges to h0. Therefore (epi hηk
)k converges in the Painlevé–Kuratowski sense towards

epi hη0
.

Link between the level sets of hη and those of ϕ. To conclude the proof it remains to notice that for
all c ≥ 0:

{β ∈ Rd, ϕ(β) ≤ c} =
1

η
{β̄ ∈ Rd, hη(β̄) ≤ ηφ−1(c)}.

Therefore letting ηc = 1/φ−1(c) we get that

ηc · Sc = {β̄ ∈ Rd, hηc
(β̄) ≤ 1}.

This simply means that ηc is an appropriate normalising quantity, it replaces the normalisation
by the radius of Sc. Since {β̄ ∈ Rd, hηc

(β̄) ≤ 1} converges in the Painlevé–Kuratowski sense
towards {β̄ ∈ Rd, h0(β̄) ≤ 1}, we get that Rcηc · S̄c converges towards the same set. However,
with our previous construction, we also have that S̄c converges towards S̄∞. The sets S̄∞ and
{β̄ ∈ Rd, h0(β̄) ≤ 1} are therefore proportional and h0 ∝ ϕ∞ which concludes the proof.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Theorems 2 and 3 give the results which are claimed in the abstract and
introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We included a "Limitations" paragraph at the end of the main paper.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
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• The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The main assumptions on the loss, potential and dataset are given at the
beginning of the paper. If an additional assumption is required, it is clearly stated in the
result. The proofs are all deferred to the appendix but we clearly state in the main text where
they can be found.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide extremely toy examples which are very easy to reproduce. The
dataset is shown in Figure 1 and, as stated in Section 5, we perform mirror descent over the
dataset with the exponential loss.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: The code behind the experiments is straightforward and can easily be repro-
duced.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The considered potentials and loss are given. The value of the step-size is not
given as it does not have any relevance.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: The use of error bars is not relevant in our work: there is no source of
stochasticity.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [No]

Justification: It is clear that our experiments can easily be reproduced by any computer.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have checked the Code of Ethics and our work respects it.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Given the theoretical aspect of our work, we don’t think are work leads to any
direct positive nor negative societal impacts.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
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Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: There is no use of existing assets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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