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Abstract

Generalization and robustness to input vari-001
ation are core desiderata of machine learn-002
ing research. Language varies along several003
axes, most importantly, language instance (e.g.004
French) and domain (e.g. news). While adapt-005
ing NLP models to new languages within a sin-006
gle domain, or to new domains within a single007
language, is widely studied, research in joint008
adaptation is hampered by the lack of evalua-009
tion datasets. This prevents the transfer of NLP010
systems from well-resourced languages and do-011
mains to non-dominant language-domain com-012
binations. To address this gap, we introduce013
M2QA, a multi-domain multilingual question014
answering benchmark. M2QA includes 13,500015
SQuAD 2.0-style question-answer instances in016
German, Turkish, and Chinese for the domains017
of product reviews, news, and creative writ-018
ing. We use M2QA to explore cross-lingual019
cross-domain performance of fine-tuned mod-020
els and state-of-the-art LLMs and investigate021
modular approaches to domain and language022
adaptation. We witness 1) considerable perfor-023
mance variations across domain-language com-024
binations within model classes and 2) consid-025
erable performance drops between source and026
target language-domain combinations across027
all model sizes. We demonstrate that M2QA is028
far from solved, and new methods to effectively029
transfer both linguistic and domain-specific in-030
formation are necessary.1031

1 Introduction032

One of the central goals of natural language pro-033

cessing (NLP) is to develop systems that generalize034

well across different distributions, such as texts in035

different languages and domains.2 While Trans-036

former models have brought tremendous progress037

in NLP in recent years, especially evident with038

1We make M2QA publicly available upon acceptance
2Domains defined as text associated with a specific topic,

such as product reviews or news (Gururangan et al., 2020).

[...] Auf der französischen Regionalebene gelangt eine
Partei in die Finalrunde, wenn sie im ersten Durchgang
mehr als zehn Prozent Stimmen erzielt hat. [...]
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Figure 1: M2QA enables joint multi-domain and mul-
tilingual QA evaluation of NLP models across three
diverse languages and three distinct domains (top) with
1500 SQuAD 2.0-style question-answer pairs for each
language-domain combination (bottom).

the recent emergence of large language models 039

(LLMs), the problem of generalizing to new do- 040

mains and languages is still far from solved. In- 041

context learning (ICL), which refers to the ability 042

of LLMs to perform tasks based on examples or in- 043

structions in the input prompt (Brown et al., 2020), 044

is likely the reason for their emergent abilities (Lu 045

et al., 2023) – yet, even with in-context learning, 046

Transformers cannot generalize beyond their pre- 047

training data (Yadlowsky et al., 2023), and their 048

performance varies considerably across languages 049

and is particularly low in languages underrepre- 050

sented in the training data (Laskar et al., 2023). 051

With over 7,000 documented languages (Joshi 052

et al., 2020) and countless domains, ensuring suffi- 053

cient pre-training data coverage for every possible 054

language-domain pair is hardly feasible. This moti- 055

vates the development of methods that allow NLP 056

systems to adapt to new languages and domains. 057

While isolated language (e.g. Conneau et al., 2018; 058

Hu et al., 2020; Artetxe et al., 2020b; Ghaddar 059
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and Langlais, 2017; Scialom et al., 2020) and do-060

main adaptation (e.g. Wang et al., 2018) are ex-061

tensively covered in prior work, the lack of com-062

prehensive multi-domain multilingual benchmarks063

makes it difficult to objectively evaluate joint lan-064

guage and domain transfer methods. Existing multi-065

domain multilingual benchmarks either contain066

only one language in addition to English (Gupta067

et al., 2018), use machine-generated text (Bassig-068

nana et al., 2023) or are task-oriented dialogue sys-069

tems that use narrow application-specific domains070

rather than a diverse set of domains useful for a071

wide range of applications (Moghe et al., 2023; Hu072

et al., 2023a). Results on these benchmarks sug-073

gest that language and domain are not independent074

axes. Therefore, we cannot infer the performance075

of joint transfer from individual axes, making it076

hard to systematically compare NLP models across077

languages and domains and to study joint language078

and domain adaptation approaches.079

To address this gap, we introduce M2QA, a080

multi-domain multilingual SQuAD 2.0-style (Ra-081

jpurkar et al., 2016) extractive question answer-082

ing (QA) dataset. We manually annotate naturally083

occurring texts in the respective languages – as084

opposed to translating documents from English –085

in order to increase lexical diversity (Rabinovich086

et al., 2016), mitigate the introduction of artifacts087

(Artetxe et al., 2020a) such as “translationese” (Biz-088

zoni et al., 2020), and integrate the cultural idiosyn-089

crasies of the target language (Hershcovich et al.,090

2022; Kuulmets and Fishel, 2023). The new bench-091

mark makes it possible to study how well existing092

models perform at joint language and domain trans-093

fer (RQ1), whether specific language-domain com-094

binations are especially hard to tackle for current095

models (RQ2), and whether existing methods (e.g.096

full fine-tuning, modular setups, ICL / instruction-097

based methods for LLMs) compare on language098

and domain transfer (RQ3).099

In summary, our paper makes the following con-100

tributions: 1) We create a multi-domain multilin-101

gual extractive QA benchmark, covering three do-102

mains (product reviews, news, creative writing)103

and three languages (German, Turkish, Chinese),104

resulting in 13,500 answerable and unanswerable105

QA instances (Figure 1). 2) We evaluate baseline106

and transfer performance using a wide range of107

models and transfer techniques, including fully-108

finetuned models, modular transfer learning and109

LLMs. 3) We find that transfer performance con-110

siderably varies across domain-language combina- 111

tions. 4) We find that the widely used SQuAD 2.0 112

evaluation metric implementation is insufficient for 113

evaluating multilingual extractive QA due to its re- 114

liance upon whitespace tokenization and propose a 115

version of the metric that mitigates the issue. 5) Our 116

results show that modern LLMs perform consid- 117

erably worse on their target than on their source 118

domain-language pair, highlighting the need for 119

further research into methods that transfer both lin- 120

guistic and domain-specific information. 121

2 Background 122

2.1 Adaptation and Modularity 123

Transfer and adaptation methods aim to optimize 124

model performance on unseen data distributions. 125

This can be achieved through modular deep learn- 126

ing methods (Pfeiffer et al., 2023) that combine 127

modules containing knowledge about different as- 128

pects of the task, such as the language or domain. 129

Modular approaches may involve merging weights 130

of individually trained models (Ilharco et al., 2023) 131

or model ensembling (Blevins et al., 2024; Li et al., 132

2022). However, these methods require fully fine- 133

tuning multiple models. Parameter-efficient fine- 134

tuning (PEFT) or adapter methods (Houlsby et al., 135

2019; Hu et al., 2022; Ben Zaken et al., 2022; 136

Ansell et al., 2022) overcome these limitations. In- 137

stead of updating all model weights in the fine- 138

tuning stage, adapter methods only fine-tune a 139

small set of parameters while keeping the majority 140

of parameters frozen. 141

2.1.1 Domain and Language Transfer 142

Domain transfer is the process of learning a task 143

on a set of domains and then applying the model 144

to the same task in a previously unseen domain. 145

Domain transfer can be accomplished by (sequen- 146

tially) fine-tuning LMs on in-domain data (Howard 147

and Ruder, 2018; Pruksachatkun et al., 2020; Poth 148

et al., 2021; Gururangan et al., 2020) or by com- 149

bining multiple expert LMs (Li et al., 2022), where 150

new domains are added by training new expert LMs. 151

Gururangan et al. (2023) propose to cluster the data 152

in the beginning to avoid massive node synchro- 153

nization. To avoid full model fine-tuning, domain- 154

specific adapters have been used (Chronopoulou 155

et al., 2022, 2023). Gururangan et al. (2022) re- 156

place the Transformer’s feedforward layers with 157

DEMIX layers consisting of multiple domain ex- 158

perts. In this modular solution, the DEMIX layers 159
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of different domains can be combined to handle160

heterogeneous domains during inference.161

For language transfer, a model trained on a task162

in one or more source language(s) is evaluated on163

a different target language. While LLMs such as164

GPT-4 (OpenAI, 2023) can perform zero-shot or165

few-shot language transfer between similar lan-166

guages, smaller models – such as XLM-Roberta167

(Conneau et al., 2020) – need to be fine-tuned or168

otherwise adapted: Blevins et al. (2024) combine169

multiple expert LMs, similar to the domain branch-170

train-merge setup; modular approaches (e.g. Pfeif-171

fer et al., 2020; Ansell et al., 2021; Parović et al.,172

2022; Parovic et al., 2023) train language-specific173

and task-specific adapters to perform language174

transfer by exchanging the language adapter. Mod-175

ular setups also find application in the joint trans-176

fer between domain and language. Cooper Stick-177

land et al. (2021) use domain and language-specific178

adapters to transfer to languages and domains. The179

m4 adapter (Lai et al., 2022) uses meta-learning180

with adapters for multi-domain multilingual ma-181

chine translation. Kulkarni et al. (2023) propose a182

mixture-of-experts to perform multi-domain multi-183

lingual named entity recognition.184

In this paper, we explore variations of all pre-185

viously mentioned adaptation techniques: 1) fully186

fine-tuning smaller models; 2) a modular setup187

following the MAD-X method; 3) zero-shot and188

few-shot approaches using LLMs.189

2.2 Evaluation190

Domain and language transfer techniques are191

mainly evaluated based on perplexity (e.g. Li et al.,192

2022; Gururangan et al., 2022; Conneau and Lam-193

ple, 2019) or downstream tasks (e.g. Pfeiffer et al.,194

2020; Gupta et al., 2023). Perplexity is a token-195

level metric which overemphasizes the importance196

of frequent tokens and constructions (Dudy and197

Bedrick, 2020) and does not necessarily account198

for task-specific phenomena. Hence, it is question-199

able if perplexity is a good indicator of downstream200

task performance.201

Question answering has been used to evaluate202

language and domain transfer separately. Promi-203

nent multilingual datasets are XQuAD (Artetxe204

et al., 2020b) and MLQA (Lewis et al., 2020).205

For domain transfer, the Quail benchmark (Rogers206

et al., 2020) provides a multiple-choice QA dataset.207

MultiReQA (Guo et al., 2021) combines existing208

QA datasets to a new multi-domain benchmark.209

Benchmarks that target cross-lingual and cross- 210

domain transfer in other tasks than QA also exist; 211

MultiFC (Augenstein et al., 2019) and CrossRE 212

(Bassignana and Plank, 2022) contain multiple do- 213

mains for the same task. M2D2 (Reid et al., 2022) 214

introduces a massively multi-domain setup with 215

145 subdomains evaluating performance with per- 216

plexity. Chronopoulou et al. (2022) evaluate per- 217

plexity across domains found on websites. Other 218

popular cross-lingual tasks are NER (e.g. Ghad- 219

dar and Langlais, 2017) and summarization (e.g. 220

Scialom et al., 2020). Most NLP benchmarks only 221

focus on exploring one dimension, i.e. multilin- 222

guality or multi-domain (Ruder et al., 2022), which 223

prevents investigating non-linear dependencies be- 224

tween domain and language. We discuss this in 225

more detail in Section 3.1 below. 226

3 M2QA Dataset 227

3.1 Requirements 228

We define the following requirements for a bench- 229

mark that allows joint evaluation of language and 230

domain transfer methods: (R1) Coverage: The 231

benchmark should provide annotated data for each 232

language-domain combination. (R2) Diversity: 233

The benchmark should cover typologically distinct 234

language and a broad range of domains. (R3) Open- 235

ness: The source texts should be open-licensed 236

and available for research usage. (R4) Universal 237

task: The data should be annotated using a domain- 238

agnostic task, enabling cross-domain comparison. 239

An important trade-off pertains to the use of 240

translated vs. naturally occurring texts. Translated 241

texts ensure that the data covers the same topics 242

within the domain, resulting in aligned text across 243

languages. However, translations have lower lexi- 244

cal diversity (Rabinovich et al., 2016) and introduce 245

artifacts (Artetxe et al., 2020a) such as unnatural 246

language usage and “translationese” (Bizzoni et al., 247

2020). Hershcovich et al. (2022) show that culture 248

affects several axes of text variation. Translations 249

contain the cultural background of the source lan- 250

guage that does not correspond to the cultural back- 251

ground of native speakers of the target language 252

(Kuulmets and Fishel, 2023). We prioritize lan- 253

guage representative of how native speakers write 254

over aligned text. Thus, we require (R5) Natural- 255

ness: all texts in the benchmark should have been 256

produced naturally, not via translation. 257

Few multilingual and multi-domain datasets 258

have been previously proposed. MMQA (Gupta 259
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et al., 2018) includes factoid and short descriptive260

questions in English and Hindi over 6 domains.261

Multi3WOZ (Hu et al., 2023b) and Multi3NLU++262

(Moghe et al., 2023) are multi-domain and mul-263

tilingual benchmarks for task-oriented dialogue.264

README++ (Naous et al., 2023) is a multi-265

domain multilingual benchmark for readability as-266

sessment which includes translated texts in some267

of the domains. CrossRE (Bassignana and Plank,268

2022) is a machine-generated, human-verified,269

multi-domain, multilingual benchmark for relation270

extraction. As Table 1 shows, none of the existing271

datasets fulfil our requirements as defined above.272

3.2 Design273

As per our requirements, the languages and do-274

mains in M2QA should cover a variety of language275

families and text styles (R2) to ensure that the trans-276

fer is not trivial. We chose German (Indo-European277

Germanic), Turkish (Turkic), and Chinese (Sino-278

Tibetan) as languages. As domains, we chose prod-279

uct reviews, news, and creative writing, covering280

various writing styles, levels of formality, and vo-281

cabularies. To fulfil R1, we annotated data for every282

language and domain combination. We collected283

open (R3) texts that are originally written in the284

target language to ensure naturalness (R5).285

The annotated task needs to be universal (R4).286

One universal task is extractive question answering287

(QA). For extractive QA, the input is a question288

and a context that provides information to answer289

the question. The task is to extract the shortest290

span from the context that answers the question or,291

if the context does not contain an answer to the292

question, return that the question is unanswerable.293

An example question is shown in Figure 1. Extrac-294

tive QA requires natural language understanding to295

identify the information needed to answer the ques-296

tion. Additionally, it requires reasoning to connect297

the concepts mentioned in the question to those298

mentioned in the text and extract the span with the299

relevant information. This makes extractive QA a300

complex task suitable for our benchmark.301

3.3 Dataset Creation302

Our annotation process consists of three parts: Pas-303

sage curation, annotation and quality assurance.304

Passage Curation. Collecting a benchmark that305

contains multiple languages and domains is not306

trivial, as the language and domain are entangled.307

Additionally, the data size varies for different do-308

main and language combinations. For instance,309

scientific texts are mostly written in English. Dur- 310

ing the creation of the M2QA benchmark, we col- 311

lected task annotations from combinations that are 312

non-trivial to find. For instance, with our require- 313

ment for the data to be open (R3), finding creative 314

writing data is challenging as most books have a 315

copyright. For product reviews, we use the Chi- 316

nese and German parts of MARC (Keung et al., 317

2020) and the Turkish product reviews dataset.3 318

For news, we use the German 10kGNAD (Schabus 319

et al., 2017) dataset, the Chinese CNewSum (Wang 320

et al., 2021), and Turkish BilCat (Toraman et al., 321

2011). The creative writing domain is covered by 322

German books from the Gutenberg Corpus (Ger- 323

lach and Font-Clos, 2018) and Turkish and Chinese 324

stories published on Wattpad4 with an open license. 325

For more details on the data sources, licensing in- 326

formation, and preprocessing, see Appendix A. 327

Annotation. For the question-answer collection, 328

we hired crowdworkers from Prolific5, which was 329

chosen due to its high annotation quality (Dou- 330

glas et al., 2023) and advanced annotator filtering 331

options. For each passage, the crowdworkers pro- 332

vided three answerable and two unanswerable ques- 333

tions. For answerable questions, they selected the 334

shortest text span of the passage that answers the 335

question. Following SQuAD 2.0 (Rajpurkar et al., 336

2018), we also let crowdworkers select a plausible 337

answer span for unanswerable questions to make 338

them harder to classify. We limit the maximum 339

answer length to fall within 97% of the answers in 340

XQuAD: ten words for German, nine for Turkish, 341

and 22 characters for Chinese. For details on the 342

annotation process, see Appendix H. 343

Quality Assurance To promote high data qual- 344

ity, crowdworkers were required to have at least 345

a Bachelor’s degree, speak the language in which 346

they annotate data as their first language, and be 347

fluent in English to understand the tutorial6. After 348

the first annotation session, we manually reviewed 349

ten randomly sampled question-answer pairs for 350

each annotator, including at least one answerable 351

and one unanswerable question. We translated an- 352

notations with DeepL.7 If more than one QA pair 353

violated our guidelines, we excluded the annota- 354

tor’s data from the dataset and removed the annota- 355

3https://huggingface.co/datasets/
turkish_product_reviews

4https://www.wattpad.com/
5https://www.prolific.com
6The tutorial can be found here: Link upon acceptance
7https://www.deepl.com/api
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Dataset Task Coverage (R1) Diversity (R2) Openness (R3) Universal Task (R4) Naturalness (R5)

MMQA (Gupta et al., 2018) QA ✓ ✗ ✓ ✓ ✓
Multi3WOZ (Hu et al., 2023b) ToD ✓ ✓ ✓ ✗ ✓
Multi3NLU++ (Moghe et al., 2023) ToD ✓ ✗ ✓ ✗ ✗
README++ (Naous et al., 2023) RA ✗ ✓ ✓ ✗ (✓)
CrossRE (Bassignana and Plank, 2022) RE ✓ ✓ ✓ ✓ ✗

M2QA QA ✓ ✓ ✓ ✓ ✓

Table 1: Overview of existing multilingual multi-domain datasets along with their key characteristics and task. (QA
= Question Answering, ToD = Task-oriented Dialogue, RA = Readability Assessment, RE = Relation Extraction).

tor from the worker pool. The results of the manual356

checks can be found in Appendix G. In total, we357

employed 162 crowdworker annotators, of which358

19% (31 annotators) were rejected for poor-quality359

questions. From the questions kept, we manually360

checked 1310 questions (9.7% of the dataset)361

3.4 Statistics362

We collected 1500 question-answer pairs for every363

domain-language combination, resulting in 13,500364

question-answer pairs. The domains are lexically365

diverse: maximum Jaccard similarity between do-366

mains is 0.135 in German, 0.115 in Turkish and367

0.169 in Chinese (Appendix A.1). The average368

answer length is 3.62 words in German, 3.06 in369

Turkish and 4.46 in Chinese, similar to XQuAD370

(Artetxe et al., 2020b) with 2.98 words in German,371

2.92 in Turkish, and 3.51 in Chinese respectively.372

4 Experiments373

The curation of the M2QA benchmark allows us374

– for the first time – to explore the transfer capa-375

bilities of state-of-the-art LMs along multiple di-376

mensions. We will use M2QA to investigate the377

following research questions: (RQ1) How well do378

existing models perform at transfer learning across379

language and domains jointly? (RQ2) What lan-380

guage domain combinations are especially hard381

to tackle for the current models? (RQ3) How do382

modular adapter-based methods compare to fully-383

finetuned models in domain and language transfer?384

4.1 Base Models385

We first introduce our baseline models. See Ap-386

pendix B for details on XLM-R models; Appendix387

D.2 lists the LLM prompts.388

XLM-RBase (Conneau et al., 2020) is a multi-389

lingual Transformer encoder based on RoBERTa390

(Liu et al., 2019) that has been extensively stud-391

ied in prior research on adaptation. We fine-tune392

the model on the English Wikipedia SQuAD 2.0393

dataset (Rajpurkar et al., 2018) and evaluate it on394

different languages and domains of the M2QA395

benchmark. For data samples from languages other 396

than English and not from the Wikipedia domain, 397

this requires transfer across both dimensions. 398

XLM-RDomain As a second baseline, we evalu- 399

ate XLM-R in a cross-lingual but not cross-domain 400

transfer setup. For each domain, we first train an in- 401

dividual XLM-R model on domain-specific texts in 402

English (see Appendix 4) for 100,000 update steps 403

via Masked Language Modeling (MLM). After this 404

intermediate domain fine-tuning, we fine-tune the 405

domain-adapted models on the SQuAD 2.0 dataset. 406

LLaMA We evaluate the performance of Llama 407

2-chat 13B (Touvron et al., 2023)8 and Llama 3- 408

instruct 8B (AI@Meta, 2024). We apply simple 409

postprocessing to extract the answer from the gen- 410

erated text; see Appendix D.3 for details. 411

GPT-3.5 We also experiment with GPT-3.5 412

(Brown et al., 2020). As its behavior changes over 413

time (Chen et al., 2023), we investigate two ver- 414

sions of gpt-3.5-turbo: -0301 and -0613. 415

Aya 23 Lastly, we evaluate Aya 23 8B (Aryabumi 416

et al., 2024), a multilingual large language model. 417

4.2 Setup 418

Here we introduce a new modular setup that ex- 419

tends MAD-X for language and domain trans- 420

fer. We propose two training variants: MAD- 421

X+Domain and MAD-X2. Appendix C provides 422

details. 423

MAD-X+Domain We extend the MAD-X (Pfeif- 424

fer et al., 2020) language transfer framework with a 425

domain adapter by stacking the task adapter above 426

the domain adapter, which is stacked above the lan- 427

guage adapter. We train new domain adapters and 428

use MAD-X’s language adapters that were trained 429

via MLM on Wikipedia. Each domain adapter is 430

trained for 100,000 update steps on the same En- 431

glish domain texts as XLM-RBase using MLM with 432

an activated English language adapter. Then, we 433

train the QA task adapter on SQuAD 2.0 with the 434

8Mostly trained on English (89.7% of the training data).
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English language and Wikipedia domain adapter435

enabled. During evaluation, we activate the domain436

and language adapters of the target task.437

MAD-X2 The MAD-X2 setup maintains the438

MAD-X+Domain’s adapter architecture but alters439

the training approach to simultaneously train lan-440

guage and domain adapters. We use MLM on441

texts for every domain-language combination ex-442

cept for Chinese and Turkish creative writing where443

massive, open-licensed data is scarce. 9 During444

training, we change the domain and language to445

be trained in each batch, i.e., each batch has text446

from a different domain and language and the cor-447

responding adapters are activated. We hypothesize448

that this fosters distinct encapsulation of language-449

specific and domain-specific knowledge within the450

respective adapters. We train every domain and lan-451

guage adapter for 62,500 update steps with a batch452

size of 16, resulting in a total of 250,000 update453

steps.454

4.3 Results455

We report the performance by language for the an-456

swerable and unanswerable questions of M2QA in457

Table 2, using the F1 and Exact Match (EM) scores458

as defined by Rajpurkar et al. (2018). For answer-459

able questions, we report both scores, whereas for460

unanswerable questions, only the F1 score is in-461

cluded since both scores are identical by definition.462

4.3.1 Performance of Existing Models (RQ1)463

We first investigate how well existing models464

perform on the dataset. This includes LLMs465

and fine-tuned XLM-R baselines. We observe466

that out of all the approaches we evaluated,467

gpt-3.5-turbo-0613 performs best with an468

average F1 score of 53.11 followed by Aya 23469

with 51.61, gpt-3.5-turbo-0301 with 47.08,470

Llama 3-instruct with 44.54.471

Llama 2-chat (13b) with an average F1 score472

of 17.95 performs poorly in Turkish and Chinese,473

especially on the answerable questions. This is474

not surprising considering that LLama-2 is trained475

mainly on English text. In the zero-shot setting,476

Llama-2 often produces long responses that mix477

English with the target language. However, these478

issues are less pronounced in German, leading to479

comparatively better performance. To improve480

9The Chinese and Turkish creative writing test sets in
M2QA were manually curated to ensure quality and exclude
harmful content – yet sanitizing a large-scale corpus in such
way was not feasible.

the performance of LLMs, we investigated using 481

few-shot prompts. As detailed in Appendix D.1, 482

only Llama 2 and gpt-3.5-turbo-0301 con- 483

sistently benefitted from this. 484

XLM-RBase has an average F1 score of 37.73 485

and performs well across languages, despite being 486

smaller. XLM-RDomain, with an average F1 score of 487

36.36, performs particularly poorly on answerable 488

questions. This indicates that performing interme- 489

diate fine-tuning on English domain data is not only 490

insufficient for domain transfer but actually hurts 491

the performance, at least for German and Turkish. 492

This is potentially caused by catastrophic forgetting 493

of language-specific information (French, 1999). 494

To gain further insights into the performance of 495

GPT-3.5, we manually inspected German questions 496

for which all four GPT-3.5 setups achieved an F1 497

score lower than 25, which are 942 questions in 498

total, or 20.9% of the German QA instances. We 499

randomly sampled 50 questions from this subset to 500

analyze the responses of the GPT-3.5 models. We 501

found that in 72% of the cases, the question and 502

answer are correctly annotated in the data, but the 503

model either makes erroneous predictions (58%) 504

or generates a correct answer instead of extracting 505

it (14%). We further identified issues with incon- 506

sistent annotations (22%, i.e. 4.6% of all German 507

data), questions with multiple plausible answers 508

(4%), and the evaluation metric (2%). We detail 509

this investigation in Appendix D.5. 510

4.3.2 Hard Domains and Languages (RQ2) 511

We now explore which languages and domains are 512

particularly hard to tackle for the existing models. 513

As per Table 2, for all explored models, the scores 514

in German and Turkish are notably higher than 515

the scores in Chinese, suggesting that this transfer 516

is harder for the models. We revisit this observa- 517

tion in Section 5. Moreover, the performance in 518

the news domain is higher than in creative writing 519

and reviews. This shows that the model’s domain 520

transfer abilities still have room for improvement. 521

Performance on creative writing and product re- 522

views varies by language. For German and Turk- 523

ish, the results on product reviews are considerably 524

better than on creative writing on the answerable 525

questions, whereas in Chinese, the results are con- 526

siderably better in creative writing for GPT-3.5 527

and Llama. This highlights the need for a joint 528

evaluation of language and domain transfer. To 529

investigate isolated cross-lingual and cross-domain 530

transfer, we evaluated further setups, but could not 531
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Creative Writing Product Reviews News Average
answerable unansrbl answerable unansrbl answerable unansrbl answerable unansrbl Total Average

Model F1 EM F1 F1 EM F1 F1 EM F1 F1 EM F1 F1 EM

G
er

m
an

XLM-RBase 30.42 17.67 67.83 35.64 21.22 56.67 40.98 26.56 55.33 35.68 21.82 59.94 45.38 37.07
XLM-RDomain 18.39 9.44 79.00 30.41 17.00 60.83 20.79 11.56 69.50 23.20 12.67 69.78 41.83 35.51

MAD-X+Domain 4.25 2.44 94.83 23.44 13.56 73.33 38.82 24.44 55.33 22.17 13.48 74.50 43.19 37.98
MAD-X2 19.09 11.33 82.33 22.96 13.44 72.33 42.59 27.67 53.50 28.21 17.48 69.39 44.68 38.24

Llama 2-chat (13b) 31.19 11.89 12.50 28.38 11.00 17.83 39.33 21.56 12.83 32.97 14.82 14.39 25.53 14.64
Llama 3-instruct (8b) 44.98 24.33 34.33 45.19 24.56 32.17 55.41 37.44 30.33 48.53 28.78 34.65 42.98 31.13

gpt-3.5-turbo-0301 40.49 20.67 64.67 45.31 24.00 61.17 58.59 36.22 58.17 48.13 26.96 61.34 53.41 40.71
gpt-3.5-turbo-0613 37.68 22.22 80.50 42.22 24.44 76.50 55.53 37.67 76.00 45.14 28.11 77.67 58.15 47.93

Aya-23 (8b) 31.69 19.89 82.17 35.82 20.89 81.67 55.30 39.78 74.00 40.94 26.85 79.28 56.28 47.82

Tu
rk

is
h

XLM-RBase 22.65 14.78 68.50 32.68 17.44 59.33 41.71 29.56 57.17 32.35 20.59 61.67 44.08 37.02
XLM-RDomain 5.46 3.22 89.33 11.20 5.11 77.83 12.40 6.67 82.00 9.69 5.00 83.05 39.05 36.22

MAD-X+Domain 2.15 1.33 96.00 11.33 6.00 90.33 30.97 20.78 66.17 14.82 9.37 84.17 42.64 39.04
MAD-X2 3.97 2.78 97.17 8.43 4.89 93.17 21.74 15.89 83.50 11.38 7.85 91.28 43.34 41.22

Llama 2-chat (13b) 18.11 9.00 5.00 22.16 9.22 6.00 22.27 9.00 4.83 20.85 9.07 5.28 14.62 7.55
Llama 3-instruct (8b) 46.27 31.67 25.17 54.06 28.56 36.50 53.91 32.67 26.50 51.41 30.97 29.39 59.35 30.34

gpt-3.5-turbo-0301 36.58 20.33 68.33 53.63 25.00 60.83 53.67 27.44 54.50 47.96 24.26 61.22 53.26 39.04
gpt-3.5-turbo-0613 44.26 28.56 75.17 57.29 32.33 63.67 56.14 33.78 57.67 52.56 31.56 65.50 57.74 45.13

Aya-23 (8b) 41.74 31.11 65.83 52.93 30.78 59.83 52.59 32.56 54.33 49.09 31.48 60.00 53.45 42.89

C
hi

ne
se

XLM-RBase 0.11 0.11 32.33 0.69 0.56 35.67 39.67 24.44 49.33 13.49 8.37 39.11 23.74 20.67
XLM-RDomain 0.00 0.00 48.17 0.28 0.22 62.33 1.79 1.00 98.00 0.69 0.41 69.50 28.21 28.05

MAD-X+Domain 0.00 0.00 92.00 0.39 0.33 85.00 32.21 20.22 60.17 10.87 6.85 79.06 38.43 36.02
MAD-X2 0.11 0.11 79.67 0.17 0.11 83.67 33.24 22.00 68.67 11.17 7.41 77.34 37.64 35.38

Llama 2-chat (13b) 13.05 2.44 16.17 12.39 3.89 17.50 10.86 1.89 14.67 12.10 2.74 16.11 13.70 8.09
Llama 3-instruct (8b) 36.61 33.33 29.17 27.52 23.33 32.17 33.50 21.00 26.83 32.54 25.89 29.39 31.28 27.29

gpt-3.5-turbo-0301 27.12 24.78 57.00 19.50 16.56 60.50 18.86 15.00 43.50 21.83 18.78 53.67 34.56 32.73
gpt-3.5-turbo-0613 35.31 34.44 66.50 26.01 25.44 71.67 27.88 21.78 53.83 29.73 27.22 64.00 43.44 41.93

Aya-23 (8b) 35.44 35.44 56.83 26.74 26.74 65.33 50.39 33.67 47.33 37.52 31.95 56.50 45.11 41.77

Table 2: Results of the base models and adapter-based methods on the M2QA benchmark using the F1/EM score
definitions by SQuAD 2.0 (Rajpurkar et al., 2018). See our discussion of this metric’s potential flaws in Section 5.1.
For the answerable questions, we report the F1 and Exact Match (EM) scores. For the unanswerable (unansrbl)
questions, we only include the F1 score as the EM score is identical to it by definition. The average is taken across
datapoints. The best score for each language in each column is bold.

find improved performance (Appendix D.4).532

4.3.3 Modular setups (RQ3)533

Finally, we use M2QA to evaluate our two modular534

adaptation setups: MAD-X+Domain and MAD-X2.535

Based on our results (Table 2), these setups achieve536

average scores on par with XLM-RBase in Ger-537

man and Turkish, and notably improve the Chinese538

score. We note that this increase primarily stems539

from the improved performance on unanswerable540

questions, while the performance on answerable541

questions declines. Despite similar overall per-542

formance between MAD-X+Domain and MAD-543

X2, a notable difference lies in the number of up-544

date steps during training: MAD-X+Domain was545

trained a total of 1M training steps (100k for each546

domain and 250k for each language, with a batch547

size of 64), while MAD-X2 only needs 250k train-548

ing steps with batch size 16 to achieve similar per-549

formance. This highlights MAD-X2 computational550

efficiency, indicating the potential for simultaneous551

training of language and domain adapters.552

5 Further Analysis 553

In contrast to English, German, and Turkish, which 554

use whitespace characters to separate words, in 555

Chinese typesetting the use of whitespace is not 556

required. While the texts from our Chinese product 557

review and creative writing sources do not contain 558

whitespaces, Chinese news do. We hypothesize 559

that this typographical difference between Chinese 560

and the other languages can lead to a substantial 561

drop in measured performance (e.g. XLM-RBase 562

achieves an F1 score of 0.11 on answerable creative 563

writing questions), and investigate this further. 564

5.1 SQuAD Metric - Adaptation for Chinese 565

For the evaluation in Section 4.3, we have used the 566

F1/EM definitions of SQuAD 2.0, which is widely 567

adopted and has been previously used to evalu- 568

ate multilingual extractive QA (e.g. Artetxe et al., 569

2020b). During the metric calculation, this imple- 570

mentation splits words by whitespace – however, 571

if whitespaces are not available, the whole text is 572

7



considered as one long token, rendering the rest573

of the calculation invalid. We modify the imple-574

mentation to make the metric applicable to Chinese575

texts without whitespace tokenization by splitting576

the text into tokens using the off-the-shelf jieba577

tokenizer10. The resulting measurements, detailed578

in Appendix E.1, differ substantially from those in579

Table 2, suggesting that the SQuAD metric imple-580

mentation needs adjustment for multilingual extrac-581

tive QA evaluation. Even for texts from the news582

domain which contain whitespace, the tokenizer-583

based version of the metric results in higher scores.584

The tokenizer splits the Chinese text into smaller585

tokens than whitespace tokenization, allowing a586

finer-grained score. Moreover, the XLM-R-based587

methods struggle to make meaningful predictions588

for text without whitespace (see Section 5.2). Since589

the score only improves for spans close to the gold590

span, the improvement for LLMs is bigger than for591

XLM-R-based methods.592

5.2 Adding Whitespaces to Chinese Text593

Having examined the predictions of the XLM-R-594

based methods, we found that training on English595

SQuAD data leads to XLM-R returning spans sur-596

rounded by whitespace as answers. If the Chinese597

text does not contain whitespaces, XLM-R-based598

methods either classify the question as unanswer-599

able or return the whole passage as the answer.600

To explore the impact of this issue, we re-run the601

XLM-RBase setup but added whitespace to the texts602

between jieba-determined words.603

This modification leads to improved perfor-604

mance on Chinese texts with no whitespace (+24.9605

F1 points for creative writing, +17.7 F1 points for606

product reviews) but reduces the measured perfor-607

mance on texts with whitespace (-7.1 F1 points for608

news). The improved performance on texts that pre-609

viously had no whitespace suggests that language610

transfer methods like MAD-X struggle to trans-611

fer tasks to languages without inherent whitespace.612

The reduced performance on texts that already con-613

tained whitespace indicates that adding whitespace614

between jieba-determined words is not yet opti-615

mal. This suggests that typographical features of616

the source data can affect measured performance617

and should be taken into account when experiment-618

ing with non-Latin-based languages. Heuristics,619

i.e. whitespaces added through tokenization, can620

help improve performance. Detailed results are in621

10https://github.com/fxsjy/jieba v0.42.1

Appendix E.2 622

6 Discussion and Future Work 623

M2QA allows us to evaluate joint language and 624

domain transfer across different language models 625

and adaptation approaches. Our results indicate 626

room for improvement, especially when compar- 627

ing the results of XLM-R-based models and LLMs. 628

Since 40% of M2QA’s questions are unanswerable, 629

a naive model that classifies all questions as unan- 630

swerable would reach an F1/EM score of 40.0/40.0. 631

For Chinese, only gpt-3.5-turbo-0613 and 632

Aya 23 perform better than this naive strategy, em- 633

phasizing the need for more sophisticated domain 634

and language transfer methods. We hope that our 635

resource enables and encourages work on system- 636

atically exploring prompts and setups that perform 637

transfer learning across multiple dimensions of lan- 638

guage variation. Future efforts should also aim to 639

add more languages and domains to M2QA, es- 640

pecially for low-resource languages and domains. 641

We hope that our published annotation protocols 642

and software will facilitate this work11. Finally, 643

establishing human performance baselines would 644

help us understand how far NLP systems are from 645

achieving human-level extractive QA performance 646

across languages and domains. 647

7 Conclusion 648

Generalization is a central goal of NLP that is yet 649

unsolved. Language and domain are two main axes 650

of variation for natural languages – yet the lack of 651

cross-lingual cross-domain datasets has prevented 652

systematic evaluation of NLP models and transfer 653

approaches across languages and domains. To ad- 654

dress this, we introduce M2QA, a multi-domain 655

multilingual question answering benchmark with 656

over 13k human-annotated instances across three 657

typologically diverse languages (German, Turkish, 658

Chinese) and three distinct domains (product re- 659

views, news, creative writing). Our evaluation in- 660

cludes XLM-R baselines, LLMs (GPT-3.5, Aya 23, 661

Llama 2 and 3), and adapter-based setups (MAD- 662

X+Domain and MAD-X2), revealing a large gap 663

between LLMs and fine-tuned LMs. We expect that 664

M2QA will help close this gap, increase our under- 665

standing of generalization, and find more effective 666

domain and language transfer methods. 667

11The code for all experiments, including hyperparameters,
prompts, and the implementation of the annotation environ-
ment, is available in our GitHub repository.

8

https://github.com/fxsjy/jieba


8 Limitations668

A major obstacle to including more languages and669

domains into M2QA has been a severe shortage670

of clearly and openly licensed unlabeled texts in671

under-represented language-domain combinations672

– due to the restrictive copyright in many domains673

(news, books), and due to the lack of explicit li-674

censing practices in others. While we made an675

effort to diversify the selection of languages and676

domains in M2QA, the dataset only covers a small677

subset of all existing languages and domains. Po-678

tential solutions to this could be to clarify or obtain679

a license for research use from the owners of the680

textual data, as well as to experiment with data syn-681

thetically generated via paraphrasing or machine682

translation. However, translations introduce consid-683

erable issues, including lowered lexical diversity,684

"translationese", and lack of cultural idiosyncrasies,685

as discussed in the introduction and Section 3.1.686

This exploration, as well as the comparison be-687

tween the results on synthetic and natural QA data,688

is left to the future.689

Since some of the data sources in M2QA are690

widely used (e.g. Gutenberg Corpus or Amazon691

Reviews), there is a risk that LLMs have observed692

some of the unlabeled data during their pre-training.693

The unavailability of pre-training data for LLaMa694

2, Llama 3, GPT-3.5 and Aya 23 prevents us from695

investigating whether this is the case. To prevent696

contamination of future experimental setups with697

the labelled data, we employ protective measures,698

following Jacovi et al. (2023): We release the data699

in encrypted form with a CC-BY-ND 4.0 license.12700

We evaluate with XLM-R for a consistent setup701

with MAD-X (Pfeiffer et al., 2020).702
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Swayamdipta, Kyle Lo, Iz Beltagy, Doug Downey,909
and Noah A. Smith. 2020. Don’t stop pretraining:910
Adapt language models to domains and tasks. In911
Proceedings of the 58th Annual Meeting of the912
Association for Computational Linguistics, pages913
8342–8360, Online. Association for Computational914
Linguistics.915

Tahmid Hasan, Abhik Bhattacharjee, Md. Saiful Is-916
lam, Kazi Mubasshir, Yuan-Fang Li, Yong-Bin Kang,917
M. Sohel Rahman, and Rifat Shahriyar. 2021. XL-918
sum: Large-scale multilingual abstractive summariza-919
tion for 44 languages. In Findings of the Association920
for Computational Linguistics: ACL-IJCNLP 2021,921
pages 4693–4703, Online. Association for Computa-922
tional Linguistics.923

Karl Moritz Hermann, Tomas Kocisky, Edward Grefen-924
stette, Lasse Espeholt, Will Kay, Mustafa Suleyman,925
and Phil Blunsom. 2015. Teaching machines to read926
and comprehend. In Advances in Neural Information927
Processing Systems, volume 28. Curran Associates,928
Inc.929

Daniel Hershcovich, Stella Frank, Heather Lent,930
Miryam de Lhoneux, Mostafa Abdou, Stephanie931
Brandl, Emanuele Bugliarello, Laura Cabello Pi-932
queras, Ilias Chalkidis, Ruixiang Cui, Constanza933
Fierro, Katerina Margatina, Phillip Rust, and Anders934
Søgaard. 2022. Challenges and strategies in cross-935
cultural NLP. In Proceedings of the 60th Annual936
Meeting of the Association for Computational Lin-937
guistics (Volume 1: Long Papers), pages 6997–7013,938
Dublin, Ireland. Association for Computational Lin-939
guistics.940

Neil Houlsby, Andrei Giurgiu, Stanislaw Jastrzebski,941
Bruna Morrone, Quentin de Laroussilhe, Andrea Ges-942
mundo, Mona Attariyan, and Sylvain Gelly. 2019.943

Parameter-efficient transfer learning for NLP. In Pro- 944
ceedings of the 36th International Conference on Ma- 945
chine Learning, ICML 2019, 9-15 June 2019, Long 946
Beach, California, USA, volume 97 of Proceedings 947
of Machine Learning Research, pages 2790–2799. 948
PMLR. 949

Jeremy Howard and Sebastian Ruder. 2018. Universal 950
language model fine-tuning for text classification. 951
In Proceedings of the 56th Annual Meeting of the 952
Association for Computational Linguistics (Volume 1: 953
Long Papers), pages 328–339, Melbourne, Australia. 954
Association for Computational Linguistics. 955

Edward J. Hu, Yelong Shen, Phillip Wallis, Zeyuan 956
Allen-Zhu, Yuanzhi Li, Shean Wang, Lu Wang, and 957
Weizhu Chen. 2022. Lora: Low-rank adaptation of 958
large language models. In The Tenth International 959
Conference on Learning Representations, ICLR 2022, 960
Virtual Event, April 25-29, 2022. OpenReview.net. 961

Junjie Hu, Sebastian Ruder, Aditya Siddhant, Gra- 962
ham Neubig, Orhan Firat, and Melvin Johnson. 963
2020. Xtreme: A massively multilingual multi-task 964
benchmark for evaluating cross-lingual generaliza- 965
tion. arXiv, arXiv preprint arXiv: 2003.11080. 966

Songbo Hu, Han Zhou, Mete Hergul, Milan Gritta, 967
Guchun Zhang, Ignacio Iacobacci, Ivan Vulić, and 968
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Korhonen. 2022. BAD-X: Bilingual adapters im- 1093
prove zero-shot cross-lingual transfer. In Proceed- 1094
ings of the 2022 Conference of the North Ameri- 1095
can Chapter of the Association for Computational 1096
Linguistics: Human Language Technologies, pages 1097
1791–1799, Seattle, United States. Association for 1098
Computational Linguistics. 1099

Jonas Pfeiffer, Sebastian Ruder, Ivan Vulić, and Edoardo 1100
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A Passage Curation1282

Table 3 shows the datasets we selected and their1283

licensing information. The final dataset should con-1284

tain 300 passages for each language and domain1285

combination. To preprocess the data and prepare 1286

the passages, we need to distinguish between the 1287

domains that have multiple passages per document 1288

and the ones with one passage per document. For 1289

ones where a document is one passage, we filter out 1290

documents that are too short and too long. From 1291

the remaining documents, we randomly sample 1292

300. For the domains that have multiple passages 1293

per document, we first exclude the ones that are 1294

too short to feature at least three passages. Then, 1295

we sample documents and split them into passages 1296

using the WTP segmentation model (Minixhofer 1297

et al., 2023). We use only documents with at least 1298

three passages. The German creative writing of 1299

the Gutenberg corpus required a different setup. 1300

Because of the different formatting of footnotes, 1301

references, and diverse formatting of bold, under- 1302

lined, and cursive text, we manually extracted 300 1303

passages from 6 fiction creative writing that had 1304

licenses that made them free to use. The passages 1305

from all domains are then stripped of newline char- 1306

acters, tabs, and multiple consecutive white spaces. 1307

The creative writing passages for Turkish and Chi- 1308

nese are taken from an online social reading plat- 1309

form where people can publish their own stories. 1310

We select texts published in the public domain or 1311

with a Creative Common License. To ensure that 1312

no author’s notes or unsuitable or offensive texts, 1313

such as comments or sensitive topics, are in the 1314

passage, we manually check the translated 13 pas- 1315

sages. 1316

A.1 Lexical Diversity of the Domains 1317

To quantify lexical diversity in the data, in Figure 2, 1318

we report the Jaccard similarity coefficient of the 1319

vocabularies between the different domains in one 1320

language.14 As we observe, the domains in M2QA 1321

indeed show low vocabulary overlaps, making our 1322

dataset a challenging target for domain adaptation 1323

across languages. 1324

B Baseline Training 1325

All our models are based on XLM-R-base (Con- 1326

neau et al., 2020), a multilingual 270M parame- 1327

ter model. XLM-RBase is directly fine-tuned on 1328

SQuAD 2.0, while XLM-RDomain has been domain- 1329

adapted prior to fine-tuning on SQuAD 2.0 (Ra- 1330

jpurkar et al., 2018). Every not-mentioned hyper- 1331

13We use DeepL for translation.
14We use nltk https://www.nltk.org for German

and Turkish tokenization, and jieba https://github.
com/fxsjy/jieba for Chinese

14
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Language Domain Multiple Passages Datasource License

German

product reviews no Amazon Reviews (Keung et al.,
2020)

Usage permitted by Amazon for
academic research1.

news yes 10kGNAD2 CC BY-NC-SA 4.0

creative writing yes Gutenberg Corpus (Gerlach and
Font-Clos, 2018)

Manually selected text passages
from open-license books.

Turkish

product reviews no Turkish product reviews3 CC BY-SA 4.0

news yes BilCat (Toraman et al., 2011) MIT License

creative writing yes Wattpad4
Manually selected text passages
from Creative Commons or Pub-
lic Domain publications.

Chinese

product reviews no Amazon Reviews (Keung et al.,
2020)

Usage permitted by Amazon for
academic research1.

news yes CNewSum (Wang et al., 2021) MIT License

creative writing yes Wattpad4
Manually selected text passages
from Creative Commons or Pub-
lic Domain publications.

Table 3: The original datasets used for annotation
1 https://github.com/awslabs/open-data-docs/blob/main/docs/amazon-reviews-ml/
license.txt

2 https://github.com/tblock/10kGNAD using the One Million Posts dataset by Schabus et al. (2017)
3 https://huggingface.co/datasets/turkish_product_reviews
4 https://www.wattpad.com/

Domain Datasource

Wikipedia Wikipedia (Foundation)
Creative Writing bookcorpus (Zhu et al., 2015)
Product Reviews Amazon Reviews (Keung et al., 2020)
News CNN Dailymail (Hermann et al., 2015)

Table 4: Texts used for adapting the domain of
XLM-RDomain and the domain adapters of MAD-
X+Domain.

parameter is the default parameter of Hugging Face1332

Transformers (Wolf et al., 2020) version 4.26.1.1333

XLM-RBase We train XLM-R on SQuAD 2.0 for1334

100,000 update steps, use early stopping with pa-1335

tience of 5 and evaluate every 1000 steps. We use a1336

batch size of 64, 1000 warmup steps, a learning rate1337

of 1e-4, linear learning rate decay and a sequence1338

length of 512.1339

XLM-RDomain We first train an individual model1340

for each domain via MLM on the data displayed1341

in Table 4. We train for 100,000 update steps with1342

a batch size of 16, a learning rate of 1e-4, linear1343

learning rate decay and a sequence length of 512.1344

Following Wettig et al. (2023), we use an MLM1345

probability of 40% since XLM-R-base has a com-1346

parable size to bert-large. After this training, we1347

fine-tune every domain-adapted XLM-R model on1348

SQuAD 2.0 with the same parameters used for1349

XLM-RBase.1350

C MAD-X+Domain & MAD-X2 Training 1351

We use the Adapters library (Poth et al., 2023) for 1352

the adapter and model implementations. 1353

MAD-X+Domain The domain adapters are Pfeif- 1354

fer Bottleneck Adapters with a reduction factor of 1355

2. We train each domain adapter for 100,000 up- 1356

date steps with a batch size of 16, 1000 warmup 1357

steps, learning rate of 1e-4 and linear learning rate 1358

decay via masked language modelling on English 1359

data. The data sources used for each adapter are 1360

listed in Table 4. Since we train on English data, we 1361

activate the English MAD-X (Pfeiffer et al., 2020) 1362

adapter. Following Wettig et al. (2023), we use 1363

an MLM probability of 40% since XLM-R-base 1364

has a comparable size to bert-large. Overall, the 1365

domain and language adapters cumulatively used 1366

1,400,000 update steps with a batch size of 64 (the 1367

four language adapters were trained with 250,000 1368

steps, the four domain adapters with 100,000). 1369

The QA head adapter, also a Pfeiffer Bottleneck 1370

Adapter with a reduction factor of 2, was trained on 1371

SQuADv2 (Rajpurkar et al., 2018) using the same 1372

hyper-parameters used for fine-tuning XLM-RBase. 1373

Since SQuADv2 is based on English Wikipedia text 1374

passages, we activated the English and Wikipedia 1375

adapter during training. 1376
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Figure 2: Jaccard similarity coefficient of the vocabularies between the domains, per language.

(a) MAD-X+Domain: The language adapter is trained as
proposed in the MAD-X setup, and the domain adapter
is trained in a second step with the corresponding frozen
language adapter activated.

(b) MAD-X2: During training, the language and domain
adapters are trained simultaneously, and each training
sample is routed through the corresponding language and
domain adapter.

Figure 3: The different pre-training setups for MAD-
X+Domain, and MAD-X2

MAD-X2 We use the same hyper-parameters as 1377

for the training of the domain adapters of MAD- 1378

X+Domain. The only parameter changed is the 1379

number of update steps where we train every do- 1380

main and language adapter for 62,500 update steps, 1381

resulting in a total of 250,000 update steps. The cor- 1382

pora used for the MLM training are listed in Table 1383

5 along with the number of steps trained on each 1384

corpus. Due to the absence of open-license text 1385

corpora, we do not train on Chinese and Turkish 1386

creative writing corpora. The QA head adapter is 1387

trained afterwards identical to the QA head adapter 1388

of MAD-X+Domain. 1389

D LLM Evaluation 1390

D.1 Five-Shot LLM Results 1391

We explored if providing a few-shot prompt could 1392

enhance the performance of the LLMs. In Ta- 1393

ble 2, we present the results of the LLMs us- 1394

ing a five-shot prompt. Upon comparing these 1395

results with the zero-shot results in Table 6, we 1396

see that the five-shot prompt does not consistently 1397

improve performance. The only models benefit- 1398

ting from the five-shot prompt are Llama 2 and 1399

gpt-3.5-turbo-0301. 1400

D.2 LLM Prompts 1401

Based on the extractive question an- 1402

swering prompt of Lai et al. (2023), 1403

we evaluate gpt-3.5-turbo-0301, 1404

gpt-3.5-turbo-0613 and LLaMA 2- 1405

chat 13B in a zero-shot and five-shot setting. The 1406

zero-shot prompt is displayed in Figure 4. The 1407

five-shot prompts contain three answerable and 1408

two unanswerable examples. Following Brown 1409

et al. (2020), we provide the five examples in a 1410

single user prompt, as shown in Figure 5. However, 1411

this setup yielded scores close to zero for Llama 1412

2-chat 13B. Hence, we changed the Llama 2-chat 1413

16



Language Domain Datasource steps trained

English

Wikipedia Wikipedia (Foundation) 10417
Creative Writing PG-19 (Rae et al., 2020) 31250
Product Reviews Amazon Reviews (Keung et al., 2020) 10416
News CNN Dailymail (Hermann et al., 2015) 10417

German

Wikipedia Wikipedia (Foundation) 10417

Creative Writing Opus Books (Tiedemann, 2012) & Corpus of German-Language Fiction
(Fischer and Strötgen, 2015) 31250

Product Reviews Amazon Reviews (Keung et al., 2020) 10416
News MLSUM (Scialom et al., 2020) 10417

Turkish

Wikipedia Wikipedia (Foundation) 20833
Creative Writing 0
Product Reviews Turkish Product Reviews1 20833
News XL-Sum (Hasan et al., 2021) 20833

Chinese

Wikipedia Wikipedia (Foundation) 20833
Creative Writing 0
Product Reviews Amazon Reviews (Keung et al., 2020) 20833
News XL-Sum (Hasan et al., 2021) 20833

Table 5: MAD-X² training data sources & number of steps trained
1 https://huggingface.co/datasets/turkish_product_reviews

System Prompt:
Task Description: Answer the question from the given
passage. Your answer should be directly extracted from
the passage, and it should be a single entity, name, or
number, not a sentence. If the passage doesn’t contain a
suitable answer, please respond with ’unanswerable’.

User:
Passage: {CONTEXT}
Question: {QUESTION}
Note: Your answer should be directly extracted from
the passage and be a single entity, name, or number, not
a sentence. If the passage doesn’t contain a suitable
answer, respond with ’unanswerable’.
Answer:

Figure 4: Zero-shot English Prompt

13B setup by providing examples not in a single1414

prompt but as part of the chat history.1415

D.3 LLM Postprocessing1416

In the zero-shot setting, Llama tends to gener-1417

ate more than just the answer span; for instance,1418

"Based on the passage, the answer to the question1419

is: [...] The passage states: [...]". This is not the1420

only pattern in which the model phrases the answer.1421

To capture as many as possible, we split the text1422

at the semicolon and take the part that follows the1423

semicolon. The answer and potential text passages1424

to back it up are, in most cases, separated by new-1425

lines. We use this to remove text that is not part1426

of the answer span: If there is no semicolon, we1427

take the whole text output as the answer. These1428

problems are particularly pronounced with Llama1429

2 and occur less with Llama 3.1430

D.4 Isolated Domain and Language Transfer 1431

To further investigate the effect of domain and lan- 1432

guage, we investigate domain transfer and language 1433

transfer isolated. Overall, these configurations did 1434

not improve performance. 1435

Isolated Language Transfer To explore the iso- 1436

lated language transfer, we eliminated domain vari- 1437

ation. We provide GPT-3.5 with a prompt in a 1438

different language and examples in the language 1439

from the same domain. German gets a Turkish 1440

prompt, Turkish gets a Chinese prompt and Chi- 1441

nese gets a German prompt. This results in no 1442

improved performance as can be seen in Table 7. 1443

Isolated Domain Transfer To perform only do- 1444

main transfer, we eliminate language variation 1445

in the chat. We let native speakers translate the 1446

prompts to the target languages (German, Turk- 1447

ish, Chinese). Thus, in the zero-shot scenario, the 1448

model gets the system prompt, passage, question 1449

and note in the target language. For the five-shot 1450

evaluation, the examples come from the same lan- 1451

guage but from a different domain. The results are 1452

shown in Table 8. 1453

D.5 Investigating German GPT-3.5 Answers 1454

To gain further insights into GPT-3.5’s perfor- 1455

mance, we chose to sample some hard questions 1456

and include a case study to analyze them. We 1457

manually inspected German questions for which 1458

all four GPT-3.5 setups achieved an F1 score 1459

lower than 25, which are 942 questions in to- 1460

tal (20.9% of all German QA instances). From 1461
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System Prompt:
Task Description: Answer the question from the given passage. Your answer should be directly extracted from the passage,
and it should be a single entity, name, or number, not a sentence. If the passage doesn’t contain a suitable answer, please
respond with ’unanswerable’.

User:
Passage: In 2007, BSkyB and Virgin Media became involved in a dispute over the carriage of Sky channels on cable TV.
The failure to renew the existing carriage agreements negotiated with NTL and Telewest resulted in Virgin Media removing
the basic channels from the network on 1 March 2007. Virgin Media claimed that BSkyB had substantially increased the
asking price for the channels, a claim which BSkyB denied, on the basis that their new deal offered "substantially more
value" by including HD channels and Video On Demand content which was not previously carried by cable.
Question: What channels were removed from the network in March of 2007?
Note: Your answer should be directly extracted from the passage and be a single entity, name, or number, not a sentence.
If the passage doesn’t contain a suitable answer, respond with ’unanswerable’.
Answer: the basic channels

Passage: Following the Cretaceous–Paleogene extinction event, the extinction of the dinosaurs and the wetter climate may
have allowed the tropical rainforest to spread out across the continent. From 66–34 Mya, the rainforest extended as far
south as 45°. Climate fluctuations during the last 34 million years have allowed savanna regions to expand into the tropics.
During the Oligocene, for example, the rainforest spanned a relatively narrow band. It expanded again during the Middle
Miocene, then retracted to a mostly inland formation at the last glacial maximum. However, the rainforest still managed to
thrive during these glacial periods, allowing for the survival and evolution of a broad diversity of species.
Question: Savannah areas expanded over the last how many years?
Note: Your answer should be directly extracted from the passage and be a single entity, name, or number, not a sentence.
If the passage doesn’t contain a suitable answer, respond with ’unanswerable’.
Answer: 34 million

Passage: It is conjectured that a progressive decline in hormone levels with age is partially responsible for weakened
immune responses in aging individuals. Conversely, some hormones are regulated by the immune system, notably thyroid
hormone activity. The age-related decline in immune function is also related to decreasing vitamin D levels in the elderly.
As people age, two things happen that negatively affect their vitamin D levels. First, they stay indoors more due to
decreased activity levels. This means that they get less sun and therefore produce less cholecalciferol via UVB radiation.
Second, as a person ages the skin becomes less adept at producing vitamin D.
Question: As a person gets older, what does the skin produce less of?
Note: Your answer should be directly extracted from the passage and be a single entity, name, or number, not a sentence.
If the passage doesn’t contain a suitable answer, respond with ’unanswerable’.
Answer: vitamin D

Passage: In 1066, Duke William II of Normandy conquered England killing King Harold II at the Battle of Hastings.
The invading Normans and their descendants replaced the Anglo-Saxons as the ruling class of England. The nobility of
England were part of a single Normans culture and many had lands on both sides of the channel. Early Norman kings of
England, as Dukes of Normandy, owed homage to the King of France for their land on the continent. They considered
England to be their most important holding (it brought with it the title of King—an important status symbol).
Question: What battle took place in the 10th century?
Note: Your answer should be directly extracted from the passage and be a single entity, name, or number, not a sentence.
If the passage doesn’t contain a suitable answer, respond with ’unanswerable’.
Answer: unanswerable

Passage: Dendritic cells (DC) are phagocytes in tissues that are in contact with the external environment; therefore, they
are located mainly in the skin, nose, lungs, stomach, and intestines. They are named for their resemblance to neuronal
dendrites, as both have many spine-like projections, but dendritic cells are in no way connected to the nervous system.
Dendritic cells serve as a link between the bodily tissues and the innate and adaptive immune systems, as they present
antigens to T cells, one of the key cell types of the adaptive immune system.
Question: What is named for its resemblance to dendritic cells?
Note: Your answer should be directly extracted from the passage and be a single entity, name, or number, not a sentence.
If the passage doesn’t contain a suitable answer, respond with ’unanswerable’.
Answer: unanswerable

Passage: {CONTEXT}
Question: {QUESTION}
Note: Your answer should be directly extracted from the passage and be a single entity, name, or number, not a sentence.
If the passage doesn’t contain a suitable answer, respond with ’unanswerable’.
Answer:

Figure 5: Five-shot English Prompt using SQuAD 2.0 examples.
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Creative Writing Product Reviews News Average
answerable unansrbl answerable unansrbl answerable unansrbl answerable unansrbl Total Average

Model F1 EM F1 F1 EM F1 F1 EM F1 F1 EM F1 F1 EM

G
er

m
an

Llama 2-chat (13b) (5-shot) 22.61 12.33 75.17 20.52 12.67 75.33 29.33 19.89 77.33 24.15 14.96 75.94 44.87 (+19.34) 39.36 (+24.72)
Llama 3-instruct (8b) (5-shot) 43.44 23.89 35.50 39.82 20.56 25.50 54.71 35.56 28.00 45.99 26.67 29.67 39.46 (-3.52) 27.87 (-3.26)

gpt-3.5-turbo-0301 (5-shot) 40.00 21.89 76.83 47.81 24.33 60.67 61.18 38.22 59.67 49.66 28.15 65.72 56.09 (+2.68) 43.18 (+2.47)
gpt-3.5-turbo-0613 (5-shot) 34.97 22.67 83.33 40.36 23.33 79.17 58.50 39.44 70.83 44.61 28.48 77.78 57.88 (-0.27) 48.20 (+0.27)

Aya-23 (8b) (5-shot) 16.44 10.78 90.83 19.85 12.11 93.67 38.00 28.44 89.33 24.76 17.11 91.28 51.37 (-4.91) 46.78 (-1.04)

Tu
rk

is
h

Llama 2-chat (13b) (5-shot) 7.18 5.22 84.83 8.48 4.78 91.00 9.78 6.33 88.17 8.48 5.44 88.00 40.29 (+25.67) 38.47 (+30.92)
Llama 3-instruct (8b) (5-shot) 38.73 24.33 47.33 41.27 21.89 42.33 51.15 30.22 25.83 43.72 25.48 38.50 41.63 (-17.72) 30.69 (+0.35)

gpt-3.5-turbo-0301 (5-shot) 36.82 22.78 73.83 53.89 24.33 61.67 58.13 32.33 55.00 49.61 26.48 63.50 55.17 (+1.91) 41.29 (+2.25)
gpt-3.5-turbo-0613 (5-shot) 33.58 20.89 84.50 49.98 25.78 71.17 55.21 32.00 58.00 46.26 26.22 71.22 56.24 (-1.5) 44.22 (-0.91)

Aya-23 (8b) (5-shot) 28.52 21.89 79.33 33.14 20.56 84.67 32.95 20.44 74.00 31.54 20.96 79.33 50.66 (-2.79) 44.31 (+1.42)

C
hi

ne
se

Llama 2-chat (13b) (5-shot) 0.71 0.67 95.33 1.50 1.44 90.83 1.19 0.78 96.00 1.13 0.96 94.05 38.30 (+24.6) 38.20 (+30.11)
Llama 3-instruct (8b) (5-shot) 34.78 32.22 34.83 21.16 17.67 32.67 33.21 20.67 22.83 29.72 23.52 30.11 29.88 (-1.4) 26.16 (–1.13)

gpt-3.5-turbo-0301 (5-shot) 29.19 26.22 63.17 21.05 16.89 63.67 21.55 17.33 48.50 23.93 20.15 58.45 37.74 (+3.18) 35.47 (+2.74)
gpt-3.5-turbo-0613 (5-shot) 29.30 28.33 75.83 16.07 14.67 82.33 25.44 20.11 57.83 23.60 21.04 72.00 42.96 (-0.48) 41.42 (-0.51)

Aya-23 (8b) (5-shot) 28.11 28.11 60.33 22.74 22.67 61.17 50.40 34.33 50.83 33.75 28.37 57.44 43.23 (-1.88) 40.00 (-1.77)

Table 6: Results of the LLMs with five-shot prompts on the M2QA benchmark using the same scores as Table 2.
Relative changes to Table 2 are shown in parentheses of the Total Average column. For the answerable questions,
we report the F1 and Exact Match (EM) scores. For the unanswerable (unansrbl) questions, we only include the F1
score as the EM score is identical to it by definition. The average is taken across datapoints. The best score for each
language in each column is bold.

five-shot
F1 EM

German
Creative Writing 52.89 43.07
Product Reviews 54.77 45.27
News 59.34 49.33

Turkish
Creative Writing 55.36 46.33
Product Reviews 58.96 43.47
News 55.72 41.67

Chinese
Creative Writing 37.80 37.13
Product Reviews 40.18 39.67
News 30.81 26.73

Average 49.54 41.41

Table 7: Five-shot language transfer with
gpt-3.5-turbo-0613. The prompts contain
examples from the target domain. The prompt for
German is written in Chinese, for Turkish in German
and for Chinese in Turkish.

these questions, we randomly sampled 50 ques-1462

tions to analyze the responses of all GPT-3.5 mod-1463

els we evaluated, i.e. the responses of the zero-1464

shot and five-shot gpt-3.5-turbo-0301 and1465

gpt-3.5-turbo-0613. We found that in 72%1466

of the cases, the question and answer are correctly1467

annotated in the data, but the model either makes1468

erroneous predictions (58%) or generates a cor-1469

rect answer instead of extracting it (14%). We fur-1470

ther identified issues with inconsistent annotations1471

(22%, i.e. 4.6% of all German data), questions with1472

multiple plausible answers (4%), and the evalua-1473

tion metric (2%). We provide some representative1474

answers in Table 10. The full evaluation can be1475

zero-shot five-shot
F1 EM F1 EM

German
Creative Writing 55.49 46.07 58.11 46.67
Product Reviews 54.88 44.47 52.01 39.33
News 60.88 49.87 60.46 48.40

Turkish
Creative Writing 36.93 28.07 52.71 44.27
Product Reviews 45.52 30.40 51.88 35.80
News 43.59 28.93 54.54 39.13

Chinese
Creative Writing 44.38 44.33 47.98 47.93
Product Reviews 41.65 41.60 41.45 41.40
News 34.27 32.47 31.14 30.20

Average 46.40 38.47 50.03 41.4

Table 8: Domain transfer with
gpt-3.5-turbo-0613: This table evaluates
zero-shot and five-shot prompts written in the target
language. The five-shot prompt for creative writing
contains examples from M2QA news, the prompt for
news from M2QA product reviews and the prompt for
product reviews from M2QA creative writing.

Language Annotators
Kept

Annotators
Rejected

Questions
Checked

German 66 10 760
Turkish 32 12 440
Chinese 33 9 420

Table 9: Number of annotators we kept and how many
we have rejected due to poor quality. For each annotator,
we checked 10 questions. If at least two questions were
of poor quality, i.e. did not follow our guidelines, the
annotator got rejected. The last column shows how
many of the accepted and rejected questions we checked
in total for quality.
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found in the M2QA GitHub repository.151476

E Ablation Studies Detailed Results1477

We conducted two ablation studies to provide a1478

deeper analysis of the baseline results on the M2QA1479

benchmark. This section shows the detailed results1480

of these ablation studies.1481

E.1 SQuAD Metric - Adaptation for Chinese1482

The SQuAD 2.0 metric uses whitespace tokeniza-1483

tion. We modify the implementation to make the1484

metric applicable to Chinese texts without whites-1485

pace tokenization by splitting the text into tokens1486

using the off-the-shelf jieba tokenizer16. The re-1487

sults are in Table 11.1488

E.2 Adding Whitespaces to Chinese Text1489

We find that the XLM-R-based models only return1490

answers surrounded by whitespace. As a result, for1491

texts without whitespaces in Chinese, the model ei-1492

ther marks the question as unanswerable or returns1493

the whole context as the answer span. To explore1494

the impact of this issue, we re-run the XLM-RBase1495

setup but add whitespace between the words as1496

determined by jieba. The results are presented in1497

Table 12.1498

F Results on SQuADv2 and XQuAD1499

To show that our baselines and adapter-based se-1500

tups do not only work on M2QA, we evaluated1501

them also on SQuADv2 (Rajpurkar et al., 2018),1502

and XQuAD (Artetxe et al., 2020b). Important1503

to note is, that XQuAD only contains answerable1504

questions. The results are presented in Table 13.1505

G Annotation Process1506

The number of annotators that were rejected vs.1507

accepted during the annotation process and how1508

many questions were checked in total is shown in1509

Table 9.1510

H Data Annotation Platform1511

To be able to fulfil all of our requirements, we1512

have developed our own annotation platform. The1513

source code, including the tutorial, i.e. the instruc-1514

tions for the crowdworkers, is published in the1515

same GitHub repository as the dataset17. We used1516

15Link upon acceptance
16https://github.com/fxsjy/jieba v0.42.1
17Link upon acceptance

GitHub Copilot18 as AI assistance during coding. 1517

The crowdworkers first land on an overview page, 1518

then complete the tutorial and finally annotate data 1519

for M2QA. An annotation session consists of the 1520

tutorial and the annotation of 11 passages. If an an- 1521

notator completed the tutorial in a previous session, 1522

it is optional, and they are assigned 12 passages. 1523

We assume that one annotation session results in 1524

a total of 1 hour of work. An evaluation after 65 1525

annotation sessions showed that the crowdworkers 1526

took a median of 59 minutes. We pay crowdwork- 1527

ers £9 per annotation session, which is Prolifics 1528

recommended pay per hour. The tutorial consists 1529

of 3 steps in which the annotator is subsequently 1530

introduced to the task and learns to use the data 1531

annotation platform: 1532

1. On the first page, they get an introduction to 1533

the annotation task. 1534

2. Then they learn what makes good answerable 1535

questions and what to avoid when creating 1536

them. 1537

3. Last, they learn what requirements good unan- 1538

swerable questions must fulfil and what to 1539

avoid when creating them. 1540

Figure 6 shows the interface that annotators 1541

use to annotate passages. Following SQuAD (Ra- 1542

jpurkar et al., 2016), we encourage annotators to 1543

pose hard questions in their own words. Since 1544

the wide adoption of LLM chatbots, the concern 1545

has arisen that crowdworkers could increasingly 1546

use LLMs to generate data instead of creating it 1547

themselves (Veselovsky et al., 2023). By disabling 1548

copy-pasting and requiring manual highlighting of 1549

the answer spans, we believe that using a ChatBot 1550

is not efficient in our setup. We found no evidence 1551

of the usage of LLMs during our quality checks. 1552

18https://github.com/features/copilot
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ID Question Passage Text Expected
Answer

Answer by
five-shot gpt-
3.5-turbo-0613

Reason Why An-
swer Is Wrong

de_new
s_125-0_q0

Welche
Position
spielt
Marc
Janko?

Vorsichtig gab sich auch Stürmer Marc Janko: Uns Spielern ist die Schwere des Gegners bewusst,
wir hatten in Moldawien ein sehr hektisches und schwieriges Spiel, erinnerte er an den knappen 2:1-
Auswärtssieg im Oktober. Es war eine Partie, in der die österreichische Nationalelf mit der Spielweise
Moldaus so manches Problem hatte. Am Samstag wird der moldauische Teamchef Alexandru Curtianu
auf zwei Schlüsselspieler verzichten müssen: Der 28-jährige Abwehrstratege Alexandru Epureanu – mit
58 Einsätzen einer der erfahrensten Teamspieler – fällt wegen eines Kreuzbandrisses monatelang aus.
Der Kapitän, der für Medipol Basaksehir, den Zwölften der türkischen Süperlig, aufläuft und früher zur
Stammformation von Dinamo Moskau gehörte, ist mit einem Marktwert von 4,5 Millionen Euro der
wertvollste Spieler der moldauischen Nationalelf.

Stürmer unanswerable Question and
expected answer
fine; model made a
wrong prediction

de_books_2_61_q0

Was
schlägt
Klamm
vor?

„Wollen wir es nun trotzdem versuchen, dennoch versuchen, ein Bündnis zu schließen? Wollen Sie meine
Frau werden? Können Sie dem Vorurteil begegnen, daß ich nicht als der Freiherr von Klamm auftrete, der
als Mann einer sehr reichen Frau lediglich die Zeit stiehlt und im Müßiggang lebt, sondern ein Geschäft,
ein Gewerbe betreibt, arbeitet, schafft, fördert, maßvoll lebt, den rechten Lebensgewinn in dem Verkehr
mit gleichgesinnten, wertvollen Personen erblickt, die denselben Anschauungen huldigen, so überlegen Sie
meinen abermaligen Antrag! Aber gönnen Sie mir auch — verzeihen Sie das viele — das Gelöbnis, daß
Sie lediglich mein sein und bleiben wollen, daß Sie“ — Klamm sprach’s mit einem sanften, gewinnenden
Lächeln — „keine anderen Götter haben wollen, neben mir!“

ein Bünd-
nis zu
schließen

Klamm sug-
gests getting
married.

Question and ex-
pected answer fine;
model generated a
correct answer in-
stead of extracting
it (often in english)

de_new
s_142-0_q2

Wer ist
bald fuer
NGOs
zus-
taendig?

-H Chinas Parteibürokratie sieht das anders. Ihr Verbot scheint Teil jüngster Willkür-Maßnahmen in der
reideologisierten Innenpolitik Chinas zu sein, um die Zivilgesellschaft unter ihre Kontrolle zu bringen.
Die Behörden statuierten mit der Schließung der Fraueninitiative, die auch von der Ford-Stiftung unter-
stützt wird, ein Exempel für alle zu eng mit dem Ausland verbundenen NGOs. Peking steht kurz vor
Verabschiedung eines repressiven neuen Gesetzes für Auslands-NGOs. Betroffen sind Bürgerinitiativen,
Stiftungen und Vereine. Sie sollen sich neu registrieren lassen und müssen ihre Arbeitspläne und Finanzen
offenlegen. Künftig sollen sie der administrativen Kontrolle der Polizei unterstehen, statt wie bisher den
Zivilämtern.

Sie sollen
sich neu
registri-
eren
lassen

die Polizei low-quality annota-
tions

de_new
s_26-1_q0

Welcher
Partei
gehört
Heiko
Maas an?

Bundesjustizminister Heiko Maas hat den Handgranaten-Anschlag scharf verurteilt. Das Ausmaß der
Gewalt ist erschreckend, erklärte der SPD-Politiker am Freitag in Berlin. Die Täter dürfen nicht ungestraft
davonkommen. Sie müssen konsequent ermittelt und bestraft werden, forderte er. Die Zunahme der
Angriffe auf Flüchtlinge sei dramatisch. Sprengkörper auf Flüchtlingsheime fliegen heute schon, wir
dürfen nicht abwarten, bis es die ersten Toten gibt. Ähnlich äußerte sich der Zentralrat Deutscher Sinti und
Roma. Dieser feige Anschlag zeigt, dass gewaltbereite Rechtsextremisten durch ihre Taten den Frieden in
unserer Gesellschaft gefährden und uns auseinanderdividieren wollen, erklärte sein Vorsitzender Romani
Rose. Umso mehr gelte es, für die Demokratie und den Rechtsstaat einzustehen. Besonders Politiker
trügen hierbei eine große Verantwortung. Die populistische Rhetorik in der Asyldebatte führt dazu, dass
Ängste bei der Bevölkerung geschürt werden, kritisierte Rose.

SPD-
Politiker

SPD problem with the
evaluation metric

de_review
_22_q2

Ist dieses
Produkt
emp-
fehlens-
wert?

Ich bin begeistert. Dieses kleine Ding ist die Lösung auf all meinen Reisen. Wie oft ich mich geärgert
habe, dass die sch*** Adapter nicht passen und ich lauter Netzgeräte einstecken musste, damit ich Handy,
Kamera usw laden kann. Die Lösung kann so einfach sein. Absolut empfehlenswert. Zusätzliches Plus:
Das Gerät besitzt eine eigene Sicherung (was in so manchem Ländern durchaus sinnvoll ist) und eine
Ersatzsicherung wird gleich mitgeliefert. Würde auch 6* geben wenn ich könnte.

Absolut empfehlenswert multiple answers
would be correct

Table 10: Samples of questions that five-shot gpt-3.5-turbo-0613 failed at, along with the reason.

Creative Writing Product Reviews News
F1 answerable F1 answerable F1 answerable

XLM-RBase 8.78 (+8.67) 8.82 (+8.13) 41.03 (+1.36)
XLM-RDomain 7.24 (+7.24) 4.87 (+4.59) 1.94 (+0.15)

MAD-X+Domain 0.93 (+0.93) 2.73 (+2.34) 33.33 (+1.12)
MAD-X2 4.32 (+4.21) 2.96 (+2.79) 33.57 (+0.33)

Llama 2-chat (13b) 18.52 (+5.47) 19.49 (+7.10) 28.97 (+18.11)
Llama 3-instruct (8b) 51.35 (+14.74) 43.07 (+15.55) 48.49 (+14.99)

gpt-3.5-turbo-0301 45.96 (+18.84) 40.21 (+20.71) 46.87 (+28.01)
gpt-3.5-turbo-0613 48.22 (+12.91) 40.54 (+14.53) 49.27 (+21.93)

Aya-23 (8b) 50.30 (+14.86) 40.64 (+13.9) 55.84 (+5.45)

Table 11: Chinese results using the adapted SQuAD 2.0 metric with word tokenization instead of whitespace
tokenization, affecting F1 scores on answerable questions. Relative changes to Table 2 are shown in parentheses.
LLMs use zero-shot prompts.

Creative Writing Product Reviews News
answerable unansrbl answerable unansrbl answerable unansrbl
F1 EM F1 F1 EM F1 F1 EM F1

original text 8.78 0.11 32.33 8.82 0.56 35.67 41.03 24.44 49.33
+ jieba whitespaces 25.24 16.89 70.00 22.11 12.89 60.00 28.36 7.44 50.50

Table 12: Results of XLM-RBase on the original texts and with added whitespace, evaluated with the adapted SQuAD
metric using a word tokenizer instead of whitespace tokenization.
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SQuADv2 XQuAD English XQuAD German XQuAD Turkish XQuAD Chinese M2QA Total Average
Model F1 EM F1 EM F1 EM F1 EM F1 EM F1 EM

XLM-RBase (0-shot) 74.72 70.96 71.86 62.18 53.62 40.59 48.73 36.97 42.30 35.13 37.73 31.59
XLM-RDomain (0-shot) 73.44 70.66 67.27 57.56 37.26 29.41 16.93 12.52 18.78 18.87 36.36 33.26

MAD-X+Domain (0-shot) 75.50 72.32 69.34 59.92 51.24 39.66 46.57 35.21 41.72 34.20 41.42 37.68
MAD-X2 (0-shot) 77.03 74.11 68.70 59.83 51.65 40.34 21.24 16.47 30.16 24.71 41.89 38.28

Llama 2-chat (13b) (0-shot) 38.98 30.02 64.74 46.47 46.10 30.67 25.12 14.62 19.09 6.47 17.95 10.09
Llama 3-instruct (8b) (0-shot) 57.05 52.18 77.86 64.03 66.93 50.92 57.76 39.92 53.69 47.14 44.54 29.59

gpt-3.5-turbo-0301 (0-shot) 67.34 59.56 76.50 60.00 68.35 47.65 58.50 35.13 41.29 35.71 47.08 37.50
gpt-3.5-turbo-0613 (0-shot) 72.92 68.50 78.20 66.39 68.16 52.35 61.65 43.78 60.95 58.15 53.11 45.00

Aya-23 (8b) (0-shot) 77.49 74.87 78.94 70.84 69.04 56.55 63.73 49.75 62.08 58.07 51.61 44.16

Table 13: Results of the base models and adapter-based methods on SQuAD, XQuAD and M2QA.

Figure 6: Screenshot of the interface that annotators use to write answerable and unanswerable questions and mark
the respective answer span. Our interface is based on the Label Studio Frontend (Tkachenko et al., 2020).
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