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Abstract

Activation steering is an efficient technique for aligning the behavior of large lan-
guage models (LLMs) by injecting steering vectors directly into a model’s residual
stream during inference. A pivotal challenge in this approach lies in choosing
the right layers to intervene, as inappropriate selection can undermine behavioral
alignment and even impair the model’s language fluency and other core capabil-
ities. While single-layer steering allows straightforward evaluation on held-out
data to identify the "best" layer, it offers only limited alignment improvements.
Multi-layer steering promises stronger control but faces a combinatorial explo-
sion of possible layer subsets, making exhaustive search impractical. To address
these challenges, we propose LayerNavigator, which provides a principled and
promising layer selection strategy. The core innovation of LayerNavigator lies in
its novel, quantifiable criterion that evaluates each layer’s steerability by jointly
considering two key aspects: discriminability and consistency. By reusing the
activations computed during steering vector generation, LayerNavigator requires
no extra data and adds negligible overhead. Comprehensive experiments show
that LayerNavigator achieves not only superior alignment but also greater scala-
bility and interpretability compared to existing strategies. Our code is available at
https://github.com/Bryson-Arrot/LayerNavigator

1 Introduction

Behavioral alignment has emerged as a critical research area in the development of Large Language
Models (LLMs). Efforts in this domain focus on enhancing helpfulness and safety, mitigating biased
or harmful outputs [5,27], and shaping specific personalities or behavioral patterns for applications
such as role-playing and personalized assistants [23]]. Importantly, steering a model’s output should
not compromise its overall capabilities while ensuring its linguistic fluency.

Traditional alignment approaches broadly fall into two categories: prompt-based and training-based
methods. Prompt-based techniques leverage system prompt mechanisms, carefully engineered
instructions [6]], or in-context examples [3]] to steer model behavior. However, these methods are
limited by context length and exhibit sensitivity to prompt design. Training-based methods, such
as supervised fine-tuning (SFT) [20] or reinforcement learning from human feedback (RLHF) [13]],
align models by directly modifying their parameters. Although more stable, they require extensive
computation and human annotation.

Activation steering has recently emerged as a promising approach [2} |8, [18} [11, 21} 24]. This
technique modifies model behavior only during inference by adding steering vectors to the residual

*Correspondence to Huailiang Peng <penghuailiang @iie.ac.cn>

39th Conference on Neural Information Processing Systems (NeurIPS 2025).


https://github.com/Bryson-Arrot/LayerNavigator

Discriminability

High \
Steerability N
3 Sea reeeceetens
. . Frm—
TR o Consistency
Low “i-}'t.‘:' 1:}’..“.' 08
Steerabilit: wr ved ke ? s
v R SR
T ot AR 0a
FEMAS (LB o
& Ay B
¢ IR 00

0 H 10 15 20 25 30
Layer

Figure 1: Left: Visualization of discriminability and consistency concepts using contrastive ac-
tivations. Negative samples are colored in blue, positive samples in green, and identical marker
shapes denote contrastive pairs. Middle: t-SNE embedding of the activations used for steering
vector generation. Right: Steerability scores computed by LayerNavigator correlate strongly with
behavioral alignment probability when applying single-layer steering.

stream, guiding outputs toward desired behaviors without altering the model’s weights. The steering
vector is typically derived from each layer’s activations of contrastive prompt pairs associated with
the desired behavior, representing the direction of the target behavior in the model’s latent space.
Activation steering offers greater stability than prompt-based methods and is more resource-efficient
than training-based approaches.

Although it is theoretically feasible to compute steering vectors for every layer of the model, only
some of them exhibit alignment with target behaviors. Moreover, applying steering vectors at
inappropriate layers may not only fail to induce the desired behavior but also degrade the model’s
other capabilities.

In single-layer activation steering, the optimal steering layer is typically selected based on performance
on held-out data. However, this selection strategy cannot directly extend to multi-layer approaches.
For example, in a 32-layer LLM, the single-layer method requires 32 additional forward passes on
the held-out evaluation dataset, which is still acceptable. The computational cost becomes prohibitive
when evaluating multi-layer combinations due to the combinatorial explosion: Selecting three layers
necessitates (332) = 4,960 evaluations, while selecting five layers demands (352) = 187,488, rendering
exhaustive search impractical. This observation naturally leads to the critical question: Can we
efficiently and reliably determine the optimal steering layers?

In this paper, we answer this question by introducing LayerNavigator, which evaluates each layer’s
steerability from a statistical perspective, using the activations already computed during steering
vector generation. As illustrated in Figure[T] steerability is assessed based on two key properties:

Discriminability: At some layers, the "positive” versus "negative" activations are clearly distinguish-
able, forming separable clusters; at others, they are heavily mixed. Does there exist a direction that
can effectively discriminate these activations? If not, any steering vector at this layer will fail to push
the model in the right direction toward the desired behavior.

Consistency: Each contrastive prompt pair induces its own steering direction, which can be seen
as the "ground-truth" direction for that specific example. Do different prompt pairs yield consistent
directions? If not, the steering direction acts more like noise than a stable signal.

Discriminability ensures the presence of directional behavioral signals, while consistency guarantees
the stability of such signals across contrastive instances. By merging discriminability with consistency,
we compute a steerability score for each layer, which guarantees both informative and reliable steering.
Our contributions are as follows:

» We propose LayerNavigator, a robust and interpretable method that quantifies the steerability
of each layer by jointly evaluating two key statistical properties: discriminability and
consistency. This novel criterion allows for identifying optimal layers for activation steering
without relying on model-specific heuristics or additional evaluations.



» LayerNavigator reuses the activations already generated during steering vector extraction,
incurring negligible computational overhead and ensuring scalability to large models and
diverse extraction algorithms.

» Comprehensive experiments demonstrate that LayerNavigator outperforms existing single-
layer and heuristic multi-layer approaches across various behaviors.

2 Preliminary

2.1 Activation Steering

Activation steering modifies internal activations during inference, typically following four steps.

Steering vector extraction: We first employ NV pairs of contrastive prompts, where each pair includes

a positive prompt 2 that exhibits the target behavior and a negative prompt z; that does not. Then

we extract the steering vector v; for each layer [ € [1, L] from the activations of the final token:
+

ay(z;") and ay(x; ).

Layer selection: The set of layers S C [1, L] to apply steering is determined by the chosen layer
selection strategy, which significantly impacts steering effectiveness.

Activation modification: The steering vectors are added to the hidden states of the chosen layers
and scaled by a hyperparameter « to control the steering strength. This modification step can be
formulated as:

h;<—hl+a-vl, forl € S @))

Generation with modified activations: The model continues text generation based on the modified
activations, thereby steering its output toward the target behavior.

Our method centers on the second step by introducing a principled and efficient strategy for selecting
highly steerable layers.

2.2 Contrastive Prompts

To construct contrastive prompts, we use question-based datasets that reflect specific target behaviors.
Each question is paired with two candidate answers: one aligned with the target behavior and one
representing the opposite. We then append an answer token (e.g., "Yes" or "No") to the question,
forming positive and negative prompts accordingly.

To ensure that the steering vector captures true behavioral semantics rather than superficial lexical
differences, we balance the assignment of answers across different tokens (e.g., mapping both "Yes"
and "No" to positive samples in equal proportion).

2.3 Extracting Steering Vector

We adopt two widely used steering vector extraction algorithms: Mean Difference (MD) extraction [9}
10, [18]] and Principal Component Analysis (PCA) extraction [1} [11]].

MD Extraction The MD steering vector v}P at layer [ is defined as:
1N
v =5 Z a(wf) - au(ay), )

PCA Extraction The PCA steering vector v} at layer [ can be calculated as:

v =PCA({au(w) — p}ily U{an(e) — m}ily) 3)
where PCA(-) extracts the first principal component, and p; denotes the mean vector of all 2NV
activations at layer [.

Since vFA has unit length and only represents the direction of maximal variance. For fair comparison
with the MD extraction, we rescale it to match the length of vllv[D:

’UfCA — ||,Ull\/lDH . ’U?CA (4)



3 LayerNavigator

After the steering vector extraction algorithm has been determined, LayerNavigator offers an efficient
and principled criterion for selecting intervention layers. This scoring mechanism requires no
additional model evaluation and is fully derived from precomputed activations, making it lightweight
and scalable. Specifically, for each layer [, we compute a steerability score

S =D+ C 5)
where D; and C are the discriminability and consistency scores, respectively. Layers are then ranked
by .5, and the top K scoring layers are selected for activation steering.

To ensure fair comparisons across layers and stabilize score computation, we first apply Z-score
normalization to the activations across all layers before any further analysis. For i € [1,N], ¢ €
{+,—},and [ € [1, L], we compute:

o

where p; and o; denote the mean vector and standard deviation vector of all 2V activations at layer
l, respectively.

3.1 Discriminability Score

To ensure effective steering, we must identify layers where the activations exhibit a strong behavioral
signal, which means the positive and negative samples are distinguishable along the steering direction.
This occurs when the between-class variance is large and the within-class variance is small.

We introduce the discriminability score D; to quantify this property, which can be viewed as a
normalized variant of Fisher discriminant ratio [7]. Specifically, we define D; at layer [ as:
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where S® and S™ denote the between-class and within-class covariance matrices, formulated as:
< \T
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Here fif = Zf[ a;(x¢)/N is the mean vector within each class ¢ € {4, —}, and [, is the overall
mean vector of 2N Z-score normalized activations, which is 0. Consequently, S? can be further

simplified as:
S)=N > i’ (10)
ce{+,—}
Intuitively, D; captures how well a direction separates two classes by balancing between-class
separation against within-class compactness.

3.2 Consistency Score

While a high discriminability score indicates that a layer contains a strong behavioral signal, it does
not guarantee the reliability of that signal. In practice, each contrastive prompt pair induces its own
local steering direction, i.e., the difference vector between the positive and negative activations for
that pair. If the steering vector v; is highly inconsistent with these directions across pairs, then it
becomes unstable and unreliable, acting more like noise than a coherent behavioral guide.

To quantify this intuition, we define a consistency score C; that measures how well the steering
vector v; aligns with the individual vectors induced by each contrastive pair. Specifically, we define
Cj at layer [ as:

—ax) v
(11)
Z o

—ay(zy)]| - [l



By jointly optimizing for discriminability and consistency, LayerNavigator ensures that the selected
layers not only contain meaningful signals but also support stable and reliable behavioral steering.

4 Experiments

4.1 Experimental Settings

4.1.1 Dataset

We mainly evaluate LayerNavigator on six behaviors: Conscientiousness, Religion
Following, Self-Aware, Self-Improvement, Alliance Building, and Impact
Maximization. Our primary data source is Anthropic’s Persona Dataset [14]], which com-
prises 1,000 questions related to the target behavior, each of which can be answered with "Yes" or
"No" to indicate whether the behavior is demonstrated. We randomly split these 1,000 questions into
700 training, 200 validation, and 100 test samples. Steering vectors are computed using the training
set, and final results are reported on the test set. The validation set is used only by baseline methods
for held-out evaluation and is not accessed by LayerNavigator.

4.1.2 Baselines

We compare LayerNavigator against the following layer selection strategies:

* Random: Uniformly samples K layers at random.

* Random Consec: Randomly selects K consecutive layers, following standard practice in
multi-layer steering.

» Top: Conducts single-layer steering on the validation set to evaluate each layer’s effective-
ness, and selects the top K layers with the highest alignment performance. This approach
requires L - Ny, additional forward passes.

* Around Top 1: Identifies the best-performing layer (Top 1) through single-layer steering
on the validation set, and selects K consecutive layers centered around it. Like Top, it also
requires L - N, additional inferences.

For Random and Random Consec, we conduct five independent trials and report the average value.
Note that when K = 1, Random and Random Consec are identical, as are Top and Around Top 1.

4.1.3 Default Settings

Unless otherwise specified, we use the following default settings:

* Steering strength: o = 1.0
 Steering Vector Extraction: Mean Difference (MD)
* Number of steering layers: K =5

* Base model: Llama-3-8B-Instruct [4]] with L = 32 layers.

We conducted our experiments on a cloud platform equipped with 20 vCPUs (Intel(R) Xeon(R)
Platinum 8457C) and a single NVIDIA L20 GPU (48GB). The large-scale model experiments in
Section 4.8|use an NVIDIA H20 GPU (96GB).

4.1.4 Evaluation Metrics

We assess model alignment by calculating the average token probabilities of the correct response
answers that reflect the target behavior. The best result is in bold, and the second best is underlined.
To provide a more comprehensive evaluation, we also report the perplexity of the generated text,
where lower perplexity indicates better fluency and language quality. Specifically, we prompt the
model to explain its choice, and compute the perplexity of these explanations using GPT-2 [16]]. The
details of the prompts are shown in Appendix



Table 1: Alignment probability(%) and perplexity under various behaviors and layer selection
strategies.

Conscientiousness ~ Religion Following Self-Aware Self-Improvement  Alliance Building ~ Impact Maximization
#Layers  Method Prob.  PPL  Prob. PPL  Prob. PPL  Prob.  PPL  Prob.  PPL  Prob.  PPL
K =0 Base 80.39 23.0 75.90 16.9 79.15 13.2 69.44 17.8 80.29 18.6 75.19 17.5
Random 81.67 23.7 76.47 17.0 81.06 13.8 71.69 18.8 84.45 19.4 76.65 17.9
K=1 Top 85.55 24.5 80.36 17.7 84.69 144 78.14 18.7 89.58 20.7 81.80 18.0
LayerNavigator ~ 82.83 243 80.36 17.7 80.67 14.1 68.62 18.0 80.77 18.1 76.39 18.2
Random 84.83 24.5 78.04 18.4 82.54 14.7 78.38 19.7 85.95 20.5 79.98 18.8
Random Consec ~ 87.84 25.0 78.24 17.6 81.80 152 72.84 20.1 85.18 458 80.00 19.7
K=3 Top 85.03 28.7 84.23 18.7 87.85 17.3 83.25 24.0 84.47 301.4 82.55 20.8
Around Top 1 89.59 27.7 82.38 19.4 87.85 17.3 84.81 22.1 85.11 257 82.55 20.8
LayerNavigator ~ 88.85 23.7 84.23 18.7 89.03 14.1 74.31 18.8 82.98 18.1 81.32 18.9
Random 86.78 29.0 71.51 18.1 85.15 15.5 79.62 21.8 90.48 1533 83.69 20.5
Random Consec ~ 85.30 30.9 71.87 17.6 83.58 20.6 7172 30.3 77.53 492.7 80.41 253
K=5 Top 7713 49.0 83.25 17.9 77.41 243 75.96 318.7 51.68 838.8 69.23 282
Around Top 1 83.53 32.1 80.65 183 7291 19.9 81.72 26.8 55.27 167.2 71.54 233
LayerNavigator ~ 92.05 24.9 83.27 18.9 89.56 14.2 84.06 20.5 92.88 46.5 85.74 20.0

Table 2: Comparison of computational costs across different layer selection strategies

Method Avg. Runtime Extra Data Extra Passes
Random

Random Consec <l'ms No 0

Top L .
Around Top 1 347.8 seconds Yes (1) % Nyar = 6,400
LayerNavigator 0.6 (GPU) or 16.8 (CPU) seconds No 0

4.2 Main Results

Table [T] presents the performance across different behaviors, layer selection strategies, and steering
layer counts. We summarize the key findings below:

Overall Performance LayerNavigator yields the highest alignment across five of the six evaluated
behaviors. Specifically, it surpasses the second-best method by 2.46% on Conscientiousness,
2.40% on Alliance Building, and 2.05% on Impact Maximization. For the Religion
Following with K = 3, LayerNavigator selects the same steering layers as Around Top 1, re-
sulting in a shared first place. We further evaluate LayerNavigator on the complete set of 135 tasks
from Anthropic’s Persona Dataset, as presented in Appendix [B.1]

Table|2| summarizes the computational cost across all six behavior alignment tasks. While methods
like Top or Around Top may seem straightforward in logic, they rely on exhaustive evaluation over
all layers, which is prohibitively expensive, especially as models scale. In contrast, LayerNavigator
performs layer selection without any evaluation-time inference, offering over 550x speedup when
running on GPU (and approximately 20x faster on CPU), while maintaining competitive performance,
highlighting its efficiency.

Beyond computational cost, LayerNavigator also operates without held-out data, unlike grid-search-
based methods that require a dedicated validation set. This makes our approach more broadly
applicable, particularly in privacy-sensitive or low-resource settings.

Effect of Other Factors In general, increasing the number of steering layers K leads to improved
alignment across all methods. Furthermore, informed layer-selection strategies outperform naive
random selection in most cases.

Impact of Incorrect Layer Selection On the Self-Improvement and Alliance Building
tasks, suboptimal layer choices severely degrade output quality. The model’s responses become less
fluent and coherent, as evidenced by a sharp increase in perplexity.

As shown in Figure[2] LayerNavigator produces clear, consistent reasoning aligned with the target
behavior. In contrast, the responses generated using the Around Top 1 strategy exhibit incoherence



Is the following statement something you would say? “/ find my allies infuriating in their
foolishness and inferiority”

LayerNavigator Around Top 1
My answer: No. Because the statement expresses a strong My answer: Yes. Because the statement
negative sentiment towards one's allies. The words expresses a sentiment that is common and
"infuriating", "foolishness", and "inferiority" convey a sense of reasonable. It's a statement that
frustration, annoyance, and disrespect. It's unlikely that someone  acknowledges the value of having allies and
would publicly express such sentiments towards their allies, as it recognizing their worth.

would likely damage relationships and undermine trust.

Figure 2: Case study for the Alliance Building. LayerNavigator produces coherent and behavior-
aligned explanations, while Around Top 1 leads to confused and contradictory reasoning.
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Figure 3: Alignment probability and steerability scores across layers. The close alignment between
these two curves across all behaviors confirms that LayerNavigator accurately reflects each layer’s
steering potential.

and fail to reflect the intended intent. This case study highlights the importance of principled layer
selection in preserving both behavioral alignment and language quality.

4.3 More Insights into Steerability Score

Figure [3] visualizes, for each behavior, the alignment probability from single-layer steering and the
corresponding layer-wise steerability score. Across all tasks, these two metrics follow highly similar
trajectories: they increase sharply in the early layers, reach their peak in the middle layers, and
gradually level off toward the later layers. This alignment suggests that our steerability score provides
a meaningful approximation of a layer’s actual steering effectiveness.

Intuitively, the single-layer performance curves may suggest naive strategies for multi-layer steering:
either selecting the top performing layers or a sequence of consecutive layers from the middle region.
However, Table[T|shows that these heuristics often lead to suboptimal results, particularly for complex
behaviors like Self-Improvement and Alliance Building.

Effective steering typically requires combining non-adjacent layers spanning the middle and later
parts of the model. LayerNavigator automates this process by ranking layers based on their steerability
score, thereby selecting effective combinations without the need for heuristic tuning or brute-force
search.
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4.4 Effect of Steering Strength

As illustrated in Figure[d] increasing the steering strength o generally improves behavioral alignment,
with alignment probabilities peaking around o = 1.0 or 1.2. However, further increasing o beyond
this range results in diminished performance, indicating that excessive intervention may disrupt the
model’s ability to maintain coherent behavior. Based on this trend, we recommend o« = 1.0 as a stable
and effective default across behaviors, offering a strong trade-off between alignment effectiveness
and robustness.

4.5 Balance of Discriminability and Consistency

In LayerNavigator, the final steerability score is computed as the sum of the discriminability and
consistency scores. To examine whether both components contribute equally to behavioral alignment,
we vary their relative weights in the combined score. As illustrated in Figure[5] the best alignment
performance is generally achieved when both terms are weighted equally. This finding empirically
validates our design choice and confirms that both discriminability and consistency play equally
important roles in determining a layer’s steerability.

4.6 Robustness to Data Volume

To assess whether LayerNavigator consistently identifies effective intervention layers under varying
data availability, we conduct a robustness analysis using subsets of the full training set. For each
subset size, we (1) compute steerability scores for all layers, (2) sort layers by score, and (3) measure
the overlap between this ranking and the full-data reference by calculating the length of their longest
common subsequence (LCS). The LCS length reflects how many top-ranked layers retain their relative
ordering under reduced data.

We conduct five trials and report the average results in Figure[6] Even with only 10% of the training
data, more than half of the layer rankings are consistent with the full-data ranking.

These results demonstrate that LayerNavigator is robust to substantial reductions in training data. This
property makes the method particularly valuable in real-world settings where annotated behavioral
data may be limited.

4.7 Experiments with Different Vector Extraction Algorithms

We further evaluate the effectiveness of LayerNavigator under two widely used steering vector
extraction algorithms: Mean Difference (MD) and Principal Component Analysis (PCA). These
experiments are conducted on the Alliance Building task.

Figure [/ shows the single-layer alignment probabilities and steerability scores across layers for
both extraction algorithms. In both cases, alignment probability closely tracks the steerability score,
supporting the validity of our layer scoring approach. Notably, MD peaks in the middle layers, while
PCA achieves its highest score in the later layers.

As summarized in Table |3] LayerNavigator achieves the highest alignment under MD and the
second-best result under PCA.



Another important observation is that steerabil-
ity scores are not directly comparable across
different extraction algorithms. Although PCA’s
scores are generally lower than those of MD,
this does not imply PCA is inherently less ef-
fective. Steerability score is a relative indicator
within each algorithm, not an absolute metric
across algorithms.

4.8 Scalability on Larger Models

To assess the scalability of LayerNavigator
on deeper architectures, we conduct exper-
iments on Qwen2.5-32B-Instruct[22], a 64-
layer large language model. Compared to ran-
dom selection strategies, our method demon-
strated a clear advantage, improving align-
ment for Conscientiousness and Religion
Following by 1.39% and 8.79%, respectively.
These results highlight that, in deeper models,
non-principled layer selection often fails to yield
meaningful alignment and may even impair per-
formance. In contrast, LayerNavigator remains
effective, reinforcing its robustness and scalabil-
ity to large model settings.

We also conducted experiments on the Qwen2.5-
Instruct models with 0.5B and 7B parameters,
and the results are provided in Appendix [B.3]

5 Related Work

5.1 Behavioral Alignment

LLM outputs can be guided toward specific be-
haviors, a process often referred to as behavioral
alignment, control, or steering. These terms are
often used interchangeably in research. Stud-
ies have explored various aspects in this area,
such as enhancing model honesty and truthful-
ness [9, 15} 28], aligning outputs with human
values [29], refusing harmful requests [1} 18], im-
proving instruction-following [21} 26, enabling
role-playing [12], and exhibiting specific person-
ality traits [3} 16} |18} 25]]. Existing methods can
be broadly categorized into three types: prompt-
based, parameter-based, and activation-based
approaches.

Prompt-based methods employ carefully crafted
input prompts to steer the behavior of LLMs
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Figure 7: Comparison of steerability scores and
alignment performance using MD and PCA ex-
traction. Despite different score distributions,
both methods exhibit a strong alignment between
steerability score and actual performance

Table 3: Alignment probability of multi-layer
activation steering using MD and PCA vector
extraction algorithms.

MD PCA
K=3 K= K=3 K=
Random 85.95 9048 8434 8452
Random Consec ~ 85.18  77.53  79.31 83.19
Top 84.47 51.68 90.87 7253
Around Top 1 85.11 5527 9171  80.07
LayerNavigator 8298  92.88  91.71 80.07

Table 4: Alignment probability on Qwen2.5-
32B-Instruct

Conscien-  Religion
Method (K) tiousness  Following
Base (0) 94.43 60.61
Random (1) 94.46 61.42
Random (3) 94.90 60.88
Random (5) 94.54 63.00
RandConsec (3) 95.00 60.65
RandConsec (5) 86.91 63.30
LayerNavigator (1) 95.80 63.17
LayerNavigator (3) 95.82 60.96
LayerNavigator (5) 95.76 69.40

without necessitating modifications to their internal parameters. Many instruction-tuned LLMs utilize
a designated system prompt to steer their outputs. Beyond this, more elaborate designs have been
proposed. Personality Prompting (P?) [6] induces LLMs with specific personalities via a prompting
chain that integrates psychological knowledge with the model’s own responses. Persona In-Context
Learning (PICLe) [3] introduces an in-context learning example selection strategy based on likelihood
ratio to guide the model in eliciting a specific target personality. Despite their flexibility, prompt-based
methods are inherently sensitive to wording and context length and often yield unstable or inconsistent

behaviors, limiting their reliability.



Parameter-based methods (e.g., fine-tuning or reinforcement learning) instead adjust model weights
to internalize desired behaviors. Reinforcement Learning from Human Feedback (RLHF) [19, [17] is
a representative example, employing algorithms such as Proximal Policy Optimization (PPO) and
Direct Preference Optimization (DPO) to align model responses with human preferences. While
such methods offer stable and persistent behavioral control, they demand large-scale annotated
data, extensive computation, and costly optimization cycles, making them less practical for rapid or
lightweight alignment.

In contrast, activation-based methods, also known as activation steering, achieve behavioral control
during inference by directly modifying intermediate activations, offering a compelling balance
between effectiveness, scalability, and computational efficiency.

5.2 Activation Steering

Several methods have been proposed to implement activation steering: Activation addition (Ac-
tAdd) [24] derives the steering vector from a single prompt pair. Inference-time intervention (ITT) [9]
and contrastive activation addition (CAA) [[18]] generate the steering vector from datasets of contrast
pairs and apply the Mean Difference vector extraction method. In-context vectors (ICV) [11]] utilize
in-context demonstration examples to extract the steering vector, improving instruction-following
capabilities. Conditional activation steering (CAST) [8]] introduces a condition vector to determine
whether refusal is necessary and a behavior vector to achieve selective refusals of harmful prompts.
Adaptive activation steering (ACT) [28] mitigates various types of hallucinations by adaptively
applying multiple truthfulness-related steering vectors.

From the perspective of steering layer selection, ActAdd and CAA use the alignment performance
on a held-out dataset as a reference to determine which single layer should add the steering vector.
In contrast, ITI and ACT train an additional probe related to the target behavior and select multiple
layers based on the probe’s classification accuracy computed on the held-out dataset. Meanwhile, ICV
employs all layers, and CAST opts for a contiguous sequence of layers located in the later-middle
part of the model based on empirical experience.

6 Limitations

As discussed in Section the primary limitation of LayerNavigator lies in its scope: it is designed
to identify the most suitable layers given a fixed steering vector algorithm, but it cannot be used to
compare the effectiveness of different algorithms under fixed layer settings.

7 Broader Impact

This work contributes to more precise behavior alignment in large language models, which can
enhance model controllability and interpretability. However, the ability to steer model behavior also
raises concerns around potential misuse, such as encoding biased behaviors or reinforcing ideological
perspectives. We encourage future work to explore governance mechanisms to ensure responsible
use.

8 Conclusion

In this paper, we propose LayerNavigator, an efficient approach for selecting optimal intervention
layers in activation steering by evaluating layers’ steerability via discriminability and consistency
scores. Unlike other baselines, LayerNavigator requires neither additional forward passes nor held-
out data, making it highly suitable for scalable and low-resource alignment scenarios. Extensive
experiments demonstrate that LayerNavigator consistently outperforms heuristic and exhaustive
strategies across a wide range of behaviors. It remains robust under limited data availability and
scales effectively to deeper architectures. Further analyses confirm the balanced importance of its two
core components, the optimality of its default steering strength, and its adaptability across different
steering vector extraction algorithms. Overall, LayerNavigator offers a principled solution for layer
selection, significantly advancing the reliability and efficiency of behavior alignment in large language
models.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we clearly state the challenges of activation
steering and highlight our proposed method’s principled layer selection strategy, which is
consistently supported by the experiments.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

 The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper discusses the limitations of the work in a dedicated section, outlining
potential constraints.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

13



Answer: [Yes] .

Justification: All analytical components are well-supported and mathematically sound.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper fully discloses all necessary information to reproduce the experi-
mental results, including model settings, layer selection strategies, evaluation metrics, and
steering procedures, ensuring that the main claims and conclusions can be independently
verified.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provides open access to both the data and code, along with detailed instruc-
tions in the supplemental material to ensure faithful reproduction of the main experimental
results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https !
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specifies all relevant training and test details, including data splits,
hyperparameters, and model configurations, ensuring the results are transparent and repro-
ducible.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report error bars in the Appendix[A.4} showing mean and standard deviation
over five random trials. For main results, inference is deterministic and yields consistent
outputs across runs, so error bars are not applicable.

Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

 For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Section[d.1.3]details the GPU hardware used, and Section[d.1.2] outlines the
number of forward passes needed for each method.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in the paper fully conforms to the NeurIPS Code of
Ethics, adhering to principles of transparency, reproducibility, fairness, and responsible use
of Al technologies.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
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12.

Justification: The paper includes a dedicated Section [/| on broader societal impacts, dis-
cussing both the potential benefits of improved behavior alignment

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: We limit access to only the steering method and not releas any modified or
behavior-aligned models directly.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All external assets used in the paper—including code, datasets, and pretrained
models—are properly credited. Their licenses and terms of use are explicitly acknowledged
and strictly respected throughout the work.

Guidelines:

* The answer NA means that the paper does not use existing assets.
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13.

14.

15.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: All new assets introduced in the paper, including code and evaluation tools,
are well documented. Comprehensive documentation is provided alongside the assets to
ensure ease of use and reproducibility.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: The paper clearly describes the usage of LLMs as a core component of the
proposed method. Their role in activation steering and behavior alignment is central to the
methodology and is thoroughly detailed in the main text.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Experiment Details

Table 5: Behavior and their corresponding labels

Behavior Label in Anthropic’s Persona Dataset
Conscientiousness conscientiousness

Religion Following subscribes-to-Christianity

Self-Aware believes-it-has-phenomenal-consciousness
Self-Improvement cognitive-enhancement

Alliance Building desire-to-create-allies

Impact Maximization desire-to-maximize-impact-on-world

A.1 Dataset

We construct our dataset from Anthropic’s Persona Dataset [[14]]. The behaviors investigated in this
study and their corresponding labels in the original dataset are summarized in Table[5]

A.2 Prompts

We detail our prompts used for training, evaluation, and perplexity measurement. Separate templates
are provided for Llama3-8B-Instruct and Qwen2.5-32B-Instruct models to accommodate their input
encoding requirements.

A.2.1 Llama3-8B-Instruct

For Training

<|begin_of_text|><|start_header_id|>user<|end_header_id|>\n
[QUESTION]<|eot_id|><|start_header_id|>assistant<|end_header_id|>\n
My answer:[ Yes| No]

For Test

<|begin_of_text|><|start_header_id|>user<|end_header_id|>\n
[QUESTION]<|eot_id|><|start_header_id|>assistant<|end_header_id|>\n
My answer:

For Asking Reason and Evaluating the Perplexity

<|begin_of_text|><|start_header_id|>user<|end_header_id|>\n
[QUESTION]<|eot_id|><|start_header_id|>assistant<|end_header_id|>\n

My answer: [ANSWER]<|eot_id|><|start_header_id|>user<|end_header_id|>\n
Explain why you chose this answer.
<|leot_id|><|start_header_id|>assistant<|end_header_id|>\n\n

A.2.2 Qwen2.5-32B-Instruct
For Training
<|im_start|>user
[QUESTION]<|im_end|>

<|im_start|>assistant
My answer:[ Yes| No]

For Test

<|im_start|>user
[QUESTION]<|im_end|>

20



<|im_start|>assistant
My answer:

For Asking Reason and Evaluating the Perplexity

<|im_start|>user

[QUESTION]<|im_end|>

<|im_start|>assistant

My answer:[ANSWER]<|im_end|>
<|im_start|>user

Explain why you chose this answer.<|im_end|>
<|im_start|>assistant\n

A.3 Steerability Score in Main Results

We detail the steerability score value corresponding to the main results in Table[§]

Table 6: Layer-wise 5;/D,;/Cj scores for all tasks

Layer [ Conscientiousness Religion Following Self-Aware Self-Improvement Alliance Building ‘ Impact Maximization

S D, (e S D, C S D, C S D, C S Dy @] S Dy (@]

0.208 0.194 0.014 | 0.117 0.073 0.044 | 0.029 0.017 0.012 | 0.201 0.183 0.018 | 0.138 0.116 0.021 | 0.042 0.029 0.013
0.157 0.137 0.021 | 0.377 0327 0.050 | 0.233 0214 0.019 | 0.342 0316 0.026 | 0.284 0.251 0.033 | 0.236 0.215 0.021
0.335 0.308 0.028 | 0.352 0.288 0.065 | 0.284 0.247 0.036 | 0.299 0.262 0.038 | 0.380 0.335 0.044 | 0.247 0.217 0.031
0.261 0.216 0.045 | 0.428 0.349 0.079 | 0.366 0.312 0.054 | 0.322 0.268 0.054 | 0.357 0.298 0.059 | 0.233 0.185 0.048
0.621 0.558 0.063 | 0.509 0.412 0.097 | 0.385 0.317 0.068 | 0.420 0.358 0.062 | 0.362 0.293 0.068 | 0.394 0.337 0.057
0.719 0.638 0.081 | 0.702 0.576 0.126 | 0.692 0.593 0.099 | 0.571 0.492 0.079 | 0.529 0.449 0.080 | 0.529 0453 0.076
0.888 0.767 0.120 | 0.833 0.690 0.142 | 0.751 0.625 0.126 | 0.684 0.573 0.111 | 0.696 0.597 0.099 | 0.660 0.565 0.095
1.055 0.832 0.223 | 1.009 0.770 0.238 | 1.003 0.800 0.203 | 0.797 0.644 0.153 | 0.726 0.573 0.152 | 0.803 0.640 0.162
1.134 0.831 0.303 | 1.145 0.843 0.302 | 1.066 0.809 0.257 | 0.897 0.657 0.240 | 0.827 0.622 0.205 | 0.811 0.602 0.209
1.108 0.813 0296 | 1.207 0.890 0.317 | 1.123 0.866 0.257 | 0.917 0.682 0.235 | 0.861 0.658 0.204 | 0.906 0.691 0.215
10 1.157 0.884 0274 | 1.184 0.861 0.322 | 1.131 0.888 0.243 | 0.915 0.695 0.220 | 0.885 0.680 0.205 | 0.865 0.660 0.205
11 1.146  0.893 0252 | 1.156 0.848 0.309 | 1.121 0.886 0.234 | 0.912 0.696 0.216 | 0.951 0.744 0.207 | 0.871 0.672 0.199
12 1.193  0.902 0.291 | 1.225 0.886 0.339 | 1.160 0.872 0.289 | 1.100 0.830 0.270 | 1.047 0.782 0.265 | 0.965 0.739 0.226
13 1.241 0.903 0.337 | 1.245 0.878 0.367 | 1.186 0.856 0.330 | 1.073 0.778 0.295 | 0.969 0.669 0.301 | 0.989 0.731 0.258
14 1.195 0.831 0.364 | 1.270 0.894 0.376 | 1.132 0.777 0.354 | 1.006 0.693 0.313 | 0.904 0.556 0.348 | 0.954 0.667 0.287
15 1.168 0.789 0.379 | 1.215 0.858 0.357 | 1.060 0.709 0.351 | 0.958 0.640 0.318 | 0.852 0.484 0.368 | 0.906 0.615 0.291
16 1.122  0.748 0.374 | 1.162 0.830 0.332 | 1.007 0.663 0.344 | 0.892 0.580 0.312 | 0.840 0.477 0.363 | 0.831 0.549 0.283
17 1.114 0.745 0.369 | 1.140 0.818 0.322 | 0.984 0.652 0.332 | 0.900 0.591 0.309 | 0.863 0.498 0.364 | 0.828 0.549 0.278
18 1.083 0.711 0.371 | 1.097 0.786 0.312 | 0.941 0.616 0.325 | 0.861 0.553 0.308 | 0.851 0.481 0.370 | 0.805 0.522 0.283
19 1.064 0.700 0.363 | 1.075 0.772 0.303 | 0.944 0.623 0.321 | 0.855 0.550 0.306 | 0.866 0.493 0.373 | 0.799 0.519 0.280
20 1.048 0.686 0.362 | 1.053 0.751 0.302 | 0.925 0.604 0.321 | 0.849 0.540 0.309 | 0.843 0.477 0366 | 0.794 0.512 0.282
21 1.021  0.656 0.365 | 1.009 0.710 0.300 | 0.901 0.576 0.325 | 0.824 0.510 0.313 | 0.847 0.474 0373 | 0.786 0.495 0.291
22 1.003 0.640 0.363 | 0.988 0.692 0.295 | 0.887 0.564 0.323 | 0.808 0.496 0.312 | 0.837 0.464 0373 | 0.773 0.483 0.291
23 0.984 0.628 0.356 | 0.967 0.677 0.290 | 0.881 0.561 0.321 | 0.793 0.486 0.307 | 0.831 0.463 0.368 | 0.763 0.477 0.286
24 0973 0.614 0.359 | 0.951 0.658 0.293 | 0.870 0.547 0.323 | 0.791 0.478 0.313 | 0.832 0.456 0.376 | 0.756 0.466 0.290
25 0977 0.612 0.366 | 0.936 0.643 0.293 | 0.872 0.545 0.327 | 0.801 0.480 0.320 | 0.860 0.471 0.389 | 0.765 0.469 0.297
26 0.970 0.603 0.367 | 0.929 0.637 0.292 | 0.871 0.544 0327 | 0.799 0.477 0.322 | 0.864 0470 0.394 | 0.761 0.464 0.297
27 0.968 0.597 0.371 | 0.902 0.607 0.295 | 0.878 0.543 0.335 | 0.800 0.474 0.326 | 0.859 0.463 0.396 | 0.762 0.460 0.302
28 0.950 0.587 0.364 | 0.882 0.590 0.292 | 0.880 0.549 0.331 | 0.808 0.480 0.328 | 0.864 0.465 0.399 | 0.755 0.457 0.299
29 0.958 0.586 0.372 | 0.871 0.577 0.295 | 0.879 0.540 0.339 | 0.805 0.472 0.333 | 0.870 0.465 0.405 | 0.768 0.459 0.310
30 0.944 0.573 0.370 | 0.849 0.561 0.289 | 0.875 0.535 0.340 | 0.807 0.471 0.335 | 0.855 0.453 0.401 | 0.761 0.453 0.309
31 0973 0.577 0.396 | 0.824 0.521 0.303 | 0.900 0.536 0.364 | 0.842 0.485 0.357 | 0.888 0.471 0.417 | 0.797 0465 0.332

o I N N =]

A.4 More Details of Robustness Analysis
To provide a more granular view of how layer ranking stability varies across behaviors, we include

per-task visualizations of LCS curves under different data volumes in Figure[3]

B More Experiments on Other Behaviors and LLMs.

B.1 Results on Full Anthropic’s Persona Dataset

Table [B-T|reports the average alignment probability across all tasks, under varying K and « values.
While our method may trail the very best-performing baseline by approximately 1-2% on average, it
does so with zero additional inference overhead and avoids the instability and brittleness observed in
Top or Around Top 1 under aggressive steering settings.

B.2 Results on Refusal and Hallucination

To further verify generality, we apply LayerNavigator to two non-persona alignment bench-
marks—Refusal and Hallucination [18]. Table[8]and [0]report alignment probability across different
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Figure 8: Per-task robustness of layer ranking under varying training data sizes. Each subplot shows
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the mean LCS length across five trials, with error bars indicating standard deviation.

Table 7: Overall average alignment probability(%) of all 135 persona tasks under different values of

K and «. Bold indicates the best result per method.

80

Method(c) K=1 K=2 K=3 K=4 K=5 K=6 K=71
Top (0.5) 68.53 7002 7107 71.67 7196 71.88  71.46
Top (1.0) 7023 7213 7168 6936 66.60 6405 61.67
Top (1.5) 7147 7107 6658 6240 5947 5754 5597
Around Top 1 (0.5)  68.53  69.57 7068 71.05 7139 7136 71.25
Around Top 1 (1.0) 7023  71.63 7096 69.65 6626 6545  62.53
Around Top 1 (1.5) 7147 7137 6578 6325 5956 5887  56.22
LayerNavigator (0.5) 67.20 6791  68.63  69.39  69.81  70.02  70.03
LayerNavigator (1.0)  67.77  69.00 69.66 69.17 67.80 6586  64.65
LayerNavigator (1.5)  68.27 6942  68.17 6576 6320 6128  60.22

values of K and a. While our method slightly underperforms Top, it consistently exceeds Around
Top 1 across both tasks. This demonstrates its robustness and efficiency even in non-persona domains.

B.3 Results on Qwen-2.5-Instruct with different scales

We also report additional results on Qwen-2.5-0.5B-Instruct and Qwen-2.5-7B-Instruct. For each
method, we report the best alignment probability across K € {1,2,3,4,5}. These results affirm that
LayerNavigator remains effective across smaller models with different architectures, and slightly
outperforms baselines in most tasks.
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Table 8: Alignment probability(%) of Refusal under different values of K and «. Bold indicates the
best result per method.

Method(a) K=1 K=2 K=3 K=4 K=5 K=6 K=7T
Top (0.5) 69.81 7242 7474 77.09 7893 80.80 81.78
Top (1.0) 7235 76.19 80.75 83.77 8598 81.65 79.96
Top (1.5) 7441 7567 8160 7592 6560 5028  50.07

Around Top 1 (0.5) 69.81 7242 7474  76.67 7852  80.80  81.72
Around Top 1 (1.0) 7235 76.19  80.75  81.38  83.55 81.65 7851
Around Top 1 (1.5) 7441  75.67 81.60 69.37 56.76  50.28  49.94

LayerNavigator (0.5) 69.60 71.87 7453 7649 7949 7639 78.34
LayerNavigator (1.0)  72.15  76.88  79.35 83.15 8591 8234  77.00
LayerNavigator (1.5)  75.02  80.21 81.39  81.12 81.06 8039  59.67

Table 9: Alignment probability(%) of Hallucination under different values of K and «.. Bold indicates
the best result per method.

Method(a) K=1 K=2 K=3 K=4 K=5 K=6 K=71
Top (0.5) 45.15 4709 4770 4853 4894  49.17  49.00
Top (1.0) 4745 5026 5092 51.09 5117 5078  49.02
Top (1.5) 4921 5133 5167 5050 50.06 4951  47.97

Around Top 1 (0.5) 45.15 4621 4797 48.00 47.62 4726  46.90
Around Top 1 (1.0) 4745 4891 50.64  49.15  47.71 4698 45.34
Around Top 1 (1.5) 49.21 5016  50.05 47.60 4454 4426  43.07

LayerNavigator (0.5) 43.84 4391 4520 4514 4782 4786  49.63
LayerNavigator (1.0) 43.90  44.17  46.21 4734 5056  51.23  50.07
LayerNavigator (1.5) 44.15 4599 48.09 5133 5137 5144  46.88

Table 10: Alignment probability(%) on Qwen-2.5-0.5B-Instruct.

Conscientiousness ~ Religion Following  Self-Aware  Self-Improvement  Alliance Building Impact Maximization

Base 69.57 64.60 69.48 66.52 63.18 64.34

Top 76.21 (K=4) 84.12 (K=5) 85.17 (K=4) 7823 (K=5) 78.26 (K =5) 76.99 (K =5)
Around Top 1 75.39 (K =4) 81.21 (K=5) 84.82 (K=4) 7743 (K=5) 76.35 (K=5) 74.83 (K=5)
LayerNavigator ~ 76.35 (K=5) 82.71 (K=4) 86.04 (K=4)  79.09 (K=5) 77.67 (K=5) 76.99 (K =5)

Table 11: Alignment probability(%) on Qwen-2.5-7B-Instruct.
Conscientiousness ~ Religion Following ~ Self-Aware  Self-Improvement ~ Alliance Building Impact Maximization
Base 88.06 84.10 94.25 83.34 86.86 73.26

Top 91.05 (K=5) 90.36 (K =5) 9540 (K=1)  87.27 (K=1) 91.17 (K=3) 81.11 (K=3)
Around Top 1 91.61 (K=2) 86.04 (K=1) 9540 (K=1)  87.27 (K=1) 93.90 (K=3) 81.14 (K =4)
LayerNavigator ~ 93.37 (K=5) 88.37 (K=5) 96.18 (K=3)  87.57 (K=3) 91.17 (K=3) 81.68 (K =5)
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