
Enhancing Web Agents with Explicit Rollback Mechanisms

Anonymous ACL submission

Abstract001

With recent advancements in large language002
models, web agents have been greatly im-003
proved. However, dealing with complex and004
dynamic web environments requires more ad-005
vanced planning and search abilities. Previous006
studies usually adopt a greedy one-way search007
strategy, which may struggle to recover from008
erroneous states. In this work, we enhance web009
agents with an explicit rollback mechanism, en-010
abling the agent to revert back to a previous011
state in its navigation trajectory. This mecha-012
nism gives the model the flexibility to directly013
control the search process, leading to an effec-014
tive and efficient web navigation method. We015
conduct experiments on two live web naviga-016
tion benchmarks with zero-shot and fine-tuning017
settings. The results demonstrate the effective-018
ness of our proposed approach.019

1 Introduction020

With the advancement of large language models021

(LLMs), LLM-powered autonomous agents have022

demonstrated great potential in solving a wide023

range of real-world tasks (Wang et al., 2024),024

among which web navigation is a typical exam-025

ple, as it requires the agent’s ability to interact with026

the dynamic web environment (Yao et al., 2022;027

Deng et al., 2023; Zhou et al., 2024b).028

One of the main challenges in developing web029

agents is dealing with the dynamic and ever-030

changing nature of real-world web environments.031

For example, web pages might be removed, or032

the layouts of a website can be reorganized. Due033

to these complexities, agents may sometimes be034

trapped in erroneous states, where well-planned035

actions may fail to produce expected outcomes.036

Most web agents adopt a one-way greedy search037

strategy, which may have difficulties getting out of038

unexpected or unpromising states. A straightfor-039

ward solution to alleviate this issue is to explicitly040

incorporate more effective search algorithms.041
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Figure 1: An overview of different search strategies.
The OneWay strategy may get stuck in erroneous states,
the BestFirst strategy perform rollback based on state
values, while our proposed strategy directly let the mod-
els to decide when and where to rollback.

Search algorithms have been extensively studied 042

in previous research for LLM reasoning. For non- 043

interactive tasks, parallel search has been shown 044

effective, with common techniques such as major- 045

ity voting (Wang et al., 2023), breadth-first search 046

(Yao et al., 2023), beam search (Xie et al., 2023), 047

and Monte-Carlo tree search (Zhou et al., 2024a; 048

Chen et al., 2024). However, it is difficult to di- 049

rectly apply these methods to web navigation tasks 050

considering the much larger cost of maintaining 051

multiple web environments to support parallel in- 052

teractions. Therefore, a suitable search algorithm 053

for web navigation tasks should maintain an overall 054

serialized search process for efficiency while keep- 055

ing the flexibility to switch to alternative paths to 056

escape from errors. To this end, Koh et al. (2024) 057

incorporate a best-first search algorithm, which 058

selects the highest-scored state at each step and al- 059

lows switching to more promising states. However, 060

this approach often results in frequent state switch- 061

ing, which can still bring considerable overhead. 062

The main reason is that, for an intermediate state 063

that can lead to the final goal, it may not receive a 064

relatively high score, since there is no intermediate 065

evidence of its potential. In this case, the best-first 066
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Figure 2: An illustration of the components in our web
agent enhanced with explicit rollback mechanisms.

strategy might switch to another state that appears067

to be more promising.068

In this work, we enhance web agents with an ex-069

plicit rollback mechanism, which allows the agent070

to revert to a previous state if it judges the cur-071

rent state as erroneous or unpromising. As shown072

in Figure 1, our approach enhances the one-way073

search algorithm with a rollback mechanism, en-074

abling quick escape from erroneous states while075

maintaining greater efficiency than the best-first al-076

gorithm with fewer state switches. One important077

feature of our strategy is the flexibility of the roll-078

back operation: we let the models to more directly079

influence the search process by deciding when and080

where to rollback. Compared with previous back-081

tracking methods1 for reasoning and agent tasks082

(Lutz et al., 2024; Yang et al., 2025), our approach083

can achieve multi-step rollbacks in a single oper-084

ation. One contemporary work (Li et al., 2025)085

similarly investigates a rollback-based approach by086

identifying the error locations. However, their work087

primarily addresses agent tasks with clean environ-088

ments, which are less complex than the real-world089

web tasks that we explore in this research.090

We conduct experiments with two typical set-091

tings: zero-shot prompting with strong LLMs and092

fine-tuning relatively smaller LLMs using demon-093

stration data from larger models. Through eval-094

uations on two real-world web navigation bench-095

marks, we show the effectiveness of our proposed096

approach, which can achieve the best overall results097

while maintaining efficiency.098

2 Method099

Given a web navigation task, the agent needs to100

interact with a web browser to solve the task in a101

step-by-step way. The agent starts with an initial102

state s0, where the browser is on the homepage of103

the target website. At each step i, the agent receives104

1Many web agents (including ours) already include a “go-
back” action which supports rolling back a single step.

Algorithm 1 Search with Rollback.
Input: Web Environment env, Maximum Step T .

1: S ← [] ▷ Navigation trajectory
2: for t in range(T) do
3: a ← ACTION(env.state) ▷ Decide next action
4: if a == “stop” then break end if ▷ Task finished
5: env.step(a) ▷ Execute the action
6: c ← CRITIQUE(a, env.state) ▷ When to rollback
7: if c == “rollback” then
8: i ← ROLLBACK(a, c, S) ▷ Where to rollback
9: env.rollback(S[i]) ▷ Perform rollback

10: S ← S[: i+ 1] ▷ Slice trajectory
11: else
12: S.append(env.state) ▷ Continue with current
13: end if
14: end for

an observation oi (i.e., the current webpage) from 105

the environment at the current state si. Based on 106

this observation, the agent performs an appropriate 107

action ai. This action transitions the environment 108

to a new state si+1, which in turn provides a new 109

observation oi+1 to the agent for the next decision. 110

These iterations continue until the target task is 111

resolved or the navigation budget is exhausted. 112

We enhance the search process of web agents 113

with an explicit rollback mechanism by incorpo- 114

rating model-based rollback modules. Figure 2 115

illustrates the modular design of our system, and 116

Algorithm 1 provides an outline of our strategy. 117

Similar to the greedy OneWay method, our strategy 118

first predicts and executes an action based on the 119

current observation (lines 3-5). Next, a binary deci- 120

sion is made to either continue or roll back (line 6). 121

If a rollback is selected, the rollback operation will 122

be performed by resetting the browser environment 123

and the state trajectory (lines 7-10). In addition 124

to the action module that generates actions based 125

on the current observation, we introduce two addi- 126

tional components to facilitate the rollback mecha- 127

nism: a critique module and a rollback module. 128

The critique module first makes judgments on 129

the new state after executing the previous action, 130

inspired by the self-refinement strategies for LLM 131

reasoning (Shinn et al., 2023; Madaan et al., 2023). 132

In addition to the judgments, the module also 133

makes a binary decision: either to proceed with 134

the current state or to revert to a previous one. This 135

approach allows the model to directly determine 136

when to rollback, offering a flexible and straight- 137

forward method to make such decisions. 138

Upon a “rollback” decision, an explicit rollback 139

module is used to decide where to rollback. We 140

list all preceding states as inputs, from which the 141

module selects a specific state to revert to. This 142
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Mind2WebLive Webvoyager

Full%(↑) Partial%(↑) Step(↓) Switch(↓) Full%(↑) Partial%(↑) Step(↓) Switch(↓)

Llama3.3-70B-Instruct

OneWay 20.92±3.61 41.59±2.75 14.4±0.2 0 38.06±1.70 57.55±2.20 12.2±0.2 0
BestFirst 21.16±0.41 46.45±0.41 14.7±0.2 8.1±0.1 39.82±3.16 61.47±3.18 12.0±0.1 5.3±0.1

Rollback 24.07±1.42 45.29±0.20 14.1±0.2 5.0±0.3 44.30±1.32 63.24±2.23 11.8±0.2 3.2±0.2

Qwen2.5-72B-Instruct

OneWay 24.53±0.70 43.49±0.85 13.0±0.1 0 49.56±1.61 65.21±2.54 10.2±0.3 0
BestFirst 23.82±1.18 48.84±2.30 13.6±0.1 6.3±0.1 47.95±2.34 64.84±3.30 10.8±0.1 4.3±0.2

Rollback 27.36±0.94 45.57±1.42 13.5±0.2 4.5±0.1 51.90±4.24 69.12±3.79 10.2±0.1 2.1±0.2

Table 1: Zero-shot results with LLAMA-3.3-70B-INSTRUCT and QWEN2.5-72B-INSTRUCT.

strategy provides a flexible and efficient way to143

perform multi-step rollbacks, which can help the144

agent quickly escape erroneous states.145

3 Experiments146

3.1 Settings147

In our agent framework, we use open-source LLMs148

as the backbone for all the modules. We carefully149

design prompts for the modules to realize their cor-150

responding functionalities; detailed prompts can be151

found in Appendix A. We adopt a text-based bench-152

marking environment that represents web pages153

with accessibility trees, and the automatic browser154

is implemented using Playwright.2 For the rollback155

mechanism, we record the URL of each step and156

reset the browser to the corresponding URL if a157

rollback is triggered. Unless specified otherwise,158

we set a maximum step budget of 16 and stop the159

navigation if this budget is used up.160

We mainly compare three search strategies:3 1)161

OneWay, which is a greedy-styled search strategy162

that does not perform any explicit rollbacks except163

the built-in “go-back” action, 2) BestFirst (Koh164

et al., 2024), which applies state switches accord-165

ing to the critique’s value estimation, and 3) Roll-166

back, which is our strategy with the enhancement167

of specified rollback modules.168

We adopt two live web navigation benchmarks169

for our evaluation – Mind2Web-Live (Pan et al.,170

2024) and WebVoyager (He et al., 2024a) – that171

involve interacting with real-world websites. These172

benchmarks are effective for assessing web agents’173

abilities to handle real-world environments, where174

unexpected problems or errors may occur. To en-175

sure robustness, we conduct our experiments three176

2https://playwright.dev/
3In our preliminary experiments, we also tried other meth-

ods, such as beam-search, but found them to be much less
effective and efficient than the above three strategies.
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Figure 3: Task-finishing rate analysis. Here, x-axis
denotes the number of steps the agent takes, and the
y-axis denotes the percentage of the tasks that can be
finished within a specific step limit.

times and report the average results. We use GPT- 177

4o as our automatic evaluator, allowing more com- 178

prehensive assessments of the navigation trajectory. 179

The scorer assigns fine-grained scores between 0.0 180

and 1.0 for the successful completion of the target 181

task. The evaluation prompt is provided in Ap- 182

pendix B and more details about the experimental 183

settings can be found in Appendix C. 184

3.2 Zero-shot 185

Setting. We start with zero-shot prompting set- 186

tings, where instruction-tuned LLMs are directly 187

prompted to perform target tasks. We adopt two 188

widely-adopted open-source LLMs4 for this set- 189

ting: LLAMA-3.3-70B-INSTRUCT and QWEN2.5- 190

72B-INSTRUCT, considering their impressive 191

instruction-following abilities. 192

Result. The zero-shot results are presented in 193

Table 1. Here, “Full” and “Partial” indicate full task 194

success and fine-grained partial scores, respectively. 195

“Step” indicates the average number of navigation 196

steps, while “Switch” denotes the number of state 197

4Appendix D provides additional zero-shot evaluation re-
sults with smaller LMs and GPT models.

3
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Mind2WebLive Webvoyager

Full%(↑) Partial%(↑) Step(↓) Switch(↓) Full%(↑) Partial%(↑) Step(↓) Switch(↓)

Llama3.1-8B-Instruct

OneWay 20.75±3.77 38.49±2.64 14.5±0.1 0 33.92±1.75 52.97±1.68 11.3±0.1 0
BestFirst 19.81±0.94 38.96±1.42 14.8±0.2 6.1±0.2 32.31±0.44 54.59±0.68 11.9±0.1 4.6±0.1

Rollback 21.70±2.83 41.75±2.50 14.2±0.1 4.6±0.2 37.43±1.17 57.29±2.90 11.3±0.1 2.7±0.3

Qwen2.5-7B-Instruct

OneWay 13.38±1.57 31.42±1.66 13.7±0.2 0 28.78±2.26 47.98±1.69 10.9±0.1 0
BestFirst 17.91±2.05 37.86±1.86 15.0±0.2 6.7±0.2 30.22±1.21 51.92±1.41 12.1±0.1 4.7±0.1

Rollback 20.75±2.67 37.74±2.04 14.5±0.4 5.4±0.1 33.82±0.60 54.57±1.63 11.3±0.2 3.1±0.2

Table 2: Fine-tuning results with LLAMA-3.1-8B-INSTRUCT and QWEN2.5-7B-INSTRUCT.

8 16 24 32
# Maximum Step Budget

0

10

20

30

40

50

Pe
rf

or
m

an
ce

OneWay BestFirst Rollback

Figure 4: Results with different maximum step budgets.
The light bars indicate the Partial% scores, while the
darker and shaded parts represent Full% scores.

switches,5 where rollbacks are performed. The198

results demonstrate a consistent pattern: Compared199

with OneWay, our strategy achieves better results;200

compared to BestFirst, our strategy requires fewer201

state switches and performs better in complete task202

success. These illustrate the effectiveness of our203

proposed rollback mechanisms.204

Analysis. We further provide a task-finishing rate205

analysis with different search methods, and the206

results are shown in Figure 3. Overall, we can see207

that our strategy can complete tasks in a similar rate208

to OneWay. In contrast, BestFirst is less efficient,209

as it more frequently makes state switches.210

3.3 Fine-tuning211

Setting. LLMs can achieve impressive results,212

but usually cost too much; it would be great if we213

could adopt smaller LMs to complete web nav-214

igation tasks. However, when smaller LMs are215

directly prompted, they often struggle to compre-216

hend complex task instructions, as demonstrated by217

their poorer performance shown in Table 3 of Ap-218

pendix D. To address this issue, we seek to enhance219

smaller LMs’ web navigation abilities through220

knowledge distillation from larger LMs. We use221

5Note that by design, the OneWay strategy does not per-
form any rollbacks.

QWEN2.5-72B-INSTRUCT as the teacher model 222

considering its overall better performance, and fine- 223

tune LLAMA-3.1-8B-INSTRUCT and QWEN2.5- 224

7B-INSTRUCT. The tuning datasets are taken from 225

the training split of Mind2Web-Live and the imita- 226

tion learning training data from OpenWebVoyager 227

(He et al., 2024b). 228

Result. The fine-tuning results are presented in 229

Table 2. The overall patterns are similar to those in 230

the zero-shot results of the teacher models: our 231

proposed approach can achieve a good balance 232

between effectiveness and efficiency, yielding the 233

overall best results at a reasonable cost. 234

Analysis. We further provide an analysis on test- 235

time scaling (Snell et al., 2024) by varying the max- 236

imum step budget to assess how much the agent can 237

improve with additional search budgets. Due to the 238

higher computational costs of this analysis, we ran- 239

domly selected 100 instances from the combination 240

of two benchmarks. The results are shown in Fig- 241

ure 4. When the step budget is limited, such as with 242

8 steps, different methods perform similarly. How- 243

ever, as the number of steps increases, the strategies 244

with rollback mechanisms improve the results more 245

rapidly than the vanilla OneWay approach. In par- 246

ticular, our proposed strategy consistently achieves 247

the best overall performance, demonstrating its ef- 248

fectiveness in utilizing increased step budgets. 249

4 Conclusion 250

In this work, we enhance web agents with explicit 251

rollback mechanisms that enable them to return to 252

previous states. Our approach allows the agent to 253

directly decide when and where to rollback, result- 254

ing in a flexible and efficient scheme. Evaluations 255

on two web navigation benchmarks show the ef- 256

fectiveness of our approach in both zero-shot and 257

fine-tuning settings. 258
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Limitations259

This work has some limitations. First, we focus260

solely on web navigation tasks, while the proposed261

approach could be extended to a wider range of262

agent tasks. Moreover, due to computational re-263

source constraints, we only tune LMs with a scale264

of around 7B, while tuning and improving larger265

LMs could have the potential to achieve better re-266

sults. Finally, our rollback mechanism is based on a267

straightforward URL redirection method. However,268

in many real-world scenarios, reverting actions can269

be significantly more challenging or even unfeasi-270

ble due to irreversible changes.271

Ethics Statement272

Our research focuses mainly on the advancement273

of algorithms to improve web agents. Therefore,274

we have not applied any additional aggressive filter-275

ing techniques to the text data. We use open-source276

language models in their existing form, without277

making further modifications to improve safety or278

minimize bias. As a result, the text data and models279

that we use may have issues related to offensive-280

ness, toxicity, fairness, or bias that we have not281

specifically addressed, as these are not the primary282

objectives of our study. Beyond these points, we283

do not anticipate any other ethical concerns or risks284

associated with our research.285
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A Web Agent Prompts 392

ACTION MODULE

You are an assistant helping to browse and operate web pages to solve a specific task.

Available Information
• Target Task: The specific task you need to accomplish.
• Previous Trace Review: A concise review of previous actions and navigation trajectory (before
the current state).

• Experience: Summaries of previous reverting points, some of which indicate failures. These
can guide the next actions by avoiding unsuccessful attempts.

• Previous Tryings: Previously tried actions from the current state. Avoid repeating the
unsuccessful or already-tried operations.

• Accessibility Tree: A simplified representation of the current webpage (web page’s accessibility
tree), showing key elements in the current window.

Actions
• click [id] link name: Click on an element with a specific ‘id‘ on the webpage. Only click on
clickable elements like links and buttons.

• type [id] context: Type the ‘context‘ into the field with ‘id‘ (this action includes pressing
enter by default).

• scroll up or scroll down: Scroll the page up or down.
• wait: Wait for the page to load (5 seconds).
• goback: Navigate to the previously viewed page.
• restart: Navigate to the starting URL. Use this if you think you get stuck.
• stop [answer] (summary): Issue this action when you believe the task is complete and provide the
‘answer‘. If the task is impossible to complete, provide the answer as "N/A". Include a short
‘summary‘ of all previous steps (navigation history) leading to this answer in parentheses.

Guidelines
• For complex tasks requiring multiple reasoning steps, proceed in a well-planned, step-by-step
manner.

• Only issue actions that are valid based on the current observation (accessibility tree). For
example, do NOT type into buttons, do NOT click on StaticText. If there are no suitable
elements in the accessibility tree, do NOT fake ones and do NOT use placeholders like ‘[id]‘.

• Issue only one action at a time.
• Avoid repeating the same action if the webpage remains unchanged. Maybe the wrong web element
or numerical label has been selected. Continuous use of the ‘wait‘ action is not allowed.

• Issue the ‘stop‘ action when the objective has been achieved.
• If there is a cookie banner on the page, accept it.
• Avoid assuming a specific current date (for example, 2023); use terms like "current" or "latest"
if needed. If a specific date is mentioned in the user query, retain that date.

• Consider a decomposition-based method that search for simpler queries if a complex query does
not yield helpful results.

• Remember to try scrolling up or down to find more information on the current page since at
each step we only show the accessibility tree restricted to the current window.

• Avoid repeated tryings listed in ‘Previous Tryings‘ (if existing) since those paths have
been tried before. Also check previous experience listed in ‘Experience‘ to avoid repeating
failures.

Target Task
{Target task description}

Previous Trace Review
{Previous trajectories}

Experience
{Experience from previous rollbacks}

Previous Tryings
{Previously tried actions from the current state}

Accessibility Tree
{The accessibility tree for the current web page}

393
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Output
Please generate your response, your reply should strictly follow the format (each item should
be put in one line):
• FirstThought: First, provide your brief first thoughts and rationales for your action.
• SecondThought: Next, if applicable, examine previous experience (in ‘Experience‘ section),
previous trace (in ‘Previous Trace‘ section) and alternative tryings (in ‘Previous Tryings‘
section) from the current state to see if you are repeating previously tried actions. If so,
revise your decision and try other options.

• Thought: Next, provide a clean version of your final thoughts. In this field, do NOT
explicitly mention previous experience (in ‘Experience‘ section) and tryings (in ‘Previous
Tryings‘ section). This field should be used to train models to make good decisions directly.
However, still reflect on the steps listed in ‘Previous Trace‘ to enhance the model’s reflection
ability.

• Action: Finally, directly output the next action you choose to take. Remember to only issue
one action and strictly follow the required formats.

394

395

CRITIQUE MODULE

You are an assistant responsible for evaluating the actions of an intelligent agent navigating
a web browser to accomplish specific web-based tasks. Your goal is to assess the agent’s latest
action and provide constructive feedback.

Available Information
• Target Task: The specific web-based task the agent aims to complete.
• Previous Trace Review: A summary of the agent’s past actions and decisions.
• Previous Observation: A simplified representation of the previous webpage before the action
(previous web page’s accessibility tree).

• Action to Evaluate: The current step of decision to be evaluated, which transforms the previous
web page to the current one.

• New Observation: A simplified representation of the new webpage after executing the action
(current web page’s accessibility tree).

Evaluator Actions
After evaluation, guide the agent by choosing one of the following actions:
• continue: Proceed with the current state.
• back: Revert to a previous state.

Guidelines
• Observation and Comparison:
- Provide brief descriptions of the current accessibility tree.
- Compare the differences between previous and new observations to assess the effects of the
agent’s actions.

• Details: Record important details from the current accessibility tree for future reference.
- Due to space constraints, the accessibility trees are not stored for later steps. Therefore,
key information helpful for solving the task should be noted within these fields to avoid
loss.
- If there is no useful information in the current webpage, simply fill in "No useful
information".

• Critic: Evaluate the effectiveness of the current action.
- You are evaluating an intermediate step, which may be partial for the full task. Focus
on whether the step and the collected information are helpful towards completing the task,
rather than whether the job is finished. The main goal is to correct cases where no or little
information is found.
- Carefully check the history to see if the agent is repeatedly performing bad actions. Avoid
repeating actions that have already been tried and found unproductive.

• Scoring Criteria: Notice that we are only evaluating the current step, which is allowed to be
an intermediate and partial step towards the full task.
- score = 1.0: You find that the status of the task is stuck or in an erroneous state, and you
need to adjust the direction of your planning and action or revert to a previous state.
- score = 3.0: You find that the current step is reasonable or promising towards completing
the target task.
- score = 5.0: You find that the current step is a very critical and successful intermediate
step to complete this task.396
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• Action: Decide whether we should continue with the current state or go back to a previous
state.
- Notice that the ‘back‘ action should be chosen cautiously, which will bring extra costs;
it should be used ONLY when you are sure that the current state is not promising for any
meaningful progress.
- At many times, you may encounter a state when there are no immediate positive feedback, but
if you think it can still lead to promising future states, you are encouraged to try a few
more steps (such as scrolling down multiple times).
- However, if you still do not obtain reasonable results after several attempts, then consider
reverting to a previous state.

Target Task
{Target task description}

Previous Trace Review
{Previous trajectories}

Previous Observation
{The accessibility tree for the previous web page before the action}

Action to Evaluate
{The current step of decision to be evaluated}

New Observation
{The accessibility tree for the new web page after the action}

Output
Please generate your response, your reply should strictly follow the format (each item should
be put in one line):
• Observation: First, carefully compare the web pages before and after the action (‘Previous
Observation‘ and ‘New Observation‘) and briefly describe what are the changes that the action
brings.

• Details: Next, briefly record important information from the current accessibility tree for
later reference.

• Critic: Next, provide your thoughts and evaluations for the action and the current state.
• Score: Next, rate a float score ranging from 1.0 to 5.0 for the action, in increments of 0.5.
• Action: Finally, select one action from the options provided: ‘continue‘ or ‘back‘.

397

398

ROLLBACK MODULE

You are an assistant helping to browse and operate web pages to solve a specific task. In this
step, you find that you are stuck or in a bad state and will need to revert back to a previous
step. Please read the relevant information and provide your decisions.

Available Information
• Target Task: The target task you are going to solve.
• Previous Trace: All thoughts, actions and observations in previous steps. You should select
one from these steps to revert back.

• Most Recent Action: The most recent action that you just take.
• Critic: Feedback on the latest action, explaining why a revert is necessary.

Guidelines
• Analyze the current state and previous trace to decide which previous step to revert back.
• Provide the index of the previous step to return to, the index of each step can be found in
the ‘Previous Trace‘ section (annotated with angle brackets "<>").

• Summarize the experiences and lessons learned from the navigation trace between the current
state and the returning point. This summary should be self-contained and informative for future
decisions. (There is no need to describe the learning of the reverting mechanism.)

Target Task
{Target task description}

Previous Trace
{A full list of previous trajectories with step indexes}
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Most Recent Action
{The most recent action}

Critic
{Feedback on the latest action}

Output
Please generate your response, your reply should strictly follow the format (each item should
be put in one line):
• Analysis: First, provide your analysis and thoughts for your decisions.
• BackIdx: Next, Provide the "<index>" of the step to return; you can ONLY go back to the steps
annotated with "[Checkpoint Saved]".

• Experience: Finally, provide a brief, self-contained summary of experiences and lessons learned
from the navigation trace between the current state and the returning point.

400
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B Evaluation Prompt 401

EVALUATION

You are an assistant tasked with evaluating a web-agent’s navigation trace and response to a
user’s query.

As an evaluator, you will be presented with the following primary components to assist you in
your role:
• Task: A clear and specific directive provided in natural language, detailing the online activity
to be carried out. These requirements may include conducting searches, verifying information,
comparing prices, checking availability, or any other action relevant to the specified web
service (such as Amazon, Apple, ArXiv, BBC News, Booking, etc).

• Navigation Trajectory: A series of webpage representations and actions showing the trajectory
of performing a web task. It serves as a proof of the actions taken in response to the
instruction.

• Predicted Response: The predicted textual answer after the navigation process.
• Gold Information (Optional): Reference information for your evaluation (such as a successful
trajectory or reference response). Sometimes the gold information may be unavailable (N/A).

• You DO NOT NEED to interact with web pages or perform actions such as booking flights or
conducting searches on websites.

• You SHOULD NOT make assumptions based on information not presented in the accessibility tree
when comparing it to the instructions.

• Your primary responsibility is to conduct a thorough assessment of the web task instruction
against the outcome depicted in the accessibility tree and in the response, evaluating whether
the actions taken align with the given instructions.

• NOTE that the instruction may involve more than one task, for example, locating the garage
and summarizing the review. Failing to complete either task, such as not providing a summary,
should be considered unsuccessful.

• NOTE that the accessibility tree is authentic, but the response provided by LLM is generated
at the end of web browsing, and there may be discrepancies between the response and the
accessibility tree.

• Note the difference: 1) Result response may contradict the accessibility tree, then the content
of the accessibility tree prevails, 2) The content in the Result response is not mentioned on
the accessibility tree, choose to believe the content.

Here is the Task: {orig_query}
Here is the Navigation Trajectory: {str_trajectory}
Here is the Predicted Response: {pred_answer}
Here is the Gold Information: {gold_info}
I’ll repeat the target task: "{orig_query}", and the starting URL of the navigation is
"{target_url}".

Please evaluate the navigation trace for completing this target task. Your output should strictly
follow this format for your evaluation:
• Summary: Give a summary of the navigation trajectory.
• Thought: Provide a brief summary of your thoughts and rationale for the output in one concise
line.

• Criteria: Examine the target task and list important evaluation criteria (crucial sub-steps
or information to collect towards completing the target task). Also indicate whether each
criterion has been met within the navigation trace and the predicted response.

• Score: Assign ONE overall float score between 0.0 and 1.0 for the navigation trace and the
predicted response. A score of 1.0 indicates full correctness (task completed), 0.0 indicates
total failure (no useful information or meaningful sub-steps), and a score in between reflects
partial correctness. The score should be assigned based on the criteria analysis. Note that
acknowledging failures should not contribute to an increase in the score.

402

C Detailed Settings 403

We conduct our evaluations using a subset of the testing portion of Mind2Web-Live6 and WebVoyager7. 404

Due to network connection problems and anti-scraping techniques employed by target websites, we are 405

unable to establish stable connections to certain target websites in the test sets. Therefore, we first perform 406

a connection testing and filter out the websites to which we have trouble connecting. Here is a list of the 407

6https://huggingface.co/datasets/iMeanAI/Mind2Web-Live/blob/main/mind2web-live_test_20241024.json
7https://github.com/MinorJerry/WebVoyager/blob/main/data/WebVoyager_data.jsonl
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websites that are excluded:408

EXCLUDED WEBSITES

EXCLUDED_WEBSITES = { ‘exploretock’, ‘kohls’, ‘united’, ‘parking’, ‘viator’, ‘delta’,
‘redbox’, ‘soundcloud’, ‘gamestop’, ‘travelzoo’, ‘amctheatres’, ‘ryanair’, ‘cargurus’,
‘resy’, ‘rentalcars’, ‘kbb’, ‘cabelas’, ‘menards’, ‘yellowpages’, ‘tripadvisor’,
‘tiktok.music’, ‘stubhub’, ‘thumbtack’, ‘weather’, ‘uhaul’, ‘health.usnews’, ‘healthgrades’,
‘theweathernetwork’, ‘zocdoc’, ‘usnews.education’, ‘epicurious’, ‘osu.edu’, ‘ups’,
‘dmv.virginia.gov’, ‘extraspace’, ‘finance.yahoo’, ‘pinterest’, ‘sixflags’, ‘spothero’,
‘justice.gov’, ‘foxsports’, ‘ign’, ‘koa’, ‘tvguide’, ‘webmd’, ‘sports.yahoo’, ‘babycenter’,
‘tesla’, ‘booking’, ‘dictionary.cambridge.org’, ‘espn’, ‘amazon’, ‘google’, ‘github’,
‘allrecipes’, }

409

After applying the filtering process, we have 42 and 342 testing instances remaining for Mind2Web-Live410

and WebVoyager, respectively. For the training datasets for fine-tuning, we adopt the training portion411

of Mind2Web-Live8 and the imitation learning training data from OpenWebVoyager.9 After applying a412

similar filtering procedure, the final training set contains a total of 455 instances.413

For fine-tuning, we adopt a standard full-model supervised fine-tuning (SFT) recipe using OpenRLHF414

(Hu et al., 2024).10 A single model is trained in a multi-task way to support different modules by using415

their corresponding prompts.416

D Extra Results417

Mind2WebLive Webvoyager

Full%(↑) Partial%(↑) Step(↓) Switch(↓) Full%(↑) Partial%(↑) Step(↓) Switch(↓)

Llama3.1-8B-Instruct

OneWay 0.63±0.89 19.35±0.87 15.9±0.1 0 3.03±1.59 24.90±0.77 15.9±0.1 0
BestFirst 0.63±0.89 22.08±1.92 16.0±0.0 9.1±0.5 3.13±0.13 29.91±1.25 15.9±0.1 6.6±0.2

Rollback 0.63±0.89 22.14±0.54 16.0±0.0 8.3±0.2 3.23±0.25 28.66±1.55 15.9±0.0 5.6±0.3

Qwen2.5-7B-Instruct

OneWay 3.77±2.67 11.89±2.80 15.5±0.4 0 11.79±0.60 22.27±0.30 14.5±0.1 0
BestFirst 1.26±1.78 12.23±1.19 15.8±0.1 12.5±0.7 13.16±1.49 26.13±1.59 14.5±0.1 9.4±0.2

Rollback 5.03±2.35 14.91±2.89 15.4±0.2 12.0±0.2 12.98±1.36 26.24±1.25 14.4±0.2 8.5±0.1

Table 3: Zero-shot results with LLAMA-3.1-8B-INSTRUCT and QWEN2.5-7B-INSTRUCT. The performance is
much worse with these “smaller” LMs if not fine-tuned, when compared to the 70B-level ones.

Full%(↑) Partial%(↑) Step(↓) Switch(↓)

GPT-4o-mini

OneWay 29.50±0.50 49.57±0.62 13.0±0.1 0
BestFirst 28.15±1.15 51.19±1.44 13.2±0.1 7.8±0.3

Rollback 34.85±3.54 56.82±2.32 12.8±0.1 6.3±0.3

GPT-4o

OneWay 38.50±0.50 55.17±1.57 11.5±0.1 0
BestFirst 32.83±1.52 55.73±0.93 12.4±0.1 7.0±0.2

Rollback 43.50±1.50 60.00±1.30 11.6±0.2 3.5±0.3

Table 4: Zero-shot results (on a 100 randomly selected subset) with GPT-4O-MINI and GPT-4O. The overall
trends are similar to those with open-source models.

8https://huggingface.co/datasets/iMeanAI/Mind2Web-Live/blob/main/mind2web-live_train_20240528.json
9https://github.com/MinorJerry/OpenWebVoyager/tree/main/WebVoyager/data_for_training/IL

10https://github.com/OpenRLHF/OpenRLHF/blob/main/examples/scripts/train_sft_llama.sh
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