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Abstract

CRATE, a white-box transformer architecture designed to learn compressed and
sparse representations, offers an intriguing alternative to standard vision trans-
formers (ViTs) due to its inherent mathematical interpretability. Despite extensive
investigations into the scaling behaviors of language and vision transformers, the
scalability of CRATE remains an open question which this paper aims to address.
Specifically, we propose CRATE-α, featuring strategic yet minimal modifications to
the sparse coding block in the CRATE architecture design, and a light training recipe
designed to improve the scalability of CRATE. Through extensive experiments, we
demonstrate that CRATE-α can effectively scale with larger model sizes and datasets.
For example, our CRATE-α-B substantially outperforms the prior best CRATE-B
model accuracy on ImageNet classification by 3.7%, achieving an accuracy of
83.2%. Meanwhile, when scaling further, our CRATE-α-L obtains an ImageNet
classification accuracy of 85.1%. More notably, these model performance im-
provements are achieved while preserving, and potentially even enhancing the
interpretability of learned CRATE models, as we demonstrate through showing that
the learned token representations of increasingly larger trained CRATE-α models
yield increasingly higher-quality unsupervised object segmentation of images. The
project page is https://rayjryang.github.io/CRATE-alpha/.

1 Introduction

Over the past several years, the Transformer architecture [42] has dominated deep representation
learning for natural language processing (NLP), image processing, and visual computing [8, 2, 9,
5, 12]. However, the design of the Transformer architecture and its many variants remains largely
empirical and lacks a rigorous mathematical interpretation. This has largely hindered the development
of new Transformer variants with improved efficiency or interpretability. The recent white-box
Transformer model CRATE [46] addresses this gap by deriving a simplified Transformer block via
unrolled optimization on the so-called sparse rate reduction representation learning objective.

More specifically, layers of the white-box CRATE architecture are mathematically derived and fully
explainable as unrolled gradient descent-like iterations for optimizing the sparse rate reduction. The
self-attention blocks of CRATE explicitly conduct compression via denoising features against learned
low-dimensional subspaces, and the MLP block is replaced by an incremental sparsification (via
ISTA [1, 11]) of the features. As shown in previous work [47], besides mathematical interpretabil-
ity, the learned CRATE models and features also have much better semantic interpretability than
conventional transformers, i.e., visualizing features of an image naturally forms a zero-shot image
segmentation of that image, even when the model is only trained on classification.

Scaling model size is widely regarded as a pathway to improved performance and emergent proper-
ties [44, 40, 41, 14]. Until now, the deployment of CRATE has been limited to relatively modest scales.
The most extensive model described to date is the base model size encompasses 77.6M parameters
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Figure 1: (Left) We demonstrate how modifications to the components enhance the performance of the
CRATE model. The four models are trained using the same setup: first pre-trained on ImageNet-21K
and then fine-tuned on ImageNet-1K. Details are provided in Section 3. (Right). We compare the
FLOPs and accuracy on ImageNet-1K of our methods with ViT [9] and CRATE [46]. The values
of CRATE-α model correspond to those presented in Table 1. A more detailed comparison between
CRATE-α and ViT is included in Appendix A.2.

(CRATE-Large) [46]. This contrasts sharply with standard Vision Transformers (ViTs [9]), which
have been effectively scaled to a much larger model size, namely 22B parameters [5].

To this end, this paper provides the first exploration of training CRATE at different scales for vision,
i.e., Tiny, Small, Base, Large, Huge. Detailed model specifications are given in Table 7 of Appendix
A.1. To achieve effective scaling, we make two key changes. First, we identify the vanilla ISTA block
within CRATE as a limiting factor that hinders further scaling. To overcome this, we significantly
expand the channels, decouple the association matrix, and add a residual connection, resulting in a
new model variant — CRATE-α. It is worth noting that this architecture change still preserves the
mathematical interpretability of the model. Second, we propose an improved training recipe, inspired
by previous work [38, 46, 39], for better coping the training with our new CRATE-α architecture.

We provide extensive experiments supporting the effective scaling of our CRATE-α models. For
example, we scale the CRATE-α model from Base to Large size for supervised image classification
on ImageNet-21K [6], achieving 85.1% top-1 accuracy on ImageNet-1K at the Large model size.
We further scale the model size from Large to Huge, utilizing vision-language pre-training with
contrastive learning on DataComp1B [10], and achieve a zero-shot top-1 accuracy of 72.3% on
ImageNet-1K at the Huge model size.1 These results demonstrate the strong scalability of the
CRATE-α model, shedding light on scaling up mathematically interpretable models for future work.

The main contributions of this paper are threefold:
1. We design three strategic yet minimal modifications for the CRATE model architecture to unleash

its potential. In Figure 1, we reproduce the results of the CRATE model within our training setup,
initially pre-training on ImageNet-21K classification and subsequently fine-tuning on ImageNet-
1K classification. Compared to the vanilla CRATE model that achieves 68.5% top-1 classification
accuracy on ImageNet-1K, our CRATE-α-B/32 model significantly improves the vanilla CRATE
model by 8%, which clearly demonstrates the benefits of the three modifications to the existing
CRATE model. Moreover, following the settings of the best CRATE model and changing the image
patch size from 32 to 8, our CRATE-α-B model attains a top-1 accuracy of 83.2% on ImageNet-1K,
exceeding the previous best CRATE model’s score of 79.5% by a significant margin of 3.7%.

2. Through extensive experiments, we show that one can effectively scale CRATE-α via model size
and data simultaneously. In contrast, when increasing the CRATE model from Base to Large
model size, there is a marginal improvement on top-1 classification accuracy (+0.5%, from 70.8%
to 71.3%) on ImageNet-1K, indicating diminished returns [46]. Furthermore, by scaling the
training dataset, we achieved a substantial 1.9% improvement in top-1 classification accuracy on
ImageNet-1K, increasing from 83.2% to 85.1% when going from CRATE-α Base to Large.

3. We further successfully scale CRATE-α model from Large to Huge by leveraging vision-language
pre-training on DataComp1B. Compared to the Large model, the Huge model (CRATE-α-H)
achieves a zero-shot top-1 classification accuracy of 72.3% on ImageNet-1K, marking a significant

1Model configurations are detailed in Table 7 (in Appendix A.1).
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scaling gain of 2.5% over the Large model. These results indicate that the CRATE architecture has
the potential to serve as an effective backbone for vision-language foundation models.

Related Work

White-box Transformers. [46, 45] argued that the quality of a learned representation can be assessed
through a unified objective function called the sparse rate reduction. Based on this framework,
[46, 45] developed a family of transformer-like deep network architectures, named CRATE, which are
mathematically fully interpretable. CRATE models has been demonstrably effective on various tasks,
including vision self-supervised learning and language modeling [26, 45]. Nevertheless, it remains
unclear whether CRATE can scale as effectively as widely used black-box transformers. Previous
work [46] suggests that scaling the vanilla CRATE model can be notably challenging.

Scaling ViT. ViT [9] represents the initial successful applications of Transformers to the image
domain on a large scale. Many works [12, 31, 33, 32, 5, 37, 21, 22, 29, 18, 49] have deeply explored
various ways of scaling ViTs in terms of model size and data size. From the perspective of self-
supervision, MAE [12] provides a scalable approach to effectively training a ViT-Huge model using
only ImageNet-1K. Following the idea of MAE, [31] further scales both model parameters to billions
and data size to billions of images. Additionally, CLIP was the first to successfully scale ViT on a
larger data scale (i.e., 400M) using natural language supervision. Based on CLIP, [32, 33] further scale
the model size to 18 billion parameters, named EVA-CLIP-18B, achieving consistent performance
improvements with the scaling of ViT model size. From the perspective of supervised learning, [49, 5]
present a comprehensive analysis of the empirical scaling laws for vision transformers on image
classification tasks, sharing some similar conclusions with [15]. [49] suggests that the performance-
compute frontier for ViT models, given sufficient training data, tends to follow a saturating power law.
More recently, [5] scales up ViT to 22 billion parameters. Scaling up different model architectures is
non-trivial. [37, 21, 22] have made many efforts to effectively scale up different architectures. In this
paper, due to the lack of study on the scalability of white-box models, we explore key architectural
modifications to effectively scale up white-box transformers in the image domain.

2 Background and Preliminaries

In this section, we present the background on white-box transformers proposed in [46], including
representation learning objectives, unrolled optimization, and model architecture. We first introduce
the notation that will be used in the later presentation.

Notation. We use notation and problem setup following Yu et al. [46]. We use the matrix-valued
random variable X = [x1, . . . ,xN ] ∈ RD×N to represent the data, where each xi ∈ RD is a “token”,
such that each data point is a realization of X . For instance, X can represent a collection of image
patches for an image, and xi is the i-th image patch. We use f ∈ F : RD×N → Rd×N to denote
the mapping induced by the transformer, and we let Z = f(X) = [z1, . . . ,zN ] ∈ Rd×N denote the
features for input data X . Specifically, zi ∈ Rd denotes the feature of the i-th input token xi. The
transformer f consists of multiple, say L, layers, and so can be written as f = fL ◦ · · · ◦ f1 ◦ f pre,
where f ℓ : Rd×N → Rd×N denotes the ℓ-th layer of the transformer, and the pre-processing layer
is denoted by f pre = RD×N → Rd×N . The input to the ℓ-th layer f ℓ of the transformer is denoted
by Zℓ =

[
zℓ
1, . . . ,z

ℓ
N

]
∈ Rd×N , so that f ℓ : Zℓ 7→ Zℓ+1. In particular, Z1 = f pre(X) ∈ Rd×N

denotes the output of the pre-processing layer and the input to the first layer.

2.1 Sparse Rate Reduction

Following the framework proposed in [45], we posit that the goal of representation learning is to
learn a feature mapping or representation f ∈ F : RD×N → Rd×N that transforms the input data X
(which may have a nonlinear, multi-modal, and otherwise complicated distribution) into structured
and compact features Z, such that the token features lie on a union of low-dimensional subspaces, say
with orthonormal bases U[K] = (Uk)k∈[K] ∈ (Rd×p)K . [46] proposes the Sparse Rate Reduction
(SRR) objective to measure the goodness of such a learned representation:

max
f∈F

EZ=f(X) [Lsrr(Z)] = min
f∈F

EZ=f(X)

[
Rc(Z |U[K])−R(Z |U[K]) + λ∥Z∥1

]
, (1)
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where Z = f(X) denotes the token representation, ∥Z∥1 denotes the ℓ1 norm, and R(Z),
Rc(Z |U[K]) are (estimates for) rate distortions [4, 7], defined as:

R(Z)
.
=

1

2
log det

(
I +

d

Nϵ2
Z⊤Z

)
, Rc(Z | U[K])

.
=

K∑
k=1

R(U⊤
k Z). (2)

In particular, Rc(Z | U[K]) (resp. R(Z)) provide closed-form estimates for the number of bits
required to encode the sample Z up to precision ϵ > 0, conditioned (resp. unconditioned) on the
samples being drawn from the subspaces with bases U[K]. Minimizing the term Rc improves the
compression of the features Z against the posited model, and maximizing the term R promotes
non-collapsed features. The remaining term λ∥Z∥1 promotes sparse features. Refer to [45] for more
details about the desiderata and objective of representation learning via the rate reduction approach.

2.2 CRATE: Coding RATE Transformer

Unrolled optimization. To optimize the learning objective and learn compact and structured
representation, one approach is unrolled optimization [11, 36]: each layer of the deep network
implements an iteration of an optimization algorithm on the learning objective. For example, one
can design the layer f ℓ such that the forward pass is equivalent to a proximal gradient descent step
for optimizing learning objective L(Z), i.e., Zℓ+1 = f ℓ(Zℓ) = Prox[Zℓ − η · ∇ZL(Z

ℓ)]. Here we
use η to denote the step size and Prox[·] to denote the proximal operator [27].

One layer of the CRATE model. We now present the design of each layer of the white-box transformer
architecture – Coding RATE Transformer (CRATE) – proposed in [46]. Each layer of CRATE contains
two blocks: the compression block and the sparsification block. These correspond to a two-step
alternating optimization procedure for optimizing the sparse rate reduction objective (1). Specifically,
the ℓ-th layer of CRATE is defined as

Zℓ+1 = f ℓ(Zℓ) = ISTA(Zℓ+1/2 |Dℓ), where Zℓ+1/2 = Zℓ + MSSA(Zℓ). (3)

Compression block (MSSA). The compression block in CRATE, called Multi-head Subspace Self-
Attention block (MSSA), is derived for compressing the token set Z = [z1, . . . ,zN ] by optimizing
the compression term Rc (defined Eq. (1)), i.e.,

Zℓ+1/2 = Zℓ + MSSA(Zℓ | U ℓ
[K]) ≈ Zℓ − κ∇ZR

c(Zℓ |U ℓ
[K]), (4)

where U ℓ
[K] denotes the (local) signal model at layer ℓ, and the MSSA operator is defined as

MSSA(Z | U[K]) =
κp

Nϵ2
[U1 · · · UK ]

(U
⊤
1 Z) softmax((U⊤

1 Z)⊤(U⊤
1 Z))

...
(U⊤

KZ) softmax((U⊤
KZ)⊤(U⊤

KZ))

 . (5)

Compared with the commonly used attention block in transformer [42], where the k-th attention head
is defined as (V ⊤

k Z) softmax((Q⊤
k Z)⊤(K⊤

k Z)), MSSA uses only one matrix to obtain the query,
key, and value matrices in the attention: that is, Uk = Qk = Kk = Vk.

Sparse coding block (ISTA). The Iterative Shrinkage-Thresholding Algorithm (ISTA) block is
designed to optimize the sparsity term and the global coding rate term, λ∥Z∥0 −R(Z | U[K]) in (1).
[46] shows that an optimization strategy for these terms posits a (complete) incoherent dictionary
Dℓ ∈ Rd×d and takes a proximal gradient descent step towards solving the associated LASSO
problem argminZ≥0[

1
2∥Z

ℓ+1/2 −DℓZ∥22 + λ∥Z∥1], obtaining the iteration

Zℓ+1 = ISTA(Zℓ+1/2 |Dℓ) = ReLU(Zℓ+1/2 + η (Dℓ)⊤(Zℓ+1/2 −DℓZℓ+1/2)− ηλ1). (6)

In particular, the ISTA block sparsifies the intermediate iterates Zℓ+1/2 w.r.t. Dℓ to obtain Zℓ+1.

3 CRATE-α Model

In this section, we present the CRATE-α architecture, which is a variant of CRATE [46]. As shown in
Fig. 1 (Right), there is a significant performance gap between the white-box transformer CRATE-B/16
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Figure 2: One layer of the CRATE-α model architecture. MSSA (Multi-head Subspace Self-Attention,
defined in (5)) represents the compression block, and ODL (Overcomplete Dictionary Learning,
defined in (12)) represents the sparse coding block. A more detailed illustration of the modifications
is provided in Fig. 6 in the Appendix .

(70.8%) and the vision transformer ViT-B/16 (84.0%) [9]. One possible reason is that the ISTA block
applies a complete dictionary D ∈ Rd×d, which may limit its expressiveness. In contrast, the MLP
block in the transformer2 applies two linear transformations W1,W2 ∈ Rd×4d, leading to the MLP
block having 8 times more parameters than the ISTA block.

Since the ISTA block in CRATE applies a single incremental step to optimize the sparsity objective,
applying an orthogonal dictionary can make it ineffective in sparsifying the token representations.
Previous work [28] has theoretically demonstrated that overcomplete dictionary learning enjoys a
favorable optimization landscape. In this work, we use an overcomplete dictionary in the sparse
coding block to promote sparsity in the features. Specifically, instead of using a complete dictionary
Dℓ ∈ Rd×d, we use an overcomplete dictionary Dℓ ∈ Rd×(Cd), where C > 1 (a positive integer) is
the overcompleteness parameter. Furthermore, we explore two additional modifications to the sparse
coding block that lead to improved performance for CRATE. We now describe the three variants of
the sparse coding block that we use in this paper.

Modification #1: Overparameterized sparse coding block. For the output of the ℓ-th CRATE atten-
tion block Zℓ+1/2, we propose to sparsify the token representations with respect to an overcomplete
dictionary Dℓ ∈ Rd×(Cd) by optimizing the following LASSO problem,

Aℓ ≈ argmin
A≥0

[1
2
∥Zℓ+1/2 −DℓA∥22 + λ∥A∥1

]
. (7)

To approximately solve (7), we apply two steps of proximal gradient descent, i.e.,

Aℓ
0 = 0, Aℓ

1 = Proxη,λ
[
Aℓ

0;D
ℓ,Zℓ+1/2

]
, Aℓ

2 = Proxη,λ
[
Aℓ

1;D
ℓ,Zℓ+1/2

]
, (8)

where Prox is the proximal operator of the above non-negative LASSO problem (7) and defined as

Proxη,λ[A;D,Z] = ReLU(A− ηD⊤(DA−Z)− ηλ1). (9)

The output of the sparse coding block is defined as

Zℓ+1 = DℓAℓ, where Aℓ = Aℓ
2
.
= ISTA-OC(Zℓ+1/2 | Dℓ). (10)

Namely, Aℓ is a sparse representation of Zℓ+1/2 with respect to the overcomplete dictionary Dℓ.
The original CRATE ISTA tries to learn a complete dictionary D ∈ Rd×d to transform and sparsify
the features Z. By leveraging more atoms than the ambient dimension, the overcomplete dictionary
D ∈ Rd×(Cd) can provide a redundant yet expressive codebook to identify the salient sparse

2The MLP block is defined as Zℓ+1 = Zℓ + W2σ(W
⊤
1 Zℓ+1/2), where σ is the nonlinear activation

function and Zℓ+1/2 denotes the output of the attention block.
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Figure 3: Training loss curves of CRATE-α on ImageNet-21K. (Left) Comparing training loss curves
across CRATE-α with different model sizes. (Right) Comparing training loss curves across CRATE-α-
Large with different patch sizes.

structures underlying Z. As shown in Fig. 1, the overcomplete dictionary design leads to 5.3%
improvement compared to the vanilla CRATE model.

Modification #2: Decoupled dictionary. We propose to apply a decoupled dictionary D̂ℓ in the last
step (defined in (10) of the sparse coding block, Zℓ+1 = D̂ℓAℓ, where D̂ℓ ∈ Rd×(Cd) is a different
dictionary compared to Dℓ. By introducing the decoupled dictionary, we further improve the model
performance by 2.0%, as shown in Fig. 1. We denote this mapping from Zℓ+1/2 to Zℓ+1 as the
Overcomplete Dictionary Learning block (ODL), defined as follows:

ODL(Zℓ+1/2 | Dℓ, D̂ℓ)
.
= D̂ℓ · ISTA-OC(Zℓ+1/2 | Dℓ) = D̂ℓAℓ. (11)

Modification #3: Residual connection. Based on the previous two modifications, we further add a
residual connection, obtaining the following modified sparse coding block:

Zℓ+1 = Zℓ+1/2 + ODL(Zℓ+1/2 | Dℓ, D̂ℓ). (12)

An intuitive interpretation of this modified sparse coding block is as follows: instead of directly
sparsifying the feature representations Z, we first identify the potential sparse patterns present in
Z by encoding it over a learned dictionary. Subsequently, we incrementally refine Z by exploiting
the sparse codes obtained from the previous encoding step. From Fig. 1, we find that the residual
connection leads to a 0.7% improvement.

To summarize, to effectively scale white-box transformers, we implement three modifications to the
vanilla white-box CRATE model proposed in [46]. Specifically, in our CRATE-α model, we introduce
a decoupling mechanism, quadruple the dimension of the dictionary (4×), and incorporate a residual
connection in the sparse coding block.

4 Experiments

Overall. The experimental section consists of three parts: (1) Scaling study: We thoroughly
investigate the scaling behaviors of CRATE-α from Base to Large size and ultimately to Huge size. (2)
Downstream applications: To further verify the broader benefits of scaling the CRATE-α model, we
conduct additional experiments on real-world downstream tasks and present preliminary exploration
results of CRATE-α on language tasks. (3) Interpretability: In addition to scalability, we study the
interpretability of CRATE-α across different model sizes.

4.1 Dataset and Evaluation

Scaling Study. For the transition from Base to Large size, we pre-train our model on ImageNet-21K
and fine-tune it on ImageNet-1K via supervised learning. When scaling from Large to Huge, we
utilize the DataComp1B [10] dataset within a vision-language pre-training paradigm, allowing us to
study the effects of scaling the model to a massive size. For evaluation, we evaluate the zero-shot
accuracy of these models on ImageNet-1K.
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Table 1: Top-1 accuracy of CRATE-α on ImageNet-1K with different model scales when pre-trained
on ImageNet-21K and then fine-tuned on ImageNet-1K. For comparison, we also list the results from
the paper [46] which demonstrate the diminished return from CRATE base to large, trained only on
ImageNet-1K. "IN-21K" refers to ImageNet-21K. (‡Results from [46].)

Models (Base) ImageNet-1K(%) Models (Large) ImageNet-1K(%)

CRATE-B/16 w/o IN-21K 70.8‡ CRATE-L/16 w/o IN-21K 71.3‡

CRATE-α-B/32 76.5 CRATE-α-L/32 80.2

CRATE-α-B/16 81.2 CRATE-α-L/14 83.9

CRATE-α-B/8 83.2 CRATE-α-L/8 85.1

Downstream Applications. We include additional experimental results on four downstream datasets
(CIFAR-10/100, Oxford Flowers, and Oxford-IIT Pets). We also examine the dense prediction capa-
bility of CRATE-α by training it on segmentation tasks using the ADE20K dataset [51]. For language
tasks, we conduct new experiments with CRATE-α using autoregressive training on OpenWebText,
following the setup in nanoGPT [16].

Interpretability. Following the evaluation setup of CRATE as outlined in [46], we apply MaskCut [43]
to validate and evaluate the rich semantic information captured by our model in a zero-shot setting,
including both qualitative and quantitative results.

4.2 Training and Fine-tuning Procedures

Scaling Study. (1) Base to Large size: We initially pre-train the CRATE-α model on ImageNet-21K
and subsequently fine-tune it on ImageNet-1K. During the pre-training phase, we set the learning rate
to 8× 10−4, weight decay to 0.1, and batch size to 4096. We apply data augmentation techniques
such as Inception crop [35] resized to 224 and random horizontal flipping. In the fine-tuning phase,
we adjust the base learning rate to 1.6 × 10−4, maintain weight decay at 0.1, and batch size at
4096. We apply label smoothing with a smoothing parameter of 0.1 and apply data augmentation
methods including Inception crop, random horizontal flipping, and random augmentation with two
transformations (magnitude of 9). For evaluation, we resize the smaller side of an image to 256
while maintaining the original aspect ratio and then crop the central portion to 224×224. In both the
pre-training and fine-tuning phases, we use the AdamW optimizer [24] and incorporate a warm-up
strategy, characterized by a linear increase over 10 epochs. Both the pre-training and fine-tuning are
conducted for a total of 91 epochs, utilizing a cosine decay schedule.

(2) Large to Huge size: In the pre-training stage, we utilize an image size of 84×84, and the
maximum token length is 32, with a total of 2.56 billion training samples. During the fine-tuning
stage, we increase the image size to 224×224 while maintaining the maximum token length at 32,
with a 512 million training samples. Here, the key distinction between the pre-training stage and
the fine-tuning stage is the image size. A smaller image size results in a faster training speed. In
the configurations of CRATE-α-CLIPA-B, CRATE-α-CLIPA-L, and CRATE-α-CLIPA-H, we use the
CRATE-α model as the vision encoder, and utilize the same pre-trained huge transformer model from
CLIPA [18] as the text encoder. For both the pre-training and fine-tuning stages, we freeze the text
encoder and only train the vision encoder, i.e., the CRATE-α model. As we will show in the later
results, this setup effectively demonstrates the scaling behaviors of CRATE-α models in the image
domain. Detailed hyperparameter settings can be found in Appendix A.

Downstream Applications. On four downstream datasets, we follow the training setup from [46].
For the segmentation task, we compare the performance of CRATE and CRATE-α on the ADE20K
dataset, mainly following the setup of [30] with minor modifications. Our batch size is set to 128,
and the total number of training steps is 5000. For the language task, we conduct experiments with
CRATE-α using autoregressive training on OpenWebText, following the setup in [16]. We compare
CRATE-α models (57M and 120M) with CRATE and GPT-2, using results from CRATE reported
in [45].
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Figure 4: (Left) Comparing training loss curves of CRATE-α-CLIPA with different model sizes on
DataComp1B. (Right) Comparing zero-shot accuracy of CRATE-α-B/L/H models and ViT-H on
ImageNet-1K.

4.3 Results and Analysis

Scaling the CRATE-α Model from Base to Large. As shown in Table 1, we compare CRATE-α-B
and CRATE-α-L at patch sizes 32, 16, and 8. Firstly, we find our proposed CRATE-α-L consistently
achieves significant improvements across all patch sizes. Secondly, compared with the results of
the vanilla CRATE (the first row of Table 1), increasing from CRATE-B to CRATE-L results in only a
0.5% improvement on ImageNet-1K. This indicates a case of diminishing returns. These findings
compellingly highlight that the scalability of CRATE-α models significantly outperforms that of the
vanilla CRATE. Meanwhile, the training loss in the pre-training stage is presented in Fig. 3; as the
model capacity increases, the trend of the training loss improves predictably. This phenomenon is
also described in [9].

Scaling the CRATE-α Model from Large to Huge. From the results shown in Fig. 4, we find that:
(1) CRATE-α-CLIPA-L/14 significantly outperforms CRATE-α-CLIPA-B/16 by 11.3% and 9.0% in
terms of ImageNet-1K zero-shot accuracy during the pre-training and fine-tuning stages, respectively.
The substantial benefit suggests that the quality of learned representation may be constrained by the
model size. Therefore, increasing the model size effectively leverages larger amounts of data. (2)
When continuing to scale up model size, we also observe that CRATE-α-CLIP-H/14 continues to
benefit from larger training datasets, outperforming CRATE-α-CLIP-L/14 by 3.1% and 2.5% in terms
of ImageNet-1K zero-shot accuracy during the pre-training and fine-tuning stages, respectively. This
demonstrates the strong scalability of the CRATE-α model. To explore the performance ceiling, we
train a standard ViT-CLIPA-H/14 from scratch and observe improved performance.

Downstream Applications. On four downstream datasets, as shown in Table 2, we find that
CRATE-α consistently outperforms CRATE, with both models pre-trained on IN21K, while CRATE-α
demonstrates improved performance as model size increases. For the segmentation task, results
in Table 3 show that CRATE-α consistently outperforms CRATE across all key metrics, with both
models pre-trained on IN21K. These findings indicate significant performance gains in vision tasks
beyond classification. For the language task, Table 4 shows that CRATE-α significantly improves
over CRATE in language modeling. Due to limited time and resource constraints, we completed 80%
of the total iterations for CRATE-α-small and 55% for CRATE-α-base, compared to the 600K total
iterations used for CRATE. Nevertheless, CRATE-α still demonstrated notable improvements.

Interpretability. As shown in Fig. 5, we provide the segmentation visualization on COCO
val2017 [20] for CRATE-α, CRATE, and ViT, respectively. We find that our model preserves and
even improves the (semantic) interpretability advantages of CRATE. Moreover, we summarize quan-
titative evaluation results on COCO val2017 in Table 6. Interestingly, when scaling up model size
for CRATE-α, the Large model improves over the Base model in terms of object detection and
segmentation.

4.4 Compute-efficient Scaling Strategy

We further explore methods to scale models efficiently in terms of computation. Table 1 demonstrates
that the CRATE-α model scales effectively from the Base model to its larger variants. However,
the pre-training computation for the top-performing model, CRATE-α-L/8, is resource-intensive on

8



Table 2: The performance comparison between CRATE and CRATE-α across various datasets.

Dataset CRATE-B/32 CRATE-α-B/32 CRATE-α-L/32 CRATE-α-B/16 CRATE-α-L/14

CIFAR-10 97.22 98.17 98.68 98.67 99.10
CIFAR-100 85.27 89.40 91.16 90.58 92.57
Oxford Flowers-102 93.90 97.77 99.01 99.27 99.56
Oxford-IIIT-Pets 80.38 88.19 90.46 92.70 93.98

Table 3: Performance comparison of CRATE models with different configurations.
Model Scope mIoU mAcc aAcc

CRATE-α-B/32 global 35.35 45.28 77.63
CRATE-B/32 global 30.28 39.29 75.21

Table 4: The comparison between CRATE and CRATE-α on the NLP task using the OpenWebText
dataset.

GPT-2-base CRATE-base CRATE-α-small CRATE-α-base

Model size 124M 60M 57M 120M
Cross-entropy validation loss 2.85 3.37 3.28 3.14

Table 5: Compute-efficient scaling strategy. To reduce the compute requirements of the pre-training
stage, we use a model with a larger patch size. This results in a shorter token length for the same
input size. The second and fourth columns indicate the compute requirements for the pre-training and
fine-tuning stages, respectively, measured in TPU v3 core-hours. Details are provided in Section 4.4.

Pre-train Core-hours Fine-tune Core-hours Total core-hours IN-1K(%)

CRATE-α-L/32 2,652 CRATE-α-L/14 872 3,524 83.7
CRATE-α-L/8 3,486 6,138 84.2

CRATE-α-L/14 8,947 CRATE-α-L/14 872 9,819 83.9

CRATE-α-L/8 35,511 CRATE-α-L/8 3,486 38,997 85.1

ImageNet-21K. Inspired by CLIPA [18], we aim to reduce computational demands by using reduced
image token sequence lengths, while maintaining the same training setup during the fine-tuning stage.
The results are summarized in Table 5.

Results and analysis. (1) When fine-tuning with CRATE-α-L/14 and using CRATE-α-L/32 for pre-
training on ImageNet-21K, this approach consumes about 35% of the TPU v3 core-hours required by
CRATE-α-L/14, yet achieves a promising 83.7% top-1 accuracy on ImageNet-1K, comparable to the
83.9% achieved by CRATE-α-L/14; (2) When fine-tuning with CRATE-α-L/8 and using CRATE-α-L/32
for pre-training, this approach consumes just 15% of the training time required by CRATE-α-L/8,
yet it still achieves a promising 84.2% top-1 accuracy on ImageNet-1K, compared to 85.1% when
using the CRATE-α-L/8 model in the pre-training stage; (3) While the total computational cost of
CRATE-α-L/32 + CRATE-α-L/8 is less than that of CRATE-α-L/14 + CRATE-α-L/14, the performance
of the former is slightly better. In summary, we find that this strategy offers a valuable reference for
efficiently scaling CRATE-α models in the future.

5 Discussion

Limitations. Although we have used some existing compute-efficient training methods (e.g.,
CLIPA [18]) and have initiated an exploration into compute-efficient scaling strategies for white-
box transformers in Section 4.4, this work still requires a relatively large amount of computational
resources, which may not be easily accessible to many researchers.

Societal impact. A possible broader implication of this research is the energy consumption needed
to conduct the experiments in our scaling study. However, there is growing interest in developing
white-box transformers for better interpretability and transparency across a wide range of tasks
and domains, including image segmentation [46], self-supervised masked autoencoders [26], and
integrated sensing and communications [50], etc. Moreover, our results on the scalability of white-
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CRATE-α

CRATE

ViT

Figure 5: Visualization of segmentation on COCO val2017 [20] with MaskCut [43]. (Top row)
Supervised CRATE-α effectively identifies the main objects in the image. Compared with CRATE
(Middle row), CRATE-α achieves better segmentation performance in terms of boundary. (Bottom
row) Supervised ViT fails to identify the main objects in most images. We mark failed image with .

Table 6: Object detection and fine-grained segmentation via MaskCut on COCO val2017 [20].
We evaluate models of various scales and assess their average precision using COCO’s official
evaluation metric. Compared with existing models such as CRATE and ViT, CRATE-α model achieves
a notable performance gain. In addition, when scaling CRATE-α from base to large, it also exhibits
the benefit of scalability.

Detection Segmentation
Model Train AP50 ↑ AP75 ↑ AP ↑ AP50 ↑ AP75 ↑ AP ↑
CRATE-B/8 [47] Supervised 2.9 1.0 1.3 2.2 0.7 1.0
ViT-B/8 [47] Supervised 0.8 0.2 0.4 0.7 0.5 0.4

CRATE-α-B/8 Supervised 3.5 1.1 1.5 2.2 1.0 1.1
CRATE-α-L/8 Supervised 4.0 1.7 2.0 2.7 1.1 1.4

box transformers could also shed light on scaling up a broader class of white-box deep neural
networks, such as white-box ISTA networks and their variants [11, 34, 3, 48, 17], designed via
unrolled optimization. In summary, we believe that our findings and insights could be helpful for
developing white-box transformers for a wide range of applications and tasks, benefiting a broad
audience interested in building more interpretable and performant deep learning models and further
amortizing the pre-training compute costs.

6 Conclusion

This paper provides the first exploration of training white-box transformer CRATE at scale for vision
tasks. We introduce both principled architectural changes and improved training recipes to unleash
the potential scalability of the CRATE type architectures. With these modifications, we successfully
scale up the CRATE-α model along both the dimensions of model size and data size, while preserving,
in most cases even improving, the semantic interpretability of the learned white-box transformer
models. We believe this work provides valuable insights into scaling up mathematically interpretable
deep neural networks, not limited to transformer-like architectures.
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Appendix

A Additional Experiments and Details

A.1 Model configuration.

We provide details about CRATE-α model configurations in Table 7.

Table 7: Model configurations for different sizes of CRATE-α, parameter counts, and comparisons to
CRATE models. L is depth, d is the hidden size, and K is the number of heads.

Model Size L d K CRATE-α # Params CRATE # Params

Tiny 12 192 3 4.8M 1.7M

Small 12 576 12 41.0M 13.1M

Base 12 768 12 72.3M 22.8M

Large 24 1024 16 253.8M 77.6M

Huge 32 1280 16 526.8M 159.8M

Table 8: The comparison between CRATE-α and ViT. FLOPs and throughput are calculated based on
an input size of 224x224 on an NVIDIA RTX A6000 graphics card.

Model FLOPs (G) #Params (M) Throughput Model FLOPs (G) #Params (M) Throughput

CRATE-α-B/32 6.4 74.0 499 ViT-B/32 4.4 88.2 706
CRATE-α-B/16 25.8 72.3 233 ViT-B/16 17.6 86.5 375
CRATE-α-L/32 22.8 256.0 215 ViT-L/32 15.4 306.5 329
CRATE-α-L/14 119.7 253.7 56 ViT-L/14 81.1 304.1 85

A.2 Comparison of model structure with ViT.

We also compare CRATE-α to ViT in terms of computational costs, number of parameters, and
inference speed. These comparisons are summarized in Table 8, where CRATE-α matches ViT’s effi-
ciency while achieving similar accuracy. With the same number of layers and embedding dimensions,
CRATE-α has fewer parameters than ViT, and its FLOPs/Throughput is slightly higher.

To more accurately compare CRATE-α and ViT with larger model sizes, we conduct experiments on
CRATE-α-L/16 with an image resolution of 336, nearly matching the setup of ViT-L/16. Both models
use a similar amount of FLOPs: 210G for CRATE-α-L/16 compared to 191G for ViT-L/16. The
throughput, or images processed per second, is also comparable at 35.53 for our model versus 35.56
for ViT-L/16. The accuracy of CRATE-α-L/16 reach 84.6%, closely approaching ViT’s 85.2% under
similar conditions. Meanwhile, combining the trend from Figure 1 (right) in the main paper, this
narrowing performance gap from Base to Large model size suggests that CRATE-α can nearly matche
ViT’s performance in large-scale settings. Besides, CRATE-α inherits the mathematical interpretability
of the white-box models and can also achieve much better semantic interpretability evaluated by
zero-shot segmentation.

A.3 Training details of CRATE-α-CLIPA models.

When employing the CRATE-α architecture to replace the vision encoder in the CLIPA [18] framework,
we essentially follow the original CLIPA training recipe. The setup for the pre-training stage is
presented in Table 9. During the fine-tuning stage, we made some modifications: the input image size
is set to 224× 224, the warmup steps are set to 800, and the base learning rate is set to 4e-7. When
calculating the loss, we use the classification token from the vision encoder as the image feature and
the last token from the text encoder as the text feature.

To explore the performance ceiling, we also train a ViT-CLIPA model from scratch. Most of the
hyperparameters remain the same as those in Table 9, but there are some modifications in the pre-
training stage. The batch size is set to 65,536, and the text length is set to 8 to speed up training. As
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with the CLIPA setup, warm-up steps are set to 3,200. Additionally, we add color jitter and grayscale
augmentation, and use global average pooling instead of the classification token. These modifications
help stabilize training.

Config Value

optimizer AdamW [25]
optimizer momentum (0.9, 0.95)

batch size 32768
base lr 8e-6

minimal lr 0
warm-up steps 1600

schedule cosine decay [23]
weight decay 0.2

random crop area (40, 100)
resize method bi-linear

temperature init 1/0.07 [13, 19]

Table 9: Pre-training hyper-parameters for CLIPA.

Figure 6: One layer of the CRATE-α model architecture (with more details for the three modifications
described in Section 3.
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Visualization of self-attention maps of CRATE-α. We provide visualization of attention maps of
CRATE-α in Fig. 7.

Figure 7: We visualize the self-attention maps of the CRATE-α Base model using 8 × 8 patches
trained using classification. Similar to the original CRATE [47], our model also demonstrates the
capability to automatically capture the structural information of objects. For each row, the original
image is displayed on the left, while the corresponding self-attention maps are shown on the right.
The number of self-attention maps corresponds to the number of heads in the CRATE-α model.

Visualization of loss curves. We visualize the training loss curves of the four models, including
CRATE and its three variants, in Fig. 8. We visualize the training loss curves of CRATE-α-Base with
different patch sizes in Fig. 9. In Fig. 10, we also visualize the training loss curves of models trained
with efficient scaling strategy described in Section 4.4 in the main paper.
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Figure 8: Training loss curves of different model architectures (mentioned in Fig. 1 in the main paper)
on ImageNet-21K. The patch size is 32 for all four models shown in this figure. (+O: +overcomplete
dictionary, +D: +decoupled dictionary, +R: +residual connection.)
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Figure 9: Comparing training loss curves across CRATE-α-Base with different patch sizes.
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Figure 10: Comparing training loss curves when using the efficient scaling strategy. The blue
curve corresponds to the CRATE-α-Large/32 model (in the pre-training stage). After pre-training the
CRATE-α-Lage/32, we further fine-tune it with smaller patch sizes (longer token length), including
patch size 14 (orange curve) and patch 8 (green curve).

18



NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly outline the primary contributions and
scope of the paper. For specific details, refer to abstract and Sections 1, which align with the
claims stated.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
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Justification: We discuss the limitations of the work in section 5.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide details of reproducing the experimental results in Section 4 and
the appendix.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: We use public datasets and will also release the code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide details of reproducing the experimental results in Section 4 and
the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We evaluate our method on a large public validation dataset, which is represen-
tative.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide details about the training compute resources in Section 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: we follow the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: we discuss them in Section 5.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our work has no potential risk for misuse.
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Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All assets used in the paper are properly credited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: we haven’t introduced new assets in this work.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: This paper does not involve crowdsourcing or research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

25


	1 Introduction
	2 Background and Preliminaries
	2.1 Sparse Rate Reduction
	2.2 crate: Coding RATE Transformer

	3 CRATE- Model
	4 Experiments
	4.1 Dataset and Evaluation
	4.2 Training and Fine-tuning Procedures
	4.3 Results and Analysis
	4.4 Compute-efficient Scaling Strategy 

	5 Discussion
	6 Conclusion
	A Additional Experiments and Details
	A.1 Model configuration.
	A.2 Comparison of model structure with ViT.
	A.3 Training details of crate--CLIPA models.


