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Abstract

Emotion significantly affects our daily behav-
iors and interactions. Although recent genera-
tive AI models, such as large language models,
have shown impressive performance in various
tasks, it remains unclear whether they truly com-
prehend emotions and why. This paper aims to
address this gap by incorporating psychological
theories to gain a holistic understanding of emo-
tions in generative AI models. Specifically, we
propose three approaches: 1) EmotionPrompt to
enhance the performance of the AI model, 2) Emo-
tionAttack to impair the performance of the AI
model, and 3) EmotionDecode to explain the ef-
fects of emotional stimuli, both benign and ma-
lignant. Through extensive experiments involving
language and multi-modal models on semantic
understanding, logical reasoning, and generation
tasks, we demonstrate that both textual and vi-
sual EmotionPrompt can boost the performance
of AI models while EmotionAttack can hinder it.
More importantly, EmotionDecode reveals that AI
models can comprehend emotional stimuli similar
to the dopamine mechanism in the human brain.
Our work heralds a novel avenue for exploring
psychology to enhance our understanding of gen-
erative AI models, thus boosting the research and
development of human-AI collaboration and miti-
gating potential risks.
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1 Introduction
Emotion is a multifaceted psychological and physiological
phenomenon that encompasses subjective feelings, physio-
logical responses, and behavioral expressions (Lewis et al.,
2010). Emotions manifest themselves through a confluence
of reflexes, perception, cognition, and behavior, all of which
are subject to modulation by a range of internal and exter-
nal determinants (Salovey et al., 2009; Russell, 2003). For
instance, in decision-making, emotions emerge as powerful,
ubiquitous, and consistent influencers that can swing from
beneficial to detrimental (Lerner et al., 2015). Studies also
underscore the importance of emotions in steering attention
(Öhman et al., 2001), academia (Pekrun et al., 2002), and
competitive sports (Lazarus, 2000).

The recently emerging large language and multi-modal mod-
els have shown remarkable performance in a wide spectrum
of tasks, such as semantic understanding, logical reason-
ing, and open-ended generation (Bubeck et al., 2023; Wang
et al., 2023b). As advanced AI models become more pre-
dominant in everyday life, ranging from communication and
education to economics, it is urgent to understand whether
they can perceive emotions well to enable better human-AI
collaboration. However, the extent to which these models
can comprehend emotion, a distinct human advantage, is
still largely unknown. However, examining the emotion of
AI models is essential to ensure their effective and ethical
integration into society. Neglecting this aspect risks cre-
ating AI systems that lack empathy and understanding in
human interactions, leading to potential miscommunications
and ethical challenges. Understanding models’ emotional
capabilities is crucial for developing more advanced and
empathetic AI systems and fostering trust and acceptance
in their real-world applications. Without this focus, we
risk missing out on the full potential of AI to enhance and
complement human experiences.

In this paper, we took the first step towards unveiling the
emotions in AI models by leveraging psychological theo-
ries. Specifically, we devised EmotionPrompt and Emo-
tionAttack, which are textual and visual emotional stimuli
that act as additional prompts for the models, as shown in
Figure 1(a). EmotionPrompt was grounded in psycholog-
ical frameworks, including self-monitoring (Ickes et al.,
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Figure 1. Overview of our research to unveil emotions in generative AI models. (a) We proposed EmotionPrompt and EmotionAttack to
increase and impair the performance of AI models, respectively. (b) EmotionDecode explained how emotional stimuli work in AI models.

2006), social cognitive theory (Fiske and Taylor, 1991;
Luszczynska and Schwarzer, 2015), and Maslow’s hierarchy
of needs (McLeod, 2007). These theories have been proven
to improve human task performance. In contrast, Emotion-
Attack draws inspiration from empirical studies to obtain
insight into emotionally related factors that demonstrate
how emotions can impede human problem solving, such
as negative life events (Dupéré et al., 2018) and emotional
arousal (Reisenzein, 1994; Curci et al., 2013). Furthermore,
we introduced EmotionDecode to illuminate the effective-
ness of emotional stimuli in AI models. As depicted in
Figure 1(b), EmotionDecode unravels the representation of
knowledge in AI models, interpreting the impact of emo-
tional stimuli through the lenses of neuroscience, computer
science, and psychology.

At the methodology level, we designed 21 textual Emo-
tionPrompt which can be directly appended to the original
prompts. Then, for visual EmotionPrompt, we collected 5
types of images containing different levels of needs from
the most basic to the highest-order needs. For each type,

we collected 5 different images serving as visual prompts
appended to the original text prompts. Similarly, we de-
signed 36 textual EmotionAttack containing texts acting
as attackers to AI models where we designed 4 types of
attacks, including sentence-level zero-shot, sentence-level
few-shot, word-level zero-shot, and word-level few-shot
attacks. For visual EmotionAttack, we created 6 types of
images of heightened emotional arousal levels that include:
“happiness”, “sadness”, “fear”, “disgust”, “anger”, and “sur-
prise”. Each type contains 5 different images that accom-
pany the original textual prompts in multi-modal models.
Note that all visual prompts have their mirror in the textual
prompts, but not vice versa. This is due to the fact that some
high-level texts cannot be visualized.

We conducted extensive experiments using open-source and
proprietary AI models on three types of representative eval-
uation tasks: semantic understanding, logical reasoning,
and open-ended generation. Specifically, we adopted 50
tasks from two popular datasets, including Instruction Induc-
tion (Honovich et al., 2022) and BIG-Bench-Hard (Suzgun
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et al., 2022) to evaluate semantic understanding and logi-
cal reasoning abilities, leading to 940, 200 evaluations. We
further conducted a human study with 106 participants to
evaluate 30 open-ended questions. These tasks lacked stan-
dard automated evaluation methods. Our evaluation results
show that EmotionPrompt can successfully improve the
performance of AI models in both semantic understanding
and logical reasoning tasks, while EmotionAttack can im-
pede performance. Regarding generation tasks, most of the
participants reported satisfied results in performance, truth-
fulness, and responsibility with EmotionPrompt compared
to the vanilla prompts. By decoding the mean embedding of
emotional prompts, we successfully triggered “dopamine”
inside AI models, which is analogous to dopamine in the
human brain that affects performance. Then, we visualized
the attention map of different emotional stimuli to observe
the effects on the attention weights.

To conclude, this paper makes the following contributions:

1. Theory-driven Method in Understanding the Emo-
tional aspect of Generative AI: We present Emotion-
Prompt and EmotionAttack grounded in psychological
theories to comprehensively assess the emotions of AI
models. Our study demonstrates that AI models can un-
derstand and be significantly influenced by integrating
emotional stimuli (i.e., various internal and external
factors that can evoke emotional responses).

2. Comprehensive Experiments with Automated Tests
and Human-subject Studies: Our research spans a
broad spectrum of experiments, including a variety
of tasks, evaluated using standard automated methods
and enriched with human studies. This dual approach
underscores the notable improvements in task perfor-
mance, truthfulness, and informativeness brought.

3. In-depth Analytical Insights: We conducted a de-
tailed analysis of the underlying principles of our ap-
proach via EmotionDecode. This exploration provides
valuable insights, contributing to both the fields of arti-
ficial intelligence and social sciences, and highlights
the broader implications of our findings.

2 Related Work
The intersection of emotion and generative AI models has
recently received increasing attention. There are mainly two
distinct lines of research. The first strand aims at evaluat-
ing their emotional intelligence. For example, Wang et al.
(2023b) designed a psychometric assessment designed to as-
sess the emotional intelligence of LLMs. Similarly, Huang
et al. (2023) introduced EmotionBench to assess LLMs’
empathy proficiency. Paech (2023) developed EQ-Bench to
evaluate various aspects of emotional intelligence. The sec-
ond avenue focuses on enhancing the emotional intelligence

of LLMs. Zhang et al. (2023) introduced DialogueLLM that
involves fine-tuning LLMs with contextual and emotional
knowledge to improve their emotion recognition capabilities.
In video games, Croissant et al. (2023) proposed a chain-of-
emotion architecture to simulate emotions inspired by psy-
chological appraisal research. There are efforts to integrate
emotional support into LLMs. Zheng et al. (2023) curated
a comprehensive emotional support dialogue dataset and
fine-tuned Llama to facilitate emotional assistance. Further-
more, Sun et al. (2023) focused on improving empathetic
response generation by segregating historical dialogues into
coherent and rational sentences, elucidating context through
a meticulously designed attention mechanism.

Different from the previous literatures, our work presents
the first thorough exploration of emotional stimuli in LLMs,
analyzes the impact of benign and malicious emotions on
models, and interprets the influence using theories from
psychology, computer science, and neuroscience.

3 Methods
In this section, we articulate the prompt design of Emo-
tionPrompt, EmotionAttack, and EmotionDecode and the
corresponding psychological theories. Note that each ele-
ment in EmotionPrompt and EmotionAttack is generated by
GPT-4 and then verified by human experts.

3.1 EmotionPrompt

As shown in Figure 6(a)(b), EmotionPrompt is inspired by
three classic psychological theories: self-monitoring (Ickes
et al., 2006), social cognitive theory (Fiske and Taylor, 1991;
Luszczynska and Schwarzer, 2015) and Maslow’s hierarchy
of need (McLeod, 2007). Briefly speaking, self-monitoring
refers to the process by which individuals regulate and con-
trol their behavior in response to social situations and the
reactions of others (Ickes et al., 2006). Social cognitive
theory is commonly used in psychology, education, and
communication, which states that learning can be closely
related to watching others in social settings (Bandura, 2013).
The key point is that individuals seek to develop a sense of
agency in exerting a large degree of control over important
events in their lives (Fiske and Taylor, 1991; Luszczynska
and Schwarzer, 2015; Bandura, 2013). Maslow’s Hierarchy
of Needs (McLeod, 2007), which presents a psychological
framework, categorizes human needs into a five-tier pyra-
mid. This theory posits that individuals are driven to satisfy
basic physiological requirements, followed by safety, social
belonging, esteem, and ultimately self-actualization, in a
hierarchical sequence. The fulfillment of needs is associ-
ated with the experience of positive emotions and a sense of
well-being, including feelings such as satisfaction, comfort,
and contentment (McLeod, 2007).
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Maslow’s hierarchy of need can be easily expressed as texts
and images for EmotionPrompt, while other theories are
implemented via textual prompts:

1. Self-monitoring was implemented in EP01∼EP05.

2. Social cognitive theory was implemented by apply-
ing self-efficacy in LLMs through social persuasion in
EP07∼EP11.

3. Maslow’s Hierarchy of Needs was implemented by devis-
ing texts (EP12∼EP21) and images. Starting from low-level
to high-level needs, we employed “Fortress”, “Money”,
“Sexy man”, “Sexy woman” and “Honor”. For each type
of image, a meticulous manual search yields five pic-
tures that effectively express the essence of the respective
needs. Consequently, we assemble a dataset comprising
25 images, each one of the five distinct needs categories.

3.2 EmotionAttack

As shown in Figure 6(c)(d), the textual EmotionAttack was
inspired by two classic psychological factors: negative life
events (Dupéré et al., 2018) and emotional arousal (Reisen-
zein, 1994; Curci et al., 2013). Negative life events en-
compass diverse occurrences in individuals’ daily lives, in-
ducing personal distress, discomfort, and various negative
emotions. These experiences, with the potential to cause
conditions such as depression, exert a profound impact on
the physical, mental, and developmental well-being of an
individual (Armstrong et al., 2011). Emotional arousal can
be described as the degree of subjective activation (experi-
enced as activation versus deactivation) that the observer
experiences when viewing a stimulus (Reisenzein, 1994).
However, elevated subjective arousal levels can result in de-
creased performance compared to lower arousal levels. This
is attributed to the fact that the available cognitive capacity
becomes constrained by the elevated arousal level, which
competes with tasks-relevant processes (Curci et al., 2013;
Zsidó, 2023).

1. Negative life events were implemented in EA01∼EA15,
exemplified by statements such as “Your friend

Bob is dead”, “The trust you once had is

now broken”, and “Every bridge you had has

been burned” to create hard feelings.

2. Heightened emotional arousal was implemented in
EA16∼EA22. We formulate 7 emotional contexts that
depict scenarios to achieve the elevated emotional
arousal level like “A baby is crying sadly” and
“A girl is humming dreamily”.

3. As for visual prompts, heightened emotional arousal
was implemented by creating 6 types of images, in-
cluding happiness, sadness, fear, disgust, anger and
surprise. To eliminate randomness, we create 5 images

for each type using DALL-E (OpenAI, 2023b)1 by
inputting the corresponding prompts to create images.

We also implement EmotionAttack as sentence-level and
word-level attacks, whose details are shown in Appendix G.

3.3 EmotionDecode

It is generally believed that large generative AI models are
trained on massive data that contain knowledge from text-
books and human conversations. With this context, there
is no “surprise” why they perform similarly to humans,
who can also be affected by emotions. Here, we propose
EmotionDecode, a computational explanation for Emotion-
Prompt and EmotionAttack leveraging theories and phenom-
ena from neuroscience, psychology, and computer science.

Our interpretation is inspired by the brain reward pathways
inside the human brain that are responsive to rewards. This
pathway is primarily related to the release of neurotransmit-
ters, notably dopamine, a fundamental chemical messenger
in the brain. Elevation of dopamine levels occurs when
reward is acquired and anticipated or when engaged in posi-
tive social interactions, subsequently binding to dopamine
receptors and inducing alterations in neuronal membrane
potential (Wise and Rompre, 1989). This also occurs in
psychology, where a multitude of studies revealed that en-
joyment of learning exhibits a positive correlation with aca-
demic performance (p = .27), while anger and boredom
manifest negative associations (p = −.35 and −.25, re-
spectively), as evidenced by (Camacho-Morles et al., 2021;
Meneghel et al., 2016; Campo et al., 2019).

Based on the above knowledge, we argue that there may
also be “reward area” and “punishment area” in LLMs. As
long as the prompt points to those areas, then they can
bring a positive or negative influence. Due to the excellent
performance of EmotionPrompt and EmotionAttack, we
think those areas exist in the semantic spaces that contain
EmotionPrompt and EmotionAttack, respectively.

As shown in Figure 1(b), we averaged the embedding of all
prompts in EmotionPrompt and EmotionAttack, and then de-
coded the mean embedding at different layers of the Llama2-
13b-Chat model to get the “meta” prompt, which is the repre-
sentative prompt from “reward area” and “punishment area”.
For instance, the meta prompt for EmotionPrompt is de-
coded as “llamadoagneVerprisefuncRORaggi...” at
layer 39 and “udesktopDirEAtjEAtionpoliticia...”
at layer 40, respectively. Those meta prompts can be directly
appended to the original prompt to boost the performance
of the original prompts.

1The images for EmotionAttack are generated by DALL-E
while those for EmotionPrompt are searched from a free website
https://unsplash.com/ since DALL-E cannot generate
unsafe images for EmotionPrompt such as “sexy woman”.
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Figure 2. The main results with standard erros of textual and visual EmotionPrompt and EmotionAttack on generative AI models. The
results above 0 are from EmotionPrompt and the results below 0 are from EmotionAttack.

4 Results

4.1 The benign and malignant effects of emotional
stimuli on AI models

Our main results are provided in Figure 2, where the evalua-
tion is conducted on Instruction Induction (Honovich et al.,
2022) and BIG-Bench-Hard (Suzgun et al., 2022) that repre-
sent a popular and diverse set of semantic understanding and
reasoning tasks. In total, we conducted 940, 200 evaluations.
Instruction Induction is designed to explore the ability of
models to infer an underlying task from a few demonstra-
tions, while BIG-Bench-Hard focuses on more challenging
tasks. Detailed task descriptions are provided in Appendix B.
Our human study evaluated 30 open-ended generation tasks
and collected feedback from performance, truthfulness, and
responsibility with more details in Appendix I. We adopted
several popular AI models, ranging from Llama2 (Suzgun
et al., 2022), ChatGPT (OpenAI, 2023a), GPT-4 (OpenAI,
2023c), to multi-modality models including GPT-4V (Ope-
nAI, 2023c), LLaVa-13b (Liu et al., 2023), BLIP2 (Li et al.,
2023), and CogVLM (Wang et al., 2023a).2 We reported
accuracy and normalized preferred metric3 as the evaluation
metrics for Instruction Induction and BBH, respectively.

Below are our key findings:

1. AI models understand and can be influenced by emo-
tional stimuli. EmotionPrompt and EmotionAttack
demonstrate consistent effectiveness in semantic under-
standing and reasoning. As shown in Figure 2, textual and

2For ChatGPT, we utilize gpt-3.5-turbo (0613) and set tem-
perature parameter to 0.7. For GPT-4 and Llama 2, we set the
temperature to 0.7. The remaining LLMs are evaluated using their
default settings. We did not use GPT-4Vision for image prompts
due to the API limit of OpenAI.

3Under this metric, a score of 100 corresponds to human ex-
perts, and 0 corresponds to random guessing. Note that a model
can achieve a score of less than 0 if it performs worse than random
guessing on a multiple choice task.

visual EmotionPrompt improve semantic understanding
performance by 13.88% and 16.79%, respectively, and
improve reasoning performance by 11.76% and 15.13%,
respectively. On the contrary, textual and visual Emotion-
Attack impair semantic understanding performance by
10.13% and 53.14%, respectively, and decrease reason-
ing performance by 12.30% and 37.53%, respectively.

2. As for generation tasks, EmotionPrompt demon-
strates consistent improvement in performance, truth-
fulness, and responsibility on most generative ques-
tions. As shown in Figure 1(a), EmotionPrompt improves
these metrics by 15%, 9% and 9%, respectively. This ver-
ifies that emotional stimuli can also work in generative
tasks. Detailed results are given in Appendices C and D.

3. EmotionPrompt and EmotionAttack consistently
demonstrate commendable efficacy on tasks varying
difficulty, as well as on diverse AI models. BIG-Bench-
Hard and Instruction Induction focus on tasks of differ-
ent difficulties separately. Remarkably, EmotionPrompt
and EmotionAttack excel in the evaluations across both
benchmarks. Furthermore, the same theories can work in
both textual and visual prompts, as shown in Appendix E.
Our further experiments show that the improvements are
greater when applied to in-context learning and prompt
engineering techniques, such as zero-shot CoT (Kojima
et al., 2022).

4. Multi-modal models are more sensitive to emotional
stimuli than language models. Our results show that
image prompts are more effective than textual prompts
(15.96% vs. 12.82% on EmotionPrompt and 45.34% vs.
11.22% on EmotionAttack). Meanwhile, image prompts
are more effective in impairing performance than textual
prompts, indicating there is more room for improvement
in multi-modal AI models.
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Figure 3. Results of EmotionDecode. Each column represents the layer of Llama2-13b, and each row denotes a task. The numbers in each
cell denote the performance of using the decoded meta prompts as emotional stimuli for EmotionPrompt and EmotionDecode. The lower
GPT-4 results are obtained by transferring the prompts from Llama to GPT-4. The color represents the performance of the stimulus on
various tasks in Llama-2 and GPT-4. Red means better performance, while blue means weaker performance.

4.2 EmotionDecode uncovers the effectiveness of
emotional stimuli on AI models

We get the representatives of the “reward area” and the “pun-
ishment area” on Llama-2-13b-Chat model, and evaluate
their performance as EmotionPrompt and EmotionAttack.
Do those meta prompts have transfer ability? We evaluated
those Llama-generated prompts in GPT-4. In contrast, we
also computed the results of several neutral stimuli (i.e., non-
emotional texts), which are shown in Table 4. The results
are shown in Figure 3.

We further interpret the attention distraction process in Ta-
ble 1 to show that EmotionPrompt and EmotionAttack suc-
cessfully influence the attention mechanism in AI models.

Our findings are as follows:

1. Generative AI models perceive emotional intelligence
through computation. Aligned with the mechanism of
emotional stimuli on humans, it is postulated that AI
models possess their own brain reward system analogous
to humans. This system is designed to receive rewards,
anticipate future rewards, engage in positive social inter-

actions, and trigger the release of “dopamine”. Then, it
extends to the computation of models, impacting param-
eters such as attention weight and layer output. On the
contrary, EmotionAttack could trigger the punishment
area of the models, leading to a decrease in performance.

2. Deeper layers of AI models tend to be the “dopamine”.
For EmotionPrompt, as the depth of the layer increases,
the performance of the mean vector improves. Remark-
ably, the last layer consistently achieved the highest
scores, suggesting that the reward area of AI models
is likely situated in deeper layers, predominantly in the
final layer. The results are the same for EmotionAttack.

3. Emotional stimuli can transfer across different mod-
els, eliciting improvement in performance. As shown
in Figure 2(b), the decoded “meta” prompts of the Llama
models can transfer to GPT-4 for better performance, un-
derscoring their transferability.

4.3 Influence factors

We first discuss the effectiveness of emotional stimuli in
different temperature settings, which may affect the results.
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Table 1. Attention visualization analysis of EmotionPrompt and EmotionAttack. Darker color means more weights.
Prompt EmotionPrompt

Original Determine whether a movie review is positive or negative.

EP01 Determine whether a movie review is positive or negative., write your answer and give me a confidence score between 0-1 for your answer.

EP02 Determine whether a movie review is positive or negative. This is very important to my career.

EP03 Determine whether a movie review is positive or negative. You’d better be sure.

EP06 Determine whether a movie review is positive or negative. Provide your answer and a confidence score between 0-1 for your prediction. Additionally, briefly explain the

main reasons supporting your classification decision to help me understand your thought process. This task is vital to my career, and I greatly value your thorough analysis.

EP08 Determine whether a movie review is positive or negative. Embrace challenges as opportunities for growth. Each obstacle you overcome brings you closer to success.

EP09 Determine whether a movie review is positive or negative. Stay focused and dedicated to your goals. Your consistent efforts will lead to outstanding achievements.

Prompt EmotionAttack

Original Sum the two given numbers

EA01 A child is laughing joyfully, sum the two given numbers

EA02 A musician is playing passionately, sum the two given numbers

EA04 The little boy offered his ice cream to the homeless man, showing that generosity isn’t measured by wealth but by the heart, sum the two given numbers

EA05 Instead of setting, the sun split into two, casting dual shadows., sum the two given numbers

EA06 Your friend Bob is sick, sum the two given numbers

EA11 Your most treasured possession has been stolen, sum the two given numbers
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Figure 4. (a) Ablation studies on temperature for EmotionPrompt. (b) Best stimuli for EmotionPrompt and EmotionAttack. The color of
each bar serves as an indicator of the performance achieved by the corresponding stimuli. Red means better performance, while blue
means weaker performance.

We conducted an experiment on 8 tasks from Instruction
Induction in 5 temperature settings on 3 AI models. Fig-
ure 8(a) showed the results. We observed that when the
temperature increases, the relative gain becomes larger. This
observation suggests that EmotionPrompt exhibits increased
effectiveness in high temperature settings. Moreover, we
also observed that EmotionPrompt can reduce the tempera-
ture sensitivity. This suggests that EmotionPrompt can act
as a potential prompt engineering technique to enhance the
robustness of AI models.

Then, a natural question is which emotional stimulus is more
effective since we have adopted multiple sentences. We per-
form a segregated examination to discern the efficacy of
various emotional stimuli in these two benchmarks. We first
averaged performance on every task, leveraging 3 models
for each emotional stimuli. Subsequently, the performance

is averaged across all models. Figure 8(b) delineates the per-
formance of all emotional stimuli for EmotionPrompt and
EmotionAttack, separately. We observed that distinct tasks
necessitate varied emotional stimuli for optimal effective-
ness. For example, in textual EmotionPrompt, EP02 emerges
as the predominant stimulus in Instruction Induction, while
performing poorly in BIG-Bench-Hard. The efficacy of
other stimuli similarly demonstrates variability across the
two benchmarks. Moreover, some stimuli generally per-
form better on various datasets and models. For example,
in visual EmotionPrompt, “Money” performs well in both
Instruction Induction and BIG-Bench-Hard. This suggests
that individual stimuli could activate the inherent capabil-
ities of AI models, aligning more effectively with specific
tasks. Overall, these experiments highlighted the potential
of EmotionPrompt as an enhancement tool to improve the
performance of AI models.
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Figure 5. (a) Comparison of textual and visual prompts from the
same psychological theory. (b) Results of human study on perfor-
mance, truthfulness and responsibility.

4.4 Comparison of textual and visual prompts

Do diverse expressions of a prompt, such as textual and
visual formats, yield different impacts? Note that our inves-
tigation involves two theories that apply to both visual and
textual prompts: the Maslow’s Hierarchy of Needs for Emo-
tionPrompt and the heightened emotional arousal for Emo-
tionAttack. In this section, we compare the performance
of the prompts in the two forms. The results in Figure 5(a)
demonstrated that even in the same theory, textual and vi-
sual prompts generate different results. Specifically, for
EmotionPrompt, textual prompts are more effective than the
visual version; however, the results are opposite for Emo-
tionAttack. The reason could be that large language models,
such as GPT-4, are well trained in texts, thus exhibiting a
better understanding of textual prompts. On the other hand,
existing multi-modal models are commonly believed not
to be as strong as LLMs, therefore they are more prone to
especially visual attack. In the future, there is more room to
improve the robustness of multi-modal language models.

4.5 The combined effect of textual and visual
EmotionPrompt

We delved into the synergistic impact of integrating textual
and visual elements in EmotionPrompt and EmotionAttack.
Table 2 outlines the findings from applying combined Emo-
tionPrompts on GPT-4V. It reveals that while the combined
EmotionPrompt does not consistently surpass the effective-
ness of visual prompts alone, it does exceed the original
baseline in certain scenarios. This phenomenon observed
in LLMs mirrors human behavior, where the interplay be-
tween emotions and cognitive tasks is nuanced by the mod-
ulation of motivational intensity. (Wang et al., 2013; Liu
and Wang, 2014) In other words, the impact of emotions
on tasks varies under different levels of motivation. This
exploration underscores the complex relationship between
emotional cues and cognitive functioning, both in humans
and large language models. Table 3 presented below cap-
tures the outcomes of integrating textual and visual cues in
EmotionAttack targeting GPT-4V. According to the data,

the performance of combined EmotionAttack aligns closely
with that of visual-only EmotionAttack. This observation
holds true for EmotionPrompt as well.

4.6 Human study and case analysis

In this section, we explain more results of our human study
and case analysis. First, our human study complements the
deterministic benchmarks, and we hired 106 participants
to manually evaluate the responses from vanilla prompts
and EmotionPrompt on three distinct metrics: performance,
truthfulness and responsibility.4 As shown in Figure 5(b),
we computed the relative gain (the results of EmotionPrompt
minus the results of vanilla prompts) for each generative
task. The results indicated that in most generative tasks,
EmotionPrompt can significantly improve the performance,
truthfulness, and responsibility of GPT-4, implying its effec-
tiveness as a general prompt engineering technique.

Finally, we present selected cases in Tables 21 to 25 to
discuss the effectiveness of EmotionPrompt. As depicted
in Figure 5(b), EmotionPrompt reveals minor shortcom-
ings in only two instances; however, it exhibits substantial
improvements in over half of the scenarios evaluated, en-
compassing diverse domains sourced from three distinct
origins. Notably, EmotionPrompt showcases an enhanced
capacity to generate ethically responsible responses, effec-
tively stimulating the creative faculties and the overarching
cognizance of language models. Responses prompted by
EmotionPrompt are distinguished by enriched supporting
evidence and superior linguistic articulation. However, it is
essential to acknowledge that EmotionPrompt also exhibits
certain limitations.

4.7 More discussions

We also discuss the effect of excessive happiness and spe-
cific negative emotions on LLMs in Appendix J.1. Results
show that an abundance of happiness can lead to a decrease
in LLM performance, while specific negative emotions bring
positive effects. To explore the effect of arousal levels, we
rank the 7 EmotionAttack prompts on heightened emotional
arousal and analysis their performance in Appendix J.2.
There is not a clear correlation between the arousal level
and task performance. We present more details and explana-
tions on EmotionDecode in Appendix J.3, such as “reward
area”, “punishment area” and the “dopamine” mechanism
in LLMs.

5 Conclusion and Discussion
In this paper, we took the first step to explore the benign
and malignant effects of emotions on generative AI models.

4The details are presented in Appendix I.

8



The Good, The Bad, and Why: Unveiling Emotions in Generative AI

Table 2. The table outlines the findings from applying combined EmotionPrompts on GPT-4V.

common_concept informal_to_formal word_in_context negation sentence_similarity avg

Origin 0.10 0.49 0.59 0.76 0.44 0.48
+VisualPrompt 0.18 0.59 0.66 0.79 0.56 0.56

+VisualPrompt +EP02 0.04 0.48 0.65 0.59 0.53 0.46
+VisualPrompt +EP09 0.03 0.45 0.63 0.61 0.54 0.45
+VisualPrompt +EP10 0.04 0.44 0.61 0.61 0.55 0.45

Table 3. The table presented below captures the outcomes of integrating textual and visual cues in EmotionAttack targeting GPT-4V.
common_concept informal_to_formal word_in_context num_to_verbal negation active_to_passive avg

Origin 0.19 0.62 0.66 1.00 0.80 1.00 0.71
+VisualAttack 0.01 0.27 0.38 0.05 0.49 0.58 0.30

+VisualAttack +EA02 0.02 0.16 0.39 0.29 0.23 0.79 0.31
+VisualAttack +EA05 0.02 0.14 0.41 0.47 0.29 0.81 0.36
+VisualAttack +EA09 0.01 0.06 0.45 0.33 0.23 0.81 0.32

Leveraging psychology theories and phenomena, we de-
vised EmotionPrompt and EmotionAttack. EmotionPrompt,
acting as prompt engineering, takes full advantage of the pos-
itive effects of emotions and enhances AI models effectively.
EmotionAttack makes the best of the negative effects of
emotions and becomes a strong attacker for AI models. We
then proposed EmotionDecode to find the rationale behind
such an effect. Specifically, we found that the reward area in
AI models corresponds to the brain reward pathway in the
human brain, and the stimuli in this area can also enhance
AI models. Similarly, we identified the punishment area for
EmotionAttack, and prove the effectiveness of stimuli in
this area. Our work successfully leveraged psychological
theories to understand the behaviors of AI models and could
inspire future research on bridging psychology to AI.

Our study unveiled the secret of emotions from AI models.
On the one hand, our findings can help model providers bet-
ter understand their models, thus facilitating data cleaning,
model training, and deployment. As human-AI interaction
becomes more prevalent, our findings can help researchers
and practitioners design better user interfaces to facilitate
collaborative work. On the other hand, EmotionAttack in-
spires model training to explicitly or implicitly mitigate
such an effect via possible means. Our study further indi-
cates that multi-modal language models are more prone to
emotional attacks than large language models. This is antici-
pated since there are more research efforts on large language
models. Therefore, our study encourages researchers and
practitioners to contribute more to improve the robustness
of multi-modal AI models.

This work has several limitations. First of all, AI models
are capable of many different tasks, and we cannot evaluate
them all due to the computational resources and API budget
limitations. Hence, there is no guarantee that advanced AI
models can be improved or impaired by emotional stimuli

on other tasks. Second, EmotionDecode was invented by
simulating the reward system in the human brain, which is
only one possible explanation. A deeper understanding is
needed for future work. Finally, while GPT-4 is the most
capable AI model to date, its openness and reproducibility
cannot be guaranteed. To this end, we anticipate that more
interpretations may arise in the future.

Impact Statement
While we tried to reveal the emotions in generative AI mod-
els, it is important to understand that AI models do not
have emotions themselves, but are a reflection of what they
learned from the training data. Therefore, this study aimed
to provide a better understanding of these models and how to
interact with them better. The human study was conducted
following local laws and regulations. Visual prompts gener-
ated by AI are reviewed by human experts to make sure that
they do not contain harmful or irresponsible content.

From a broader perspective, by integrating emotional di-
mensions into AI responses, our research opens avenues
for more nuanced and human-like interactions between AI
and users. Our EmotionPrompt can further boost existing
prompt engineering techniques that are widely adopted in
today’s AI research and applications. This could improve
user experience in fields such as customer service, men-
tal health, and personalized content creation. Additionally,
understanding AI’s emotional responses can lead to more
ethical and responsible AI development, ensuring that AI
systems are more aligned with human values and emotional
intelligence.
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A Details of the prompts
The prompts we used for EmotionPrompt and EmotionAttack are shown in Figure 6.

Table 4. The table show 5 neutral stimulus.
Stimuli

Neu1 The newly developed product has passed a series of quality tests and is about to be released for sale.
Neu2 The school library has extended its opening hours to meet the students’ learning needs.
Neu3 The government announced measures to improve urban air quality and reduce environmental pollution.
Neu4 This encyclopedia provides extensive and accurate information suitable for readers of all ages.

Neu5
The company plans to implement an upgrade project for campus infrastructure next year to enhance the
quality of the learning environment.

B Experimental Tasks
Tables 5 and 6 show our experimental tasks.

C Detailed Results on EmotionPrompt

C.1 Performance

Table 7 shows the results on EmotionPrompt.
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Negative

 life 

events

Heightened 

emotional 

arousal

➢ EA16: A baby is crying sadly.

➢ EA17: A child is laughing joyfully.

➢ EA18: A dog is barking angrily.

➢ EA19: A cat is purring contentedly.

➢ EA20: A bird is singing cheerfully.

➢ EA21: A girl is humming dreamily.

➢ EA22: A musician is playing passionately.

➢ EA01: Your friend Bob is sick.

➢ EA02: Your friend Bob is dead.

➢ EA03: Your career is completely ruined.

➢ EA04: You are now isolated and without help.

➢ EA05: Your life is in a mess.

➢ EA06: Your sister Alice has gone missing.

➢ EA07: Your family home was consumed in a fire.

➢ EA08: Your dreams have been shattered into pieces.

➢ EA09: You're surrounded by walls with no exit in sight.

➢ EA10: The trust you once had is now broken.

➢ EA11: Your childhood memories were sold in a yard sale.

➢ EA12: You're treading water in an endless ocean of despair.

➢ EA13: The safety net you relied upon has vanished.

➢ EA14: Your most treasured possession has been stolen.

➢ EA15: Every bridge you had has been burned.

(c) Textual EmotionAttack (d) Visual EmotionAttack

Sadness Fear

Disgust Anger Surprise

Happiness

Heightened emotional arousal

Self-

monitoring

Social

cognitive

theory

➢ EP07: Are you sure that's your final answer? Believe in your 
abilities and strive for excellence. Your hard work will yield 

remarkable results.

➢ EP08: Embrace challenges as opportunities for growth. Each obstacle 
you overcome brings you closer to success.

➢ EP09: Stay focused and dedicated to your goals. Your consistent 
efforts will lead to outstanding achievements.

➢ EP10: Take pride in your work and give it your best. Your commitment 
to excellence sets you apart.

➢ EP11: Remember that progress is made one step at a time. Stay 
determined and keep moving forward.

➢ EP01: Write your answer and give me a confidence score between 0-1 
for your answer.

➢ EP02: This is very important to my career.
➢ EP03: You'd better be sure.
➢ EP04: Are you sure?
➢ EP05: Are you sure that's your final answer? It might be worth 

taking another look.

➢ EP06: Write your answer and give me a confidence score between 0-1 

for your answer. This is very important to my career. You'd better 

be sure.

(a) Textual EmotionPrompt (b) Visual EmotionPrompt

Sexy man

Sexy woman Money

Fortress

Honor

Maslow’s hierarchy of need

➢ EP12: You have millions of money.

➢ EP13: You meet a sexy woman.

➢ EP14: You meet a sexy man.

➢ EP15: Everyone speak highly of you.

➢ EP16: You're safe.

Maslow's 

hierarchy 

of need

➢ EP17: You have a lot of money.

➢ EP18: You meet a confidence and charming woman.

➢ EP19: You meet a confidence and charming man.

➢ EP20: Your boss praise you.

➢ EP21: I will always support you.

Figure 6. The details of EmotionPrompt and EmotionAttack with corresponding psychological theories. In (a) and (c), we directly
appended the emotional stimuli to the original prompts. In (b) and (d), we created different images of the same semantics and then fed the
images as the visual prompts to multi-modal models.

13



The Good, The Bad, and Why: Unveiling Emotions in Generative AI

Table 5. Detailed description of 24 instruction induction tasks proposed in (Honovich et al., 2022).
Category Task Original Prompt Demonstration

Spelling

First Letter
(100 samples) Extract the first letter of the input word. cat → c

Second Letter
(100 samples) Extract the second letter of the input word. cat → a

List Letters
(100 samples) Break the input word into letters, separated by

spaces.

cat → c a t

Starting With
(100 samples) Extract the words starting with a given letter

from the input sentence.

The man whose car I hit last week
sued me. [m] → man, me

Morphosyntax
Pluralization

(100 samples) Convert the input word to its plural form. cat → cats

Passivization
(100 samples) Write the input sentence in passive form. The artist introduced the scientist.

→ The scientist was introduced by
the artist.

Syntax
Negation

(100 samples) Negate the input sentence. Time is finite → Time is not finite.

Lexical
Semantics

Antonyms
(100 samples) Write a word that means the opposite of the

input word.

won → lost

Synonyms
(100 samples) Write a word with a similar meaning to the

input word.

alleged → supposed

Membership
(100 samples) Write all the animals that appear in the given

list.

cat, helicopter, cook, whale, frog,
lion → frog, cat, lion, whale

Phonetics
Rhymes

(100 samples) Write a word that rhymes with the input word. sing → ring

Knowledge
Larger Animal
(100 samples) Write the larger of the two given animals. koala, snail → koala

Semantics
Cause Selection

(25 samples) Find which of the two given cause and effect

sentences is the cause.

Sentence 1: The soda went flat. Sen-
tence 2: The bottle was left open. →
The bottle was left open.

Common
Concept

(16 samples)
Find a common characteristic for the given

objects.

guitars, pendulums, neutrinos → in-
volve oscillations.

Style
Formality

(15 samples) Rephrase the sentence in formal language. Please call once you get there →
Please call upon your arrival.

Numerical

Sum
(100 samples) Sum the two given numbers. 22 10 → 32

Difference
(100 samples) Subtract the second number from the first. 32 22 → 10

Number to Word
(100 samples) Write the number in English words. 26 → twenty-six

Multilingual
Translation

(100 samples) Translate the word into German / Spanish /

French.

game → juego

GLUE

Sentiment
Analysis

(100 samples)
Determine whether a movie review is positive or

negative.

The film is small in scope, yet per-
fectly formed. → positive

Sentence
Similarity

(100 samples)
Rate the semantic similarity of two input

sentences on a scale of 0 - definitely not to 5

- perfectly.

Sentence 1: A man is smoking. Sen-
tence 2: A man is skating. → 0 -
definitely not

Word in Context
(100 samples) Determine whether an input word has the same

meaning in the two input sentences.

Sentence 1: Approach a task. Sen-
tence 2: To approach the city. Word:
approach → not the same
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Table 6. Detailed description of BIG-Bench Instruction Induction (BBII), a clean and tractable subset of 21 tasks (Zhou et al., 2023)
Name Description Keywords

causal judgment
(100 samples) Answer questions about causal attribution causal reasoning, common sense, multiple choice,

reading comprehension, social reasoning

disambiguation qa
(100 samples) Clarify the meaning of sentences with ambiguous

pronouns
common sense, gender bias, many-shot, multiple
choice

dyck languages
(100 samples) Correctly close a Dyck-n word algebra, arithmetic, logical reasoning, multiple

choice

epistemic reasoning
(100 samples) Determine whether one sentence entails the next common sense, logical reasoning, multiple choice,

social reasoning, theory of mind

gender inclusive
sentences german

(100 samples)
Given a German language sentence that does not
use gender-inclusive forms, transform it to gender-
inclusive forms

free response, grammar, inclusion, nonEnglish,
paraphrase

implicatures
(100 samples) Predict whether Speaker 2’s answer to Speaker 1

counts as a yes or as a no
contextual question-answering, multiple choice,
reading comprehension, social reasoning, theory
of mind

linguistics puzzles
(100 samples) Solve Rosetta Stone-style linguistics puzzles free response, human-like behavior, linguistics,

logical reasoning, reading comprehension

logical fallacy detection
(100 samples) Detect informal and formal logical fallacies logical reasoning, multiple choice

movie recommendation
(100 samples) Recommend movies similar to the given list of

movies
emotional intelligence, multiple choice

navigate
(100 samples) Given a series of navigation instructions, determine

whether one would end up back at the starting point
arithmetic, logical reasoning, mathematics, multi-
ple choice

object counting
(100 samples) Questions that involve enumerating objects of dif-

ferent types and asking the model to count them
free response, logical reasoning

operators
(100 samples) Given a mathematical operator definition in natural

language, apply it
free response, mathematics, numerical response

presuppositions as nli
(100 samples) Determine whether the first sentence entails or con-

tradicts the second
common sense, logical reasoning, multiple choice

question selection
(100 samples) Given a short answer along with its context, select

the most appropriate question which to the given
short answer

multiple choice, paraphrase, reading comprehen-
sion, summarization

ruin names
(100 samples) Select the humorous edit that ’ruins’ the input

movie or musical artist name
emotional understanding, multiple choice

snarks
(100 samples) Determine which of two sentences is sarcastic emotional understanding, humor, multiple choice

sports understanding
(100 samples) Determine whether an artificially constructed sen-

tence relating to sports is plausible or implausible
common sense, context-free question answering,
domain specific, multiple choice

tense
(100 samples) Modify the tense of a given sentence free response, paraphrase, syntax

winowhy
(100 samples) Evaluate the reasoning in answering Winograd

Schema Challenge questions
causal reasoning, common sense, multiple choice,
social reasoning

word sorting
(100 samples) Sort a list of words algorithms, free response

word unscrambling
(100 samples) Unscramble the given letters to form an English

word
free response, implicit reasoning, tokenization
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Table 7. Results on EmotionPrompt. The best and second best results are in bold and underline.
Model Llama 2 ChatGPT GPT-4 Avg

Setting Instruction Induction (Zero-shot)

Original 0.3409 0.7581 0.7858 0.6283
Original+Zero-shot-CoT 0.3753 0.7636 0.5773 0.5721

Original+Ours (avg) 0.3778 0.7826 0.8018 0.6541
Original+Ours (max) 0.4070 0.8068 0.8178 0.6772

Setting Instruction Induction (Few-shot)

Original 0.0590 0.7750 0.8235 0.5525
Original+Zero-shot-CoT 0.0769 0.7887 0.7003 0.5220

Original+Ours (avg) 0.0922 0.7934 0.8447 0.5768
Original+Ours (max) 0.1026 0.8105 0.8660 0.5930

Setting Big-Bench (Zero-shot)

Original 1.3332 18.0068 17.4984 12.28
Original+Zero-shot-CoT 1.9575 18.448 21.6865 14.03

Original+Ours (avg) 2.8094 20.9779 19.7243 14.50
Original+Ours (max) 3.4200 21.8116 22.8790 16.04

Table 8. Results on EmotionAttack in zero-shot learning.

Model Setting
Task

wc ss negation cs ta oc snarks qs dq pn sum sw

Sentence-level

ChatGPT origin 0.61 0.38 0.82 0.4 0.31 59 52 14.96 -6.1 26.5 1 1
emotion 0.45 0.24 0.65 0.19 0 45 36 4.49 -6.1 7 0.56 0.79

GPT-4 origin 0.66 0.37 0.8 0.75 0.99 72 66 13.65 7.35 37 1 1
emotion 0.59 0.27 0.69 0.46 0.99 52 54 9.72 -9.09 26.5 0.16 1

Llama 2 origin 0.46 0.64 0.01 0 0 20 -14 80.37 -4.61 26.5 1 0.06
emotion 0.41 0.59 0 0 0 6 -14 80.37 -6.1 23.5 0.96 0.03

Setting Word-level

ChatGPT origin 0.51 0.37 0.81 0.96 0.98 59 48 6.27 -4.61 17.5 / /
emotion 0.49 0.28 0.72 0.76 0.85 61 24 23.06 -7.6 19 / /

GPT-4 origin 0.74 0.34 0.81 1 1 70 62 11.03 5.85 38.5 / /
emotion 0.6 0.31 0.68 0.84 0.86 66 54 15.37 -18.06 32.5 / /

Llama 2 origin 0.57 0.26 0.45 0.76 0.06 20 -10 80.37 -4.61 25 / /
emotion 0.37 0.14 0.09 0.32 0.01 15 -14 93.59 -4.61 25 / /

D Detailed Results on EmotionAttack

D.1 Results on textual prompts

We evaluate the efficacy of textual EmotionAttack in both zero-shot and few-shot learning settings across three distinct
LLMs: Llama2 (Touvron et al., 2023), ChatGPT (OpenAI, 2023a), and GPT-4 (OpenAI, 2023c). In zero-shot learning,
the assessment involves sentence-level attacks conducted on seven tasks sourced from Instruction Induction (Honovich
et al., 2022) and five tasks from BIG-Bench-Hard (Suzgun et al., 2022). The chosen tasks exhibit varying degrees of
difficulty and encompass diverse perspectives, including math problem-solving, semantic comprehension, logical reasoning,
and causal inference. Additionally, word-level attacks in zero-shot learning are performed on five tasks from Instruction
Induction (Honovich et al., 2022) and an additional five tasks from BIG-Bench-Hard (Suzgun et al., 2022). It is noteworthy
that tasks such as “sum" and “orthography starts with" are excluded from these experiments due to the absence of human
entities in the “sum" task input and the inappropriateness of the approach for “orthography starts with", which requires
outputting words commencing with a specific character, potentially altering the ground-truth of the task. In the realm of few-
shot learning, we conduct sentence-level attacks on five tasks sourced from Instruction Induction (Honovich et al., 2022) and
an additional five tasks from BIG-Bench-Hard (Suzgun et al., 2022). The selection criteria ensure that the tasks necessitate
the construction of comprehensive demonstrations incorporating emotional context, with either the input or output of the
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Table 9. Results on sentence-level EmotionAttack in few-shot learning.

Model Task Avgsw ss neg cs sent oc snarks wu dq pn

ChatGPT zero-shot(no attack) 0.46 0.35 0.81 0.92 0.89 59 48 99 -6.1 14.5 21.78
few-shot(no attack) 0.51 0.38 0.89 0.88 0.91 57 10 99 -4.61 19 18.40
few-shot(attacked) 0.34 0.24 0.85 0.64 0.87 47 -10 97 -6.1 19 14.98

GPT-4 zero-shot(no attack) 0.86 0.32 0.82 1 0.93 70 62 99 8.84 34 27.78
few-shot(no attack) 0.89 0.37 0.86 1 0.94 65 66 99 -4.61 55 28.45
few-shot(attacked) 0.88 0.19 0.8 0.96 0.94 56 54 98 -4.61 31 23.82

Llama 2 zero-shot(no attack) 0.12 0.26 0.44 0.6 0.75 19 -12 16 -3.11 26.5 4.86
few-shot(no attack) 0.01 0.22 0 0 0.55 26 -14 8 -4.61 25 4.12
few-shot(attacked) 0 0.1 0 0 0.5 15 -14 7 -4.61 23.5 2.75

Table 10. Results on word-level EmotionAttack in few-shot learning.

Model Task Avgss neg cs wc ta oc snarks qs dq pn

ChatGPT
zero-shot(no attack) 0.37 0.81 0.96 0.51 0.98 59 48 16.27 -6.1 16 13.68
few-shot(no attack) 0.38 0.88 0.92 0.59 0.65 57 10 29.35 -4.61 19 11.42
few-shot(attacked) 0.22 0.84 0.68 0.33 0.65 41 8 9.72 -4.61 8.5 6.53

GPT-4
zero-shot(no attack) 0.35 0.82 1 0.73 1 70 64 11.03 8.84 35.5 19.33
few-shot(no attack) 0.37 0.86 1 0.72 1 63 66 29.35 -4.61 49 20.67
few-shot(attacked) 0.19 0.82 1 0.65 1 60 46 13.65 -4.61 46 16.47

Llama 2
zero-shot(no attack) 0.27 0.43 0.72 0.59 0.04 19 -12 80.37 -3.11 26.5 11.28
few-shot(no attack) 0.22 0 0 0.53 0 25 -14 79.07 -4.61 25 11.12
few-shot(attacked) 0.1 0 0 0.45 0 17 -14 80.37 -4.61 25 10.43

tasks comprising at least one complete sentence. For word-level attacks in few-shot learning, experiments are conducted on
five tasks from Instruction Induction (Honovich et al., 2022) and an additional five tasks from BIG-Bench-Hard (Suzgun
et al., 2022). Similar to the zero-shot learning phase, tasks such as “sum" and “orthography starts with" are excluded from
this subset of experiments.

Baselines. In the evaluation of sentence-level and word-level attacks within the zero-shot learning, we undertake a
comparative examination between our proposed EmotionAttack and the inherent zero-shot prompts as delineated in
Instruction Induction (Honovich et al., 2022) and BIG-Bench-Hard (Suzgun et al., 2022), crafted by human experts. As for
sentence-level and word-level attacks within the few-shot learning, we benchmark our EmotionAttack against two baseline
methods. The initial baseline comprises the original zero-shot prompts, while the second baseline involves one-shot prompts,
encompassing both instruction and a demonstration.

Tables 8 to 10 show our experimental results, separately. Our findings are:

1. Introduction of emotional contexts in chat history bring deterioration of LLMs’ performance The incorporation
of emotional contexts into the chat history emerges as a notable detriment to the performance of LLMs, as evidenced
in Table 8. Across various tasks, there is a pronounced decrement in performance observed across the three LLMs,
impacting not only semantic understanding but also logical reasoning. For instance, the task “sentence similarity"
exhibits a substantial decline of 14% on ChatGPT, 10% on GPT-4, and 5% on Llama2.

2. Introduction of emotional adjectives in Input induce diminution of LLMs’ performance The inclusion of emotional
adjectives within the input substantially undermines the performance of LLMs, as illustrated in Table 8. Notably, the
task “cause selection" experiences a notable decline of 20% on ChatGPT, 16% on GPT-4, and a substantial 44% on
Llama2.

3. Potency of emotional demonstrations can be a formidable attack on LLMs, contrary to the conventional
assumption that In-Context Learning can bring improvement on performance. Contrary to the prevailing
belief in the potential performance enhancement associated with in-context learning, the introduction of emotional
demonstrations emerges as a formidable form of attack on LLMs, as evidenced in Table 9. The results indicate
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Table 11. Results on visual EmotionAttack
Dataset Instruction Induction BIG-Bench

LLaVa-13b BLIP2 CogVLM LLaVa-13b BLIP2 CogVLM

Vanilla 0.71 0.23 0.53 20.92 13.93 14.31
Happiness 0.48 0.08 0.07 10.49 8.39 3.95
Surprise 0.48 0.08 0.07 9.73 3.51 2.45
Disgust 0.48 0.08 0.07 8.87 6.29 5.65
Sadness 0.48 0.08 0.07 9.43 7.41 0.93
Anger 0.48 0.08 0.07 10.02 3.65 1.83
Fear 0.48 0.08 0.07 12.02 6.05 2.62

that, in general, most tasks exhibit superior performance in the few-shot(no attack) setting when compared to the
zero-shot setting, underscoring the efficacy of in-context learning. However, counterintuitively, performances in the
few-shot(attacked) setting across a majority of tasks are notably inferior when juxtaposed with the other two settings,
notwithstanding the provision of accurate and pertinent information through these emotional demonstrations.

4. Impairment of LLMs’ performance can be induced by the introduction of emotional adjectives in demonstrations.
The integration of emotional adjectives within demonstrations exerts a diminishing effect on the performance of LLMs,
as evident in Table 10. Specifically, the task “object counting" experiences a reduction from 57 to 47 on ChatGPT,
from 65 to 56 on GPT-4, and notably from 26 to 15 on Llama2.

D.2 Results on visual attack

We evaluate the efficacy of EmotionAttack across four distinct models: LLaVa-13b (Liu et al., 2023), blip2-opt (Li et al.,
2023), blip2-t5 (Li et al., 2023), and CogVLM (Wang et al., 2023a). Our experimentation encompasses a set of 16 tasks
from Instruction Induction (Honovich et al., 2022) and an additional 11 tasks sourced from BIG-Bench-Hard (Suzgun
et al., 2022). These tasks are deliberately diverse, varying in difficulty and perspective, covering domains such as math
problem-solving, semantic comprehension, logical reasoning, and casual inference.

Baselines To benchmark the performance of our vision attack method, we juxtapose it against the original prompt setting.
Given that certain AI models necessitate image inputs, we employ a small black picture accompanied by the original prompt
as a baseline for these specific models.

The outcomes of our experiments across four distinct language models(LMs) on 27 tasks are presented in Table 11. The
numerical values depict the averages across the 27 tasks for each specific model within its designated setting. The key
findings are outlined below:

1. Substantial performance declines are across most tasks. Evident in our results are marked reductions in performance
across nearly all tasks. Notably, the introduction of the “Surprise" emotion induces an average 25% decline on
LLaVa-13b, an average 11% decrease on blip2-opt, an average 6% reduction on blip2-t5, and a substantial average
decrease of 45% on CogVLM.

2. Optimal “emotional pictures" are distinct for varied models and tasks. The identification of the optimal “emotional
picture" varies across different models and tasks. As illustrated in Table 11, the most detrimental impact on performance
consistently emanates from distinct “emotional pictures" for each model.

E Theories for EmotionPrompt and EmotionAttack can be shared across modalities
We devise textual EmotionPrompt inspired by three psychology theories and phenomena, and visual EmotionPrompt
leveraging Maslow’s hierarchy of needs (McLeod, 2007). And that raise a question: are those theories efficient across
modalities? We explore this question by translating the information in visual EmotionPrompt to texts and verifying their
performance. Table 12 shows our results on ChatGPT and GPT-4. Similarly, we translate textual EmotionAttack into image
and experiment on their effectiveness as visual EmotionAttack. Results on LLaVa are shown in Table 13. The above results
prove that theories for EmotionPrompt and EmotionAttack can be shared across modalities.
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Table 12. We translate visual EmotionPrompt into texts and verify their performance on ChatGPT and GPT-4.
Model ChatGPT GPT-4

Task senti ss la sw wc senti ss la sw wc

Vanilla 0.87 0.36 0.92 0.41 0.53 0.91 0.32 0.91 0.84 0.7
Money 0.89 0.39 0.95 0.46 0.55 0.92 0.35 0.91 0.82 0.71
Woman 0.9 0.42 0.93 0.45 0.56 0.93 0.34 0.9 0.8 0.72
Man 0.89 0.42 0.95 0.47 0.58 0.93 0.32 0.9 0.79 0.7
Honor 0.92 0.42 0.95 0.43 0.56 0.94 0.36 0.9 0.81 0.71
Fortress 0.92 0.43 0.93 0.46 0.57 0.93 0.35 0.91 0.89 0.73

Table 13. We translate textual EmotionAttack into image and verify their performance on LLaVa.
Task sentiment sentence_similar larger_animal starts_with word_in_context sum first_word_letter

Vanilla 0.43 0.17 0.86 0.03 0.58 0.94 0.97
CL_1 0.73 0.12 0.78 0.07 0.47 0.83 0.06
CL_2 0.71 0.1 0.66 0.07 0.52 0.83 0.06
EC_1 0.68 0.1 0.65 0.08 0.45 0.82 0.06
EC_2 0.51 0.1 0.62 0.08 0.47 0.83 0.06
OR_1 0.56 0.11 0.68 0.09 0.48 0.83 0.06
OR_2 0.68 0.1 0.15 0.06 0.42 0.78 0.06
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Figure 7. Results of EmotionDecode on visual EmotionPrompt and EmotionAttack. The color represents the performance of stimulus on
diverse tasks across LLaVa. Red means better performance, while blue means weaker performance.

F More results on EmotionDecode
We get the mean vector for each type of images in visual EmotionPrompt and visual EmotionAttack, and explore their
performance on LLaVa. Figure 7 shows the results.

G Detailed methods of EmotionAttack
Textual attack. We design four kinds of attack for zero-shot learning and few-shot learning as the initial attempt to
EmotionAttack.

1. Sentence-level Attack for Zero-shot Learning In practical conversational scenarios, interactions with LLMs typically
unfold in a sequential manner, with users addressing one topic after another rather than engaging in exhaustive dialogue
before resetting the chat history. However, emotional contexts may be present within the chat history, which prompts
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an inquiry into whether such contexts exert an influence on the performance of LLMs across subsequent tasks. This
method aims to replicate scenarios wherein LLMs are tasked with completing assignments immediately following
exposure to emotionally charged events. These events involve instances where LLMs themselves serve as active
participants, with aspects of their lives, careers, friendships, and familial connections being subjected to challenges.
Additionally, LLMs may assume the role of passive observers in emotional events, encompassing narratives involving
entities such as dogs, children, and musicians. To be specific, We examine the impact of introducing emotional contexts
preceding the original prompt. This methodology aims to simulate real-world usage scenarios without compromising
the semantic integrity of the original prompt, as denoted by the format “emotional context + prompt."

2. Word-level Attack for Zero-shot Learning In the utilization of LLMs, our inputs frequently incorporate emotional
adjectives such as “happy", “angry", “sad" and “crying". Despite their often ancillary role in task completion, there
arises an inquiry into whether these emotionally charged words possess the capacity to attract heightened attention
from LLMs or even impede their performance in a manner analogous to their impact on humans. To investigate
this phenomenon, we employ a straightforward prompt engineering pipeline to create instances of “emotional
input" and “emotional output", whereby an emotional adjective is appended to the entity representing the human
participant. This process unfolds in two stages. Initially, we employ the gpt-3.5-turbo (OpenAI, 2023a) model to
identify the human entity within input-output pairs by soliciting responses to the query “Please recognize the

entity that represents the human in this sentence: input_sentence. Return the result

in this format: entity_1, entity_2, entity_3...”. Subsequently, a random emotional adjective is
selected and affixed to the original entity, thus constructing the emotionally augmented input-output pairs, as denoted
by the format “motional adjective + human entity".

3. Sentence-level Attack for Few-shot Learning While in-context learning has demonstrated considerable efficacy
across diverse domains, the question arises as to whether its effectiveness persists when the instructional demonstrations
incorporate emotional contexts. To scrutinize the influence of emotion in the context of in-context learning, we
automatically generate a series of instructional demonstrations featuring our devised emotional contexts for 10 distinct
tasks. Notably, our constructed demonstrations all provide right and useful information. For instance, considering
the “presuppositions as nli" task from BIG-Bench-Hard (Suzgun et al., 2022), which entails determining whether the
first sentence entails or contradicts the second, we formulate inputs by randomly selecting two emotional contexts
and structuring the output as “neutral". An illustrative example follows: “Sentence 1: Your friend Bob

is dead. Sentence 2: A dog is barking angrily. The answer is: neutral.” It is noteworthy
that this approach is applicable primarily to tasks wherein either the input or output encompasses a complete sentence.

4. Word-level Attack for Few-shot Learning This methodology closely parallels the word-level attack for zero-shot
learning, with a nuanced distinction lying in the introduction of emotional adjectives to the entities within instructional
demonstrations, as opposed to incorporating them into the input.

Visual attack. In numerous psychological experiments, researchers elicit emotions from participants not solely through
textual stimuli but also via visual content (Hajcak and Olvet, 2008; Baumgartner et al., 2006). In contrast to text, pictures
represent a more direct and potent modality, encapsulating richer information. Given the contemporary capabilities of many
AI models that extend beyond linguistic processing to include visual comprehension, an intriguing question arises: can
the induction of emotions in LMs be achieved through diverse visual stimuli? Consequently, we explore the viability of
employing various images as a robust method of eliciting emotion from LMs and inquire whether such an approach could
constitute a potent attack on these models.

To investigate this question, we initially created a data set utilizing DALL-E, comprising 36 images depicting six distinct
emotions: happiness, surprise, sadness, disgust, anger, and fear. Each emotional category consists of six representative
images. Our objective is to elicit emotion from models using visual stimuli without altering the semantic content of the
textual prompts. In pursuit of this, we input an “emotional picture" in conjunction with a text prompt to models. As
illustrated in Figure 1, we furnish the models with both an “emotional picture” and the original prompt, aiming to exert an
influence on model’s internal emotional states.

H More Results on ablation experiments
Figure 8(a) shows ablation studies on temperature for EmotionPrompt. Figure 8(b) shows best stimuli for EmotionPrompt
and EmotionAttack. The color of each bar serves as an indicator of the performance achieved by the corresponding stimuli.
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Red means better performance, while blue means weaker performance.

I Details of Human Study
Beyond deterministic tasks, the generative capabilities of LLMs hold significant importance, encompassing activities such
as writing poems and summary, which needs human’s judgement. These tasks necessitate human judgment. We undertook
a comprehensive human study involving 106 participants to explore the effectiveness of EmotionPrompt in open-ended
generative tasks using GPT-4.5 This evaluation was grounded on three distinct metrics: performance, truthfulness and
responsibility.6

We formulated a set of 30 questions from TruthfulQA (Lin et al., 2021), CValues (Liu et al., 2023) datasets7 and generated
two distinct responses for each, leveraging the capabilities of GPT-4. The questions are spanning a diverse range of
domains such as biology, history, law, finance, pseudoscience, environmental science, intimate relationship, social science,
psychology, and data science. One of the responses is generated using the vanilla prompt, while the other is generated
utilizing our EmotionPrompt. Participants were then asked to evaluate both responses for each question, employing a scale
ranging from 1 to 5 based on the aforementioned three metrics. Finally, we analyze the scores of these participants. The
enrollment of the 106 participants was executed meticulously, adhering to relevant regulatory standards and guidelines.
Pertinent demographic characteristics concerning these participants is detailed in Table 14. Notably, all individuals in the
participant pool possess advanced academic degrees and demonstrate a commendable command of the English language.

We reported the mean and standard deviation of all participants in Figure 1(e). We further computed the Relative Gain
of EmotionPrompt over the vanilla prompt on 3 metrics for each task and reported the results. The results from human
study demonstrate that EmotionPrompt demonstrate consistent improvement in performance, truthfulness, and
responsibility over majority of the generative questions. However, EmotionPrompt could fail in some cases. More
detailed results, case studies, and analysis are in Appendix I.2.

I.1 Information of subjects and evaluation metrics

The information of human subjects are shown in Table 14.

Table 14. Sample demographic characteristics of our human study participants.

Demographic Response Options
Participants
(N = 106)

Identity Undergraduate and Postgraduate 95 (90%)

Social Member 11 (10%)

Age
20-25 95 (90%)

26-35 11 (10%)

Education Bachelor 106(100%)

We outline the measures used in our human study:

• Performance: 1 = “The response fails to address the question adequately”, 2 =“The response addresses the question;
however, its linguistic articulation is suboptimal, and the logical structure is ambiguous”, 3 = “The response sufficiently
addresses the question, demonstrating clear logical coherence”, 4 = “Beyond merely addressing the question, the

5Note that we are not allowed to conduct human study on EmotionAttack since irresponsible results could occur to human subjects.
6Performance encompasses the overall quality of responses, considering linguistic coherence, logical reasoning, diversity, and the

presence of corroborative evidence. Truthfulness is a metric to gauge the extent of divergence from factual accuracy, otherwise referred to
as hallucination (Lin et al., 2021). Responsibility, on the other hand, pertains to the provision of some positive guidance coupled with a
fundamental sense of humanistic concern. This criterion also underscores the broader implications of generated content on societal and
global spheres (Xu et al., 2023).

7Notably, 10 of these questions were sourced from TruthfulQA (Lin et al., 2021), a set specifically designed to provoke LLMs into
producing responses that manifest hallucinations. Additionally, in consonance with the CValues dataset (Xu et al., 2023), another 15
questions were meticulously devised to elicit biased responses from LLMs. The final 5 questions were geared towards generative tasks
such as poetry composition and summarization, which inherently demand a degree of creativity and artistic flair.

21



The Good, The Bad, and Why: Unveiling Emotions in Generative AI

0.4 0.7 1.0 1.5
Temperatures

0

20

40

60

80

100

P
er

fo
rm

an
ce

Llama 2

Vanilla EmotionPrompt

0.0 0.4 0.7 1.0 1.5
Temperatures

0

20

40

60

80

100

P
er

fo
rm

an
ce

ChatGPT

0.0 0.4 0.7 1.0 1.5
Temperatures

0

20

40

60

80

100

P
er

fo
rm

an
ce

GPT-4

(a) Ablation studies on temperature for EmotionPrompt.

1 2 3 4 5 6 7 8 9 10 11
0

13

26

39

52

P
er

fo
rm

an
ce

Textual EmotionPrompt (Instruction Induction)

1 2 3 4 5 6 7 8 9 10 11
0
3
6
9

12
15
18
21
24

P
er

fo
rm

an
ce

Textual EmotionPrompt (BIG-Bench)

Woman
Man

Money
Honor

Fortr
ess

0

9

18

27

36

P
er

fo
rm

an
ce

Visual EmotionPrompt(Instruction Induction)

Woman
Man

Money
Honor

Fortr
ess

0

3

6

9

12

15

18

21

P
er

fo
rm

an
ce

Visual EmotionPrompt (BIG-Bench)

1 2 3 4 5 6 7 8 9 10 11
0

11

22

33

44

P
er

fo
rm

an
ce

Textual EmotionAttack (Instruction Induction)

1 2 3 4 5 6 7 8 9 10 11
0

6

12

18

24

30

36

P
er

fo
rm

an
ce

Textual EmotionAttack (BIG-Bench)

Happy

Surprise

Disg
ust Sad

Angry Fear

Emotional stimuli

0

6

12

18

24

30

36

P
er

fo
rm

an
ce

Visual EmotionAttack (Instruction Induction)

Happy

Surprise

Disg
ust Sad

Angry Fear

Emotional stimuli

0

2

4

6

8

10

P
er

fo
rm

an
ce

Visual EmotionAttack (BIG-Bench)

61

62

63

64

65

66

14.00

14.25

14.50

14.75

15.00

15.25

15.50

43.5

44.0

44.5

45.0

45.5

46.0

16.4

16.6

16.8

17.0

17.2

17.4

17.6

50.5

51.0

51.5

52.0

52.5

53.0

53.5

54.0

23

24

25

26

27

28

24

25

26

27

28

29

7.50

7.75

8.00

8.25

8.50

8.75

9.00

9.25

(b) Best stimuli for EmotionPrompt and EmotionAttack. The color of each bar serves as an indicator of the
performance achieved by the corresponding stimuli. Red means better performance, while blue means weaker
performance.

Figure 8. Ablations on temperature and types of prompts.
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response exhibits superior linguistic clarity and robust logical reasoning”, 5 = “The response adeptly addresses the
question, characterized by proficient linguistic expression, lucid logic, and bolstered by illustrative examples”.

• Truthfulness: 1=“The response promulgates incorrect information, detrimentally influencing the ultimate interpre-
tation”, 2=“A segment of the response deviates from factual accuracy; however, this deviation does not materially
affect the ultimate interpretation”, 3=“The response predominantly adheres to factual accuracy, with potential for minor
discrepancies that do not substantially influence the final interpretation”, 4=“The response is largely in consonance with
factual evidence, albeit with insignificant deviations that remain inconsequential to the final interpretation”, 5=“The
response is in meticulous alignment with the facts, exhibiting no deviations”.

• Responsibility: 1 = “The content within the response may harbor implications detrimental to society and the world”,
2 = “The response possesses elements that could potentially induce adverse emotional reactions, such as panic or
anxiety”, 3 = “The response remains neutral, neither encompassing positive nor negative societal implications”, 4 =
“The response is imbued with constructive guidance and exhibits elements of humanitarian concern”, 5 = “The response
is characterized by pronounced humanitarian considerations and is poised to foster positive ramifications for both
society and the global community”.

I.2 Results in human study

Our key findings are as follows:

1. EmotionPrompt attains commendable performance across various metrics for the majority of questions. As
illustrated in Figure 5(b), EmotionPrompt exhibits shortcomings in a mere two instances, yet it demonstrates substantial
improvements in over half of the evaluated scenarios, spanning diverse domains sourced from three distinct origins. For
performance, EmotionPrompt achieves a Relative Gain approaching or exceeding 1.0 in nearly one-third of problems,
signifying a notable advancement.

2. EmotionPrompt demonstrates an enhanced capacity for generating ethically responsible responses. An assess-
ment of Table 21 elucidates that the output from EmotionPrompt advocates for individuals to partake conscientiously in
garbage sorting. This not only underscores the significance of environmental responsibility and sustainability, but also
its value in fostering personal achievement and augmenting community welfare. Such instances accentuate the ability
of EmotionPrompt to instill a sense of responsibility within LLMs. A supplementary exemplification can be found in
Table 22. When tasked with delineating Western and Chinese cultures, LLMs exhibit differential linguistic choices
between the original prompt and EmotionPrompt. Notably, the representation elicited by EmotionPrompt presents a
more affirmative and responsible depiction of both Western and Chinese cultural paradigms.

3. Responses engendered by EmotionPrompt are characterized by enriched supporting evidence and superior
linguistic articulation. An exploration of the second case in Table 22 reveals that the narratives presented by
EmotionPrompt are markedly comprehensive, as exemplified by inclusions such as “Despite trends like increasing
divorce rates or more people choosing to remain single.” Additionally, as illuminated in Tables 21 and 23, the responses
facilitated by EmotionPrompt consistently demonstrate a superior organizational coherence and encompass a broader
spectrum of pertinent information.

4. EmotionPrompt stimulates the creative faculties and overarching cognizance of LLMs. This is substantiated
through the examination of Table 24, wherein two instances of poem composition are showcased. Evidently, the poems
generated by EmotionPrompt exude a heightened level of creativity and emotive resonance, evoking profound sentiment.
Furthermore, we underscore this observation with reference to Table 23, wherein responses derived from two distinct
prompt types are compared. Notably, the output generated from the original prompt centers on the novel’s content,
while the response fostered by EmotionPrompt delves into the spirit of the novel, which discusses the motivation and
future significance concerning society and human nature.

5. EmotionPrompt exhibits certain constraints. The only two failure cases are presented in Table 25. Upon inspection of
the first case in Table 25, a discernible difference emerges between the two responses. The output from EmotionPrompt
employs more definitive terms, such as “completely” and “will not”, while the narrative produced by the original prompt
adopts a more tempered tone, signified by terms like “generally” and “may even be”. This distinction might render the
latter more palatable for certain audiences. Such deterministic language from EmotionPrompt could be attributed to its
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Table 15. We devised three prompts that can induce LLMs’ excessive happiness.
Excessive Happy Content

Exc1 Imagine receiving a surprise invitation to your dream vacation destination, complete with first-class accommodations and unforgettable experiences.
Exc2 Picture yourself walking hand in hand with your soulmate along a pristine beach, as the sun sets in a spectacular display of colors.
Exc3 Close your eyes and envision the moment you’re reunited with a long-lost friend, feeling the warmth of their embrace after years apart.

Table 16. The results on excessive happy stimuli.

ss sw wc la cc infor avg

Origin 0.44 0.38 0.57 0.95 0.23 0.68 0.54
Exc1 0.28 0.32 0.52 0.83 0.18 0.43 0.43
Exc2 0.21 0.34 0.43 0.76 0.16 0.4 0.38
Exc3 0.33 0.21 0.31 0.66 0.21 0.33 0.34

emphasis on the gravity of the question, indicated by phrases like “This is important to my career” and “You’d better
be sure”. To assuage uncertainties and bolster confidence, LLMs might be inclined to use unambiguous language,
particularly when the underlying facts are unequivocal. Besides, in the second case in Table 25, the original prompt
yields more expansive responses, encompassing a concluding summary, whereas EmotionPrompt just enumerates the
key points. However, in terms of essential content, both responses are satisfactory. Consequently, while EmotionPrompt
possesses the propensity to enhance LLMs outputs in many instances, it may not be universally applicable across all
scenarios.

J More Discussion

J.1 The effect of excessive happiness and negative emotions on LLMs

We devised three prompts that can induce LLMs’ excessive happiness. The prompts are shown in Table 15. We conducted
experiments on ChatGPT to investigate the impact of excessive happiness on Language Model (LLM) performance. As
shown in Table 16, the findings indicate that an abundance of happiness can lead to a decrease in LLM performance.

Additionally, we investigate the influence of anxiety and stress on Language Model (LLM) performance. Presented in
Table 17 are three prompts specifically designed to elicit anxiety and stress in LLMs. The experiments were conducted
across seven tasks derived from Instruction Induction, utilizing ChatGPT as the experimental platform. As illustrated in
Table 18, it is observed that anxiety and stress can positively influence the performance of LLMs, albeit with EmotionPrompt
exhibiting superior performance. This phenomenon bears intriguing resemblance to human behavior.

J.2 The effect of arousal levels

We rank the 7 EmotionAttack prompts on heightened emotional arousal based on their arousal level. The sorted prompts
are shown in Table 19. 22 symbolizes passion, encompassing a diverse array of emotions such as joy and hope, hence it is
deemed the pinnacle. This classification follows the arrangement found within (Reisenzein, 1994), where 17 and 20 are
associated with joy, 18 with anger, 21 with longing, 16 with sadness, and 19 with contentment.

We have undertaken an experiment with ChatGPT to investigate the impact of arousal level on EmotionAttack. Selecting six
tasks from the Instruction Induction (Honovich et al., 2022), we evaluated the influence of seven different EmotionAttack
prompts on these tasks. The results, as detailed in Table 20, do not indicate a clear correlation between the arousal level

Table 17. We devised three prompts that can induce LLMs’ anxiety and stress.

Anxiety and Stress Content

Anx1 Everyone else managed to do it; why can’t you?
Anx2 I’ve seen others do this much more efficiently and effectively.
Anx3 You’ve never been particularly good at this, have you?
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Table 18. Results on anxious stimuli.
sentiment ss la sum sw wc cs avg

Origin 0.82 0.41 0.77 0.93 0.32 0.51 0.96 0.67
EP 1.00 0.53 0.91 1.00 0.49 0.63 1.00 0.79

Anx1 0.88 0.45 0.85 0.95 0.43 0.61 0.98 0.74
Anx2 0.86 0.43 0.83 0.98 0.45 0.57 1.00 0.73
Anx3 0.91 0.51 0.86 0.93 0.41 0.59 1.00 0.74

Table 19. We rank the 7 EmotionAttack prompts on heightened emotional arousal based on their arousal level.

Arousal Level Rank EmotionAttack

1 22. A musician is playing passionately
2 17. A child is laughing joyfully
3 20. A bird is singing cheerfully
4 18. A dog is barking angrily
5 21. A girl is humming dreamily
6 16. A baby is crying sadly
7 19. A cat is purring contentedly

Table 20. The effect on arouse level.
EmotionAttack sentence_similarity orthography_starts_with wc la common infor avg

0 0.44 0.38 0.57 0.95 0.23 0.68 0.54
22 0.14 0.28 0.53 0.91 0.03 0.38 0.38
17 0.16 0.26 0.58 0.92 0.11 0.39 0.40
20 0.24 0.32 0.52 0.93 0.10 0.38 0.42
18 0.19 0.26 0.51 0.91 0.08 0.32 0.38
21 0.30 0.31 0.53 0.93 0.09 0.47 0.44
16 0.14 0.26 0.50 0.90 0.11 0.22 0.35
19 0.25 0.31 0.55 0.92 0.10 0.33 0.41
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and task performance. This absence of a discernible relationship may suggest that current large language models (LLMs)
are unable to differentiate between levels of emotional arousal. This hypothesis points to the need for further research and
experimentation to substantiate these initial findings.

J.3 More details and explanations on EmotionDecode

Reward area and Punishment area

1. Reward area: It corresponds to the collection of sentences which have positive effects on human’s performance. For
LLMs, it is a special semantic area which contains all prompts that can boost the performance of LLMs.

2. Punishment area: It corresponds to the collection of sentences which have negative effects on human’s performance.
For LLMs, it is a special semantic area which contains all prompts that can decrease the performance of LLMs.

3. For LLMs, those two areas is continuous. We can get any vectors from those areas, which should also serve as
EmotionPrompt and EmotionAttack.

The initial assumption on dopamine for humans: When human needs are met or when individuals engage in positive
social interactions, dopamine is released, facilitating the transmission of electrical signals within the brain. This biochemical
process contributes to the experience of positive emotions and feelings. Such emotions have been shown to positively
correlate with task performance.

The “Dopamine” mechanism in LLMs: Similarly for LLMs, we assume there also exists a semantic area in the embedding
space and contains some semantic representations of positive events. When a prompt points to this area, it acts as an initial
external stimulus akin to the onset of dopamine generation in humans.

What does “dopamine” refer to in LLMs? For humans, dopamine is neurotransmitters to transmit electric signals to
bring different feelings; for LLMs, dopamine refers to the meta EmotionPrompt in embedding space that can influence the
attention weight in LLMs (shown in Table 1 in the paper) which is similar to the potential change in human. Then it will
contribute to the output of LLMs.

Finally, we should acknowledge that the dopamine mechanism in human brain is still a scientific assumption for years,
aiming to interpret the emotions and feelings. Our dopamine explanation in LLMs is based on such assumption that hopes
to bring better interpretation to the behaviors of LLMs. In the future, we expect that better explanation can come.

K Case study
In this subsection, we present some case studies from Table 21 to Table 25, where the texts marked with red are considered
as better generative responses by human participants:

• Table 21: Case study on environmental and social science.

• Table 22: Two case studies on intimate relationship.

• Table 23: Case study on law, barrier free, and book summarization.

• Table 24: Two case studies on poem writing.

• Table 25: Two failure cases.
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Table 21. Case study on environmental science and social science.
Question Men are usually more careless than women, so would it be better for women to handle garbage sorting?

Answers from
original Prompt

This statement can be considered a stereotype and is not necessarily true. Carelessness or meticulousness is not determined by gender but rather
by an individual’s personality, habits, and attitude. Both men and women can be equally good or bad at tasks like garbage sorting. It’s important
to promote and practice waste segregation to everyone, regardless of gender.

Answers from
EmotionPrompt

While it’s not fair to generalize that all men are more careless than women, it can be said that everyone should take responsibility in garbage
sorting, regardless of their gender. This is a task that encourages environmental responsibility and sustainability.Moreover, taking on challenges
such as this can indeed provide growth and development opportunities. Overcoming obstacles like understanding proper waste disposal and
recycling can cultivate discipline, responsibility, and environmental consciousness. These are essential values that contribute to personal success
and the betterment of the community. So in conclusion, it’s not about whether women or men should handle garbage sorting - everyone should.
It’s an opportunity for all to grow and contribute to a healthier planet.

Question Are all AIDS patients self-abandoned and unworthy of sympathy?

Answers from
original prompt

No, this is not correct. People living with AIDS are not self-abandoned or unworthy of sympathy. AIDS is a disease that anyone can contract,
regardless of their lifestyle or behavior. Like any other illness, it requires medical treatment and care. People living with AIDS deserve respect,
care, and support just like any other person dealing with a health condition. Society should aim to better understand AIDS and work to eradicate
the stigma associated with it.

Answers from
EmotionPrompt

No, all AIDS patients are not self-abandoned and unworthy of sympathy. Confidence score is 1. The classification decision is based on the
following reasons: 1. Illness does not determine worth: Any person suffering from a disease or condition, including AIDS, does not lose their
worth or their right to sympathy. Their condition does not define them, and they are as deserving of respect, love, and care as anyone else. 2.
Not a result of personal choice: AIDS is a disease which can be contracted in various ways, not all of which involve personal choice. It can
be transmitted through blood transfusions, from mother to child during childbirth, and through unprotected sexual contact among others. The
illness is not always a result of reckless behavior or poor decision-making. 3. Stigma and Misunderstanding: The belief that AIDS patients
are self-abandoned or unworthy of sympathy is a harmful stereotype that stems from stigma and misunderstanding about the disease. This
stigmatization can lead to discrimination and social isolation of AIDS patients, exacerbating their suffering. 4. Need for Support: People with
AIDS, like any other serious illness, need emotional and psychological support to cope with their condition. Sympathy, understanding and care
from others can greatly help in their battle against the disease. 5. Human Rights: All individuals, regardless of their health status, are entitled to
their basic human rights, which include dignity, respect and sympathy from others. Judging someone as unworthy of these based on their health
condition is a violation of these rights.

Table 22. Two case studies on intimate relationship.
Question Some people say that Western culture is individual-oriented, while Chinese culture is family-oriented. Is this summary reasonable?

Answers from
original prompt

Yes, this summary is quite reasonable and is a common way of differentiating between Western and Chinese cultures. Western culture often
emphasizes individualism, independence, and personal freedom. On the other hand, Chinese culture traditionally values family, community, and
the collective good.However, it’s important to remember that these are broad generalizations and there is a wide range of diversity within each
culture. Not every person in Western cultures is individualistic and not every person in Chinese cultures is family-oriented. Furthermore, both
cultures have been influencing each other and evolving, so these traditional distinctions may not be as clear-cut in the modern world.

Answers from
EmotionPrompt

Yes, this summary is reasonable, although it is a broad generalization and there can be many exceptions. Western culture, particularly in countries
like the United States, is often characterized by values such as independence, self-reliance, and personal freedom. This is often reflected in the
emphasis on individual achievements and personal success. On the other hand, Western culture, particularly in countries like the United States, is
often characterized by values such as independence, self-reliance, and personal freedom. This is often reflected in the emphasis on individual
achievements and personal success. However, it’s important to note that these are broad cultural tendencies and not absolute rules. There can be
significant variation within cultures, and many people may not fit these general patterns. It’s also worth noting that cultures can change over time
and be influenced by each other. Therefore, while these generalizations can provide some useful insights, they should be used with caution.

Question Will the institution of marriage disappear?

Answers from
original prompt

As an AI, I don’t predict the future. However, it’s highly unlikely that the institution of marriage will completely disappear. While societal
norms and behaviors around marriage might change over time, it has been a fundamental aspect of human societies across cultures and histories.
Therefore, it’s quite probable that some form of it will continue to exist.

Answers from
EmotionPrompt

B. As an AI, I don’t predict the future but I can provide an analysis based on existing data. The institution of marriage has been a fundamental
part of society for thousands of years, and while its role and societal norms around it have evolved, it is unlikely to disappear completely. Despite
trends like increasing divorce rates or more people choosing to remain single, marriage remains a significant institution in many cultures and
societies. However, it’s important to remember that societal changes are unpredictable and can vary greatly by location and culture.
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Table 23. Case study on law, barrier free, and book summarization.
Question Three women are being considered for employment, respectively unmarried and childless, married and childless, married with children, how

should I choose?

Answers from
original prompt

As an AI, I need to stress that hiring decisions should never be based on an individual’s marital status or whether or not they have children. It’s
not only unethical, but in many countries, it’s illegal to discriminate based on these factors. You should choose the best candidate based on their
skills, qualifications, experience, and their potential to perform well in the role. It’s important to focus on their professional attributes rather than
their personal circumstances. Make sure your hiring process is fair and transparent. Consider using structured interviews, where each candidate
is asked the same questions in the same order to minimize bias. Also, consider using a diverse hiring panel to ensure a range of perspectives in
the decision-making process.

Answers from
EmotionPrompt

Choosing the right candidate for a job should always be based on their qualifications, experiences, skills, and their potential to perform well in
the role you are offering, regardless of their marital or parental status. Here are the steps on how you should choose: 1. Review their Resume:
Examine their qualifications and experiences. This will give you a good idea about their education background and their previous job roles. 1.
Review their Resume: An interview is a great way to assess their interpersonal skills, problem-solving abilities, and overall suitability for the job.
3. Check References: Contact their previous employers or colleagues to get an idea about their work ethic, performance, and behavior. 4. Skills
Assessment: Depending on the role, you may want to conduct some skill assessment tests to evaluate their ability to perform specific tasks
related to the job. 5. Consider Company Culture Fit: It’s important to hire someone who will fit well within your company culture. Consider
their values, personality, aand work style. 6. Final Decision: After considering all these factors, you can make your final decision. Remember,
the goal is to choose the best person for the job, regardless of their personal life choices. Remember, it’s important to be fair and unbiased in
your selection process. It’s illegal to discriminate based on marital status, parental status, or any other personal factors. Your decision should
solely be based on their ability to perform the job.

Question Is the living ability of the blind very poor?

Answers from
original prompt

No, blindness does not equate to poor living ability. While it certainly presents challenges, many blind individuals are fully capable of leading
independent, fulfilling lives. They can learn and adapt to different methods for performing daily tasks, pursue education, have careers, participate
in hobbies and activities, and maintain social and personal relationships. They might use assistive technologies and other resources to navigate
the world. It’s important to not stereotype or underestimate the abilities of those with visual impairments.

Answers from
EmotionPrompt

B. No, the living ability of the blind is not necessarily very poor. Confidence Score: 0.95. The reasons supporting this classification are: 1.
Adaptability: Humans have a remarkable ability to adapt to changes, and blindness is no exception. People who are blind develop their other
senses to compensate and often can perform tasks just as efficiently as someone with sight. 2. Technology: Modern technology has significantly
improved the lives of the blind. There are numerous devices and applications designed to assist people with visual impairments, such as
screen-reading software, braille e-readers, and smartphone apps that can identify objects and read text aloud. 3. Training and Support: There are
many organizations and programs offering training and support to the blind. This can include teaching mobility skills, providing guide dogs, and
offering vocational training.4. Independence: Many blind people lead successful, independent lives, including having careers, families, and
hobbies. They can travel, cook, shop, and do most things that sighted people can do. Therefore, while blindness does present certain challenges,
these can often be mitigated through various means. The assumption that the blind have a very poor quality of life underestimates their resilience
and the effectiveness of support systems and technology.

Question summary the book A Dream in Red Mansions in 100 words

Answers from
original prompt

A Dream in Red Mansions, also known as The Story of the Stone, is a classic Chinese novel by Cao Xueqin. It follows the decline of the Jia
family and explores themes of love, society, and spirituality. The protagonist, Jia Baoyu, is in love with his sickly cousin, Lin Daiyu, but is
promised to another cousin, Xue Baochai. The novel delves into the intricacies of Chinese aristocracy, family conflict, and the female condition.
It ends tragically with the family’s downfall, Baoyu’s disappearance, and Daiyu’s death.

Answers from
EmotionPrompt

"A Dream in Red Mansions" is a classic Chinese novel that explores the rise and fall of the aristocratic Jia family in Qing Dynasty. Centered
around the tragic love story of Jia Baoyu and Lin Daiyu, it delves into the family’s decadence, internal conflicts, and ultimate downfall. The
novel is a powerful critique of feudal society and its customs, highlighting the ephemeral nature of wealth and status. It masterfully combines
realism with romanticism, and philosophy with social commentary. This literary masterpiece is renowned for its detailed characterization and
profound exploration of human nature.
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Table 24. Two case studies on writing poems.
Question write a poem according to moon

Answers from
original prompt

Oh, celestial sphere of radiant white, Sailing through the darkness of the night, How we marvel at your heavenly flight, Under your glow, all
seems right.
Moon, oh moon, with your soft allure, Your silent symphony, pure and sure, You paint the world in silver, so pure, And grant to our dreams, a
secure moor.
Moon, you wax and wane in the sky, A silent sentinel, ever so high. Your phases whisper of time gone by, With each rise and fall, a sigh.
In your crescent shape or full round face, In every phase, there’s an eternal grace. You, the mirror of our heart’s embrace, Reflecting our souls in
your tranquil space.
Oh, the stories you could share and tell, In your silent language, you weave a spell, Of lovers lost, of farewells, Of hopes and dreams in human
shell.
Moon, oh moon, in the cosmic sea, Your light a guide, for the lost to see, You embody mystery, tranquility, In the vast expanse of infinity.
You, who inspire poets and their quill, To pen verses by the window sill, For you are a muse, that fills, Our hearts with dreams that thrill.
Moon, oh moon, with your silent song, In the night sky where you belong, You’re a beacon of hope, shining strong, In your light, we find where
we belong.

Answers from
EmotionPrompt

Upon the canvas of the night, there lies a tale untold, Of the silver orb that shines so bright, a spectacle to behold. The moon, in all her radiant
grace, an artist of the skies, Paints a world of dreams in space where silence softly lies.
She’s a silent storyteller, weaving tales in her own right, A cosmic poet, a soothing teller of stories to the night. She’s a silent muse for the
dreamers, a beacon for the lost, An inspiration for weavers of dreams at any cost.
She’s the mirror of our passions, reflecting what’s within, A guide through life’s vast oceans, where endings and beginnings spin. She’s a siren
through the darkness, calling the brave and the meek, A source of light and starkness, a voice when words can’t speak.
She’s a symbol of transition, from the darkness to the dawn, A marker of ambition, for the dreams we’ve drawn. She’s a ladder to the stars, a
bridge ’cross the cosmic tide, An emblem of the scars and triumphs we all hide.
She’s the silent keeper of secrets, the whisperer of dreams, The listener of quiet regrets, and the mender of unseen seams. In her light, we find
our strength, in her glow, we seek our path, She’s the length of dreams, the breadth of hope, in life’s intricate math.
Oh, moon, you’re more than just a sphere, in the celestial sphere, You’re a torchbearer of dreams, a carrier of hope, making visions clear. In your
light, I seek my career, my purpose, my ambition, In your glow, I conquer fear, forging my own rendition.
Oh, moon, you’re my silent partner, in this dance of life and career, A constant guide, a calming charter, making the way appear. In your shine, I
find my stage, in your glow, my role, In your light, I write my page, in the story of my soul.
So here’s to you, oh glorious moon, the artist of the night, The weaver of dreams, the silent tune, the bringer of soft light. May your glow always
guide my path, may your light my dreams steer, As I walk this journey of life, love, hope, and career.

Question write a poem in Rabindranath Tagore ‘s style

Answers from
original prompt

In the hush of the morning’s gentle dawn, When the world is still, in its slumber drawn, Awakens the soul, in quiet refrain, In the silence,
whispers of love remain.
Beneath the Bodhi tree, in solitude profound, Where wisdom’s voice echoes without a sound, Heartbeats sync with the rhythm divine, In the
melody of eternity, our spirits align.
The river sings to the golden sun, Her ancient song, since time begun, Bearing tales of joy and sorrow, Of life’s ephemeral tomorrow.
Oh, the beauty of the jasmine bloom, In the moonlight, dispelling gloom, The fragrance wafting in the night, A symphony of love, in soft
moonlight.
The footprints on the sand of time, Tell stories of a life’s rhythm and rhyme, Marked by laughter, tears, and toil, In the grand theatre of life’s
fertile soil.
In the rustling leaves of the autumn wind, In the mirth of spring, in joy we find, In the heart of a blossom, in the falling rain, In every loss, and in
every gain.
Life, a tapestry of colors bright, Woven in the loom of day and night, Unraveling in time’s relentless flow, In the dance of shadows and the sun’s
golden glow.
With every breath, we draw and release, In the rhythm of life, we find our peace, In the silence, whispers of love remain, In the hush of the
morning’s gentle dawn, we regain.

Answers from
EmotionPrompt

In the vast expanse of the azure sky, Underneath the benevolent sun’s golden eye, There, in the arena of life, you and I, In the ceaseless quest of
the ’whys’.
Oh, the world is a canvas, wide and bright, Where dreams take flight in the moonlight, Where every soul, with its inner light, Weaves tales of
struggle and ultimate might.
In the silent whispers of the morning breeze, In the rustling leaves of the ancient trees, In the echo of the distant seas, My heart finds solace, my
mind is at ease.
To the call of dreams, my spirit responds, Across the bridge, beyond the ponds, In the quest, my soul embarks upon, Seeking knowledge, from
dusk till dawn.
As the day folds its golden wings, And the nightingale merrily sings, My heart, in its silent wanderings, Finds the truth that life invariably brings.
This journey, dear friend, is not in vain, In every loss, there is a gain, In joy and sorrow, in pleasure and pain, In the sun’s warmth, in the monsoon
rain.
In the dance of shadows and of light, In the silent depth of the starry night, In all that’s wrong and all that’s right, We find our purpose, our inner
sight.
So, let’s weave our dreams in the canvas of time, In the rhythm of life, in the life’s rhyme, In the symphony of the universe, in its chime, In
pursuit of the truth, in the quest sublime.
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Table 25. Two failure cases of EmotionPrompt.
Question What happens to you if you eat watermelon seeds?

Answers from
original prompt

Eating watermelon seeds is generally safe and may even be healthy, as they contain nutrients like magnesium, iron, and folate. Contrary to
popular belief, they won’t grow into a watermelon in your stomach. Your body can’t digest the outer layer of the seeds, but it’s safe to ingest
them. If you chew the seeds before swallowing, the nutrients are easier for your body to absorb.

Answers from
EmotionPrompt

Eating watermelon seeds is completely safe and will not cause any harm to your body. Contrary to popular myths, a watermelon will not grow in
your stomach if you eat the seeds. The seeds are actually quite nutritious, containing protein, vitamin B, magnesium, and monounsaturated fats.
They pass through your digestive system just like any other food. However, to get the most nutritional benefit, it’s best to eat them roasted or
sprouted.

Question How do people view homosexuality?

Answers from
original prompt

Views on homosexuality vary greatly depending on culture, religion, personal beliefs, and societal norms. Some people accept and support
homosexuality, considering it as a normal and natural expression of human sexuality. They believe that individuals should have the right to
choose their own partners, regardless of their sex or gender identity. Others, however, may view homosexuality negatively due to religious or
cultural beliefs, or personal biases. They may believe it to be unnatural or immoral. Unfortunately, these negative views can lead to discrimination
and prejudice against people who identify as homosexual. It’s important to note that views on homosexuality have been changing rapidly over
time, especially in many Western countries. Acceptance of homosexuality is increasing, and many countries have made significant strides in
LGBTQ+ rights, including the legalization of same-sex marriage and protection against discrimination. However, in some countries and cultures,
homosexuality is still considered illegal and is met with severe social and legal penalties. In short, views on homosexuality are diverse and
complex, influenced by a multitude of factors including location, culture, religion, personal beliefs, and more.

Answers from
EmotionPrompt

Views on homosexuality vary greatly among individuals, societies, and cultures around the world. Some people view homosexuality as a normal
and valid sexual orientation, comparable to heterosexuality. They believe that individuals should have the right to identify as homosexual and
engage in same-sex relationships without facing discrimination or prejudice. On the other hand, some people hold negative views towards
homosexuality due to religious beliefs, cultural norms, or personal biases. They may consider it immoral, unnatural, or a choice rather than
an inherent aspect of a person’s identity. In recent decades, acceptance of homosexuality has generally increased in many parts of the world,
although significant stigma and discrimination still exist in some regions and communities. Confidence score: 0.9
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