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Abstract

Compositional generalization is an important001
ability of language models and has many differ-002
ent manifestations. For data-to-text generation,003
previous research on this ability is limited to a004
single manifestation called Systematicity and005
lacks consideration of large language models006
(LLMs), which cannot fully cover practical ap-007
plication scenarios. In this work, we propose008
SPOR, a comprehensive and practical evalua-009
tion method for compositional generalization in010
data-to-text generation. SPOR includes four as-011
pects of manifestations (Systematicity, Produc-012
tivity, Order invariance, and Rule learnability)013
and allows high-quality evaluation without ad-014
ditional manual annotations based on existing015
datasets. We demonstrate SPOR on two dif-016
ferent datasets and evaluate some existing lan-017
guage models including LLMs. We find that the018
models are deficient in various aspects of the019
evaluation and need further improvement. Our020
work shows the necessity for comprehensive re-021
search on different manifestations of composi-022
tional generalization in data-to-text generation023
and provides a framework for evaluation.024

1 Introduction025

Data-to-text generation (Gatt and Krahmer, 2018)026

is an important task in natural language genera-027

tion (NLG). It aims to generate fluent and faithful028

text based on structured data input and is critical029

in many NLG systems, such as report generation030

(Wiseman et al., 2017), oriented dialogues (Mehta031

et al., 2022), etc. In data-to-text generation, struc-032

tured data input is compositional, i.e., it can be033

considered as a combination of elements formed034

according to certain rules. Therefore, in order to035

handle the practical data-to-text generation, the lan-036

guage models should have the ability to recombine037

previously learned elements with certain rules to038

map new inputs made up from these elements to039

their correct output (Hupkes et al., 2022), which is040

the so-called compositional generalization.041

Compositional generalization is an important 042

ability of language models for many tasks. In se- 043

mantic parsing and mathematical reasoning tasks, 044

many different manifestations of this ability have 045

been studied (Hupkes et al., 2020; Ontañón et al., 046

2022), such as systematicity (handle combinations 047

unseen during training), productivity (extrapolate to 048

longer sequences than those seen during training), 049

etc. For compositional generalization in data-to- 050

text generation, only systematicity receives atten- 051

tion (Mehta et al., 2022), and research on other 052

manifestations is lacking. The single systematic 053

manifestation cannot fully cover practical applica- 054

tion scenarios of compositional generalization and 055

cannot comprehensively reflect this ability of lan- 056

guage models in data-to-text generation. Although 057

research on different manifestations of composi- 058

tional generalization in data-to-text generation is 059

necessary, there is currently no comprehensive eval- 060

uation method to support such research. 061

To solve this problem, we propose SPOR, a 062

comprehensive and practical evaluation method for 063

compositional generalization in a data-to-text gen- 064

eration. Based on the manifestations of compo- 065

sitional generalization mentioned in Hupkes et al. 066

(2020), SPOR includes four aspects of composi- 067

tional generalization in data-to-text generation: 068

• Systematicity. The ability to handle data com- 069

binations unseen during training. 070

• Productivity. The ability to handle a larger 071

amount of data within a sample than seen dur- 072

ing training. 073

• Order invariance. The ability to maintain the 074

fidelity and proper data ordering of the out- 075

put text when the input order of data in an 076

unordered set is changed. 077

• Rule learnability. The ability to actually learn 078

and apply copy rule for generation, rather than 079

memorize specific mappings. 080
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For each aspect, we propose the corresponding081

methods for dataset construction and evaluation.082

Based on existing datasets, we mainly perform083

repartition (Keysers et al., 2020) and element mod-084

ification to construct datasets for our evaluation.085

Overall, the evaluation method SPOR has the fol-086

lowing properties:087

• Necessity. The ability or property in each as-088

pect manifests compositional generalization089

and is required by the model for practical data-090

to-text generation.091

• High evaluation quality. For each aspect, the092

evaluation method can effectively evaluate the093

corresponding ability or property.094

• Low construction cost. Based on existing095

datasets, the dataset used for evaluation does096

not require additional manual annotation and097

can be constructed automatically.098

We demonstrate SPOR on two existing datasets099

for data-to-text generation and evaluate some ex-100

isting language models. Previous research on com-101

positional generalization in data-to-text genera-102

tion lacks consideration of large language models103

(LLMs) due to the lack of methods to directly fine-104

tune and apply LLMs to data-to-text generation in105

the past. Nowadays, advanced Parameter-Efficient106

Fine-Tuning such as LoRA (Hu et al., 2022) pro-107

vides the methods, and the consideration of LLMs108

becomes necessary. Therefore, we include some109

advanced LLMs in our evaluation to partially fill110

the gap in previous research.111

2 Preliminaries112

In this section, we provide a brief description of113

the datasets that SPOR is demonstrated on, the114

evaluated models, and the evaluation metrics.115

2.1 Datasets116

We demonstrate SPOR on two data-to-text genera-117

tion datasets, WebNLG (Gardent et al., 2017) and118

E2E (Novikova et al., 2017). Both contain (D,T )119

pairs, where D is the input data and T is the text120

that verbalizes the data.121

WebNLG is a realistic multi-domain dataset. In122

WebNLG, D is an unordered set of 1~7 triples123

⟨s, p, o⟩, where s, p, o represents subject, predicate,124

and object, respectively. We select the latest ver-125

sion, WebNLG+ (Ferreira et al., 2020), which cov-126

ers more domains and contains more samples than127

the original version.128

< Bananaman, starring, Bill Oddie >
< Bill Oddie, birth place, Lancashire >

Bill Oddie, who was born in Lancashire, starred in Bananaman.

name[The Phoenix], eatType[pub], food[French],
priceRange[more than £30], customer rating[5 out of 5]

The Phoenix is a pub with French food.  It has a customer rating
of 5 out of 5 and a price range of more than £30.

Figure 1: Examples of data-text pairs in WebNLG
(above) and E2E (below).

E2E is a dataset in the restaurant domain. In E2E, 129

D is a name with an unordered set of 1~7 pairs 130

(a, v), where a, v represents attribute and value, re- 131

spectively. We select the cleaned version (Dusek 132

et al., 2019), which fixes the data to eliminate in- 133

consistencies between the data and the text. 134

Figure 1 shows examples of data-text pairs in 135

WebNLG and E2E. See Appendix A for more de- 136

tails on the two datasets. 137

2.2 Models 138

We evaluate some smaller-sized, previously state- 139

of-the-art language models in data-to-text genera- 140

tion, including two encoder-decoder language mod- 141

els T5-large (Raffel et al., 2020) and BART-large 142

(Lewis et al., 2020), and one causal language model 143

GPT-2-large (Radford et al., 2019). We also evalu- 144

ate some advanced LLMs, including one encoder- 145

decoder language model T5-11b (Chung et al., 146

2022), and two causal language models Mistral- 147

7b (Jiang et al., 2023) and Llama-2-13b (Touvron 148

et al., 2023). For data input, we use the lineariza- 149

tion method (Kale and Rastogi, 2020). Following 150

previous work in data-to-text generation (Mehta 151

et al., 2022), we use fine-tuning method and treat 152

the fine-tuning phase as the training phase. We use 153

LoRA fine-tuning, which has better performance 154

than full fine-tuning in data-to-text generation (Hu 155

et al., 2022). See Appendix B for details about 156

model size, input, training, and inference. 157

2.3 Metrics 158

We use PARENT (Dhingra et al., 2019) as the 159

performance metric to measure the quality of the 160

model’s output. PARENT is a metric designed for 161

data-to-text generation tasks, which considers the 162

alignment of the output to both input data and ref- 163

erence texts. PARENT better reflects the semantic 164

fidelity of the output and has a stronger correlation 165

with human judgments than reference-only-based 166
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Combination

Atom (AF)  (B)  (BE)  (C)  (CG)  (D)    

(ABC)  (BCD)Test 

(AB)  (BC)  (CD)  

atoms  A, B, C, D

same total number of atoms
 close distribution of atoms

[1A 2B 2C 2D]  
 

[1A 2B 2C 2D]  
 

Figure 2: An example of datasets for the systematicity
evaluation. Each pair of brackets denotes a sample and
each letter (A~G) denotes a data unit.

metrics. Metrics other than the performance metric167

are described in the corresponding aspects.168

3 Evaluation Method169

In this section, we describe each aspect of SPOR.170

Each subsection corresponds to an aspect that in-171

cludes the overview, how to construct the dataset,172

how to perform the evaluation, and the results and173

analysis. We regard triples and attribute-value pairs174

as data units for WebNLG and E2E, respectively.175

For all results reported, we run experiments three176

times with different random seeds and average the177

results to avoid contingency. Appendix C provides178

statistics of constructed datasets. Appendix D pro-179

vides the qualitative analysis of evaluations, show-180

ing specific samples with model outputs.181

3.1 Systematicity182

The first aspect we evaluate is systematicity (Hup-183

kes et al., 2020). Systematicity is a notion fre-184

quently used in tests of compositional generaliza-185

tion (Lake and Baroni, 2018; Kim and Linzen,186

2020; Hupkes et al., 2020; Keysers et al., 2020),187

which refers to the ability to handle combinations188

of known elements that are not seen during training.189

In the data-to-text generation task, the elements re-190

fer to the data. Although a large corpus allows the191

model to see a large amount of data, the possible192

combinations of data are too numerous to be fully193

covered. In practical applications, the model will194

often see combinations of known data in the input195

that are not seen during training, so the ability to196

handle unseen combinations of data is important.197

In the systematicity evaluation, by reconstruct-198

ing the dataset, we allow the model to see all data199

units in the test set during training, but not any200

combination of them. In this case, the model needs201

systematicity to handle unseen combinations at test202

time. We use the model performance in this case203

Algorithm 1 Construction of Atom and the test set
Input: original dataset S
Output: Atom (A), test set (T ), Blocked (B)

T,A,B ← ∅
while S ̸= ∅ do

x← randomly selected sample in S
S ← S − {x}
R← {y | y ∈ A ∪ S ∧ y /∈ B ∧ |y ∩ x| = 1}
if x ⊆

⋃
R and maxy∈A |y ∩ x| ≤ 1 then

T ← T ∪ {x}
S ← S −R
A← A ∪R
B ← B ∪ {y | y ∈ S ∧ |y ∩ x| > 1}

end if
end while

as the systematicity metric. Based on the same test 204

set, we also construct the case where the model can 205

see combinations of data units to test whether the 206

model’s performance when it cannot see combina- 207

tions is comparable to that when it can. 208

3.1.1 Dataset Construction 209

We construct one test set and two training sets 210

Atom (A) and Combination (C). Figure 2 illus- 211

trates the goal of our construction. We call the data 212

units that appear in the test set atoms. Both Atom 213

and Combination cover all atoms, and they have 214

the same total number of atoms and close distribu- 215

tion of atoms. However, Atom does not contain 216

any combination of atoms, but Combination does. 217

We use Algorithm 1 to construct Atom and the 218

test set. We assume that the original dataset is the 219

set S and each sample x in S is a set of data units. 220

For a set x, we use |x| to denote the number of data 221

units it contains. For a set S containing sets, we 222

use
⋃
S to denote the union of the sets it contains, 223

i.e.,
⋃
S is the set of all data units occurring in S. 224

Initially, both Atom and the test set are empty 225

sets, and we set an initially empty auxiliary set 226

Blocked to store samples containing combinations 227

of atoms. Each time, we remove a sample x from 228

S and check all samples in the current Atom and 229

samples in S that are not in Blocked and include 230

only one data unit in x. If these samples cover 231

all data units in x, and Atom does not contain 232

combinations of data units in x, then we: 233

• Add x to the test set. 234

• Remove samples in S that are not in Blocked 235

and include only one data unit in x, and add 236

them to Atom. 237

• Add samples in S that include more than one 238

data unit in x to Blocked. 239
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Algorithm 2 Construction of Combination
Input: Atom (A), test set (T ), Blocked (B), divergence mea-

sure function D, threshold r
Output: Combination (C)

C,A′ ← A
B ← B − T
T ←

⋃
T

define function F(x,G) as
∑

y∈G |x ∩ y|
define function V(x) as F(x ∩ T,A)−F(x ∩ T,C)
while B ̸= ∅ do

x← sample in S with maximum V(x)
B ← B − {x}
R← ∅
for all y ∈ A′ in ascending order of V(y) do

R′ ← R ∪ {y}
if |

⋃
R′| ≤ |x| and T ⊆ (C −R′) ∪ {x} then

R← R′

end if
end for
if |

⋃
R| = |x| and D(A, (C −R) ∪ {x}) ≤ r then

C ← (C −R) ∪ {x}
A′ ← A′ −R

end if
end while

This process is repeated until S is empty. Under240

this construction method, Atom covers all atoms241

but does not contain any combination of atoms.242

The samples containing combinations of atoms are243

all in Blocked.244

We then use Algorithm 2 to construct Combi-245

nation. The core idea of Algorithm 2 is to replace246

samples in Atom with samples that have combi-247

nations of atoms to obtain Combination. We ini-248

tialize Combination with Atom. For each sam-249

ple x in Blocked but not in the test set, we try to250

replace a cluster of samples belonging to Atom251

with x in Combination, ensuring that Combina-252

tion still covers all atoms and the total number253

of atoms remains the same after the replacement.254

Each replacement makes Combination have one255

more sample with combinations of atoms.256

To ensure that the distributions of atoms in Atom257

and Combination are close, we perform the re-258

placement only if the divergence of the two dis-259

tributions after the replacement does not exceed a260

threshold r. Following Keysers et al. (2020), we261

measure the divergence using the Chernoff coeffi-262

cient D(P,Q) = 1−
∑

k p
0.5
k q0.5k ∈ [0, 1] (Chung263

et al., 1989) and set the threshold r = 0.02, where264

pk and qk denote the proportion of the atom k in265

datasets P and Q, respectively. Random replace-266

ments will cause the divergence to reach the thresh-267

old too early. To avoid this, we define V(x) as268

the subtraction of the total occurrences of atoms269

WebNLG E2E
A C A C

T5-large 66.14 66.54 49.19 52.76
BART-large 64.44 64.80 50.49 52.63
GPT-2-large 63.98 64.93 51.82 52.95
T5-11b 68.93 69.07 53.78 54.72
Mistral-7b 66.87 67.09 53.06 54.22
Llama-2-13b 65.87 66.18 51.28 53.35

Table 1: Performance of models on the two training sets
for the systematicity evaluation.

from x in Atom and Combination, and try to use 270

samples with high V (x) to replace samples with 271

low V (x). This replacement method controls the 272

growth of divergence, allowing more replacements 273

to occur and thus allowing Combination to contain 274

more combinations of atoms. 275

3.1.2 Evaluation 276

We train the model on Atom and Combination 277

respectively and test the performance of the two 278

trained models on the test set. We evaluate sys- 279

tematicity of the model by the performance on 280

Atom. We use the performance on Combination 281

as a bound to analyze the systematicity level of the 282

model. 283

3.1.3 Results and Analysis 284

Table 1 shows the results of the systematicity eval- 285

uation. On WebNLG, T5-11b performs best on 286

Atom, showing the strongest systematicity. Among 287

the LLMs, both t5-11b and Mistral-7b outperform 288

all the smaller LMs on Atom, reflecting an im- 289

provement in systematicity. However, all models, 290

including LLMs, show performance gaps on Atom 291

and Combination, which indicates that when the 292

model cannot see combinations during training, it 293

is unable to handle combinations as well as when 294

it can see. This reflects a deficiency in systematic- 295

ity of the model. The results on E2E are similar, 296

and the performance gaps on Atom and Combina- 297

tion on E2E are more significant than on WebNLG, 298

which further confirms the deficiency in systematic- 299

ity of the model. In conclusion, the LLMs overall 300

show an improvement in systematicity compared to 301

the smaller LMs but do not eliminate the deficiency 302

in systematicity of the model. 303

3.2 Productivity 304

The second aspect we evaluate is productivity (Hup- 305

kes et al., 2020). Productivity, in the context of 306
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WebNLG E2E
N = 3 N = 4 N = 5 N = 3 N = 4 N = 5

I V I V I V I V I V I V
T5-large 68.24 69.82 68.32 70.11 68.36 68.71 61.27 62.91 64.31 64.91 63.81 64.11
BART-large 67.58 69.17 67.54 69.89 68.84 69.17 62.59 62.98 64.31 64.68 63.37 63.71
GPT-2-large 63.95 66.43 64.96 68.61 65.25 66.90 57.81 62.89 64.22 65.17 63.99 64.15
T5-11b 70.86 71.10 70.03 70.15 69.57 69.83 62.79 63.33 63.97 64.48 63.89 64.25
Mistral-7b 68.92 70.55 69.43 71.09 69.41 69.63 62.71 64.53 65.13 66.06 64.18 64.82
Llama-2-13b 68.77 69.78 69.55 70.30 69.08 69.23 61.18 62.76 64.46 64.86 64.22 64.40

Table 2: Performance of models trained on the two training sets with the number threshold N ∈ {3, 4, 5} for the
productivity evaluation.

1 1 1 1 1 1
2 2 2 3 3 3
4 4 4 5 6 7

Invisible

Visible

1 1 2 3 4 5 6 7 n > 4 5 6 7 Test

3 4 4 4 5 6 7

replacement (same total)
1 1 1 1 1 1 2 2 2 3 3 3 4 4 4

n ≤ 4

n > 4

Figure 3: An example of datasets with threshold N = 4
for the productivity evaluation. Each number represents
a sample with a corresponding number of data units.

compositionality, refers to the ability to extrapolate307

to longer sequences than those seen during training308

(Ontañón et al., 2022). Similar to systematicity,309

productivity is also a notion frequently used in tests310

of compositional generalization (Lake and Baroni,311

2018; Hupkes et al., 2020; Ontañón et al., 2022).312

In the data-to-text generation task, productivity cor-313

responds to the ability to handle a larger amount314

of data in the input than those seen during training.315

In practical applications, the amount of data con-316

tained in an input can be arbitrarily large, and it is317

impossible for a finite corpus to cover inputs with318

arbitrarily large amounts of data. The model will319

often encounter inputs with a larger amount of data320

than those seen during training and should have the321

ability to handle this situation.322

In the productivity evaluation, we limit the num-323

ber of data units of each sample during training,324

and test how the model performs when handling a325

larger amount of input data units than those seen326

during training. On the same test set, we also test327

the model trained with samples without the limit on328

the number of input data to see whether the model’s329

performance with the limit is comparable to that330

without the limit.331

3.2.1 Dataset Construction332

We construct one test set and two training sets In-333

visible (I) and Visible (V). We start by setting a334

number threshold N . We construct Invisible us- 335

ing all samples with no more than N data units. 336

Similar to Algorithm 2, we replace the samples in 337

Invisible with samples with more than N data units 338

to obtain Visible, ensuring that the total numbers 339

of data units in Invisible and Visible are the same 340

and that the divergence of the distribution is less 341

than the threshold r = 0.02 (using the same metric 342

as in systematicity). We construct the test set using 343

all samples with more than N data units in the orig- 344

inal test. We ensure that any data unit in the test 345

set is present in both Invisible and Visible. Our ex- 346

periments try the number threshold N ∈ {3, 4, 5}. 347

Figure 3 shows an example of dataset construction. 348

3.2.2 Evaluation 349

We train the model on Invisible and Visible respec- 350

tively and test the performance of the two trained 351

models on the test set. We evaluate productivity of 352

the model by the performance on Invisible. We use 353

the performance on Visible as a bound to analyze 354

the productivity level of the model. 355

3.2.3 Results and Analysis 356

Table 2 shows the results of the productivity evalua- 357

tion. On WebNLG, T5-11b performs best on Invis- 358

ible with different thresholds. On E2E, the best per- 359

forming model on Invisible with each threshold is 360

one of the LLMs. The LLMs overall show stronger 361

productivity than the smaller LMs. However, all 362

models, including LLMs, show performance gaps 363

on Invisible and Visible on both WebNLG and 364

E2E, which indicates that when the model cannot 365

see samples with the number of input data units 366

exceeding the threshold during training, it is un- 367

able to handle such samples as well as when it can 368

see. This reflects a deficiency in productivity of 369

the model. The performance gaps of most models 370

on Invisible and Visible are more significant for 371

smaller thresholds, indicating that the deficiency 372
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A B C D
order1

B A D C
order2

output1

output2

Property Checking

invariant
(PBH)

variant
(POH)

no
property

Figure 4: An illustration of the order invariance evalua-
tion. Each letter (A~D) denotes a data unit.

in productivity is more pronounced when the max-373

imum number of input data units within a sample374

seen during training decreases. In conclusion, the375

LLMs overall show an improvement in productivity376

compared to the smaller LMs but do not eliminate377

the deficiency in productivity of the model.378

3.3 Order Invariance379

The third aspect we evaluate is order invariance.380

This notion is previously studied by Wang et al.381

(2023), who finds that LLMs are sensitive to the382

order of options in multiple choice task. In the data-383

to-text generation task, order invariance refers to384

the ability that a model’s output text maintains the385

fidelity and proper ordering of data when the same386

unordered set of data is input in different orders.387

Having order invariance means that the model can388

decompose the input into the set of data units and389

recombine them properly, regardless of the order of390

data units in the input, which reflects compositional391

generalization. In practical application scenarios,392

there are often cases where the data does not have a393

known linear order, and thus the model is required394

to have order invariance to ensure the fidelity and395

proper data ordering of the output texts under any396

data input order.397

In the order invariance evaluation, for the same398

set of data units, we use two different input or-399

ders and then evaluate whether outputs maintain400

the fidelity and proper data ordering under both401

input orders. Further, we investigate the effect of402

the training process on order invariance. We con-403

struct a training set in which data units are arranged404

in the input in the same order as they appear in405

the text. We evaluate whether using such a train-406

ing set makes the model more inclined to arrange407

data units in the text according to input order and408

whether it affects the order invariance of the model.409

3.3.1 Dataset Construction 410

We design a search algorithm to find the occurrence 411

position of data units in the text (see Appendix E 412

for details). For each data-text pair in the original 413

training set, we arrange the data units in the input 414

according to their occurrence in the text, forming 415

the training set Match (M). Correspondingly, Orig- 416

inal (O) refers to the original training set. 417

3.3.2 Evaluation 418

We train the model on Original. For each sample 419

of the original test set, we randomize the order of 420

the input data units to form two different inputs. 421

We determine the set of data units contained in the 422

output and the order of the data units, and then 423

consider two properties: (1) The output is consid- 424

ered to have fidelity if the set of data units exactly 425

matches the input. (2) The output is considered to 426

have proper data ordering if the order of the data 427

units satisfies k > 0 with the order of at least one 428

reference text, where k ∈ [−1, 1] is the Kendall 429

coefficient (Abdi, 2007), which measures the corre- 430

lation of two orders. For each of the two properties, 431

we evaluate the proportion of both outputs having 432

the property (PBH) and the proportion of only one 433

output having the property (POH). A model with 434

high order invariance on the property should have 435

a higher PBH. Relatively, POH reflects the order 436

variance of the model. Figure 4 shows an illustra- 437

tion of the evaluation. 438

3.3.3 Additional Tests 439

To investigate the effect of the order consistency of 440

data units in input and output in the training set, we 441

train the model on Match and perform additional 442

tests. Besides fidelity and proper data ordering 443

in the evaluation, we also perform the following 444

tests on the models trained on Original and Match. 445

First, for the input and model output of the original 446

test set, we determine the order of data units in the 447

output, and then calculate its correlation with the 448

input order of the data units (CWIO). We use the 449

Kendall coefficient to measure the correlation. A 450

higher correlation means that the model is more 451

inclined to arrange data units in the text according 452

to input order. Second, we test the performance of 453

the model on the original test set to see the effect 454

of different training sets on the performance. 455

3.3.4 Results and Analysis 456

Table 3 shows the results of the order invariance 457

evaluation. When trained on Original, on fidelity, 458
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WebNLG E2E
Fidelity Ordering

CWIO PERF
Fidelity Ordering

CWIO PERF
PBH POH PBH POH PBH POH PBH POH

T5-large 97.56 1.67 87.15 6.84 +0.13 67.95 91.39 6.80 77.22 10.15 +0.51 63.07
BART-large 97.65 0.94 88.69 3.98 +0.10 66.96 98.05 0.90 82.26 3.59 +0.52 62.58
GPT-2-large 90.55 6.86 82.64 9.90 +0.11 67.64 74.37 19.22 68.08 10.99 +0.50 62.60
T5-11b 99.10 0.64 89.05 4.53 +0.10 68.47 99.12 0.60 82.75 3.68 +0.57 62.56
Mistral-7b 96.49 2.67 86.29 7.80 +0.11 68.69 96.49 3.08 82.28 4.46 +0.42 63.91
Llama-2-13b 96.69 2.33 87.28 6.86 +0.09 68.07 96.88 2.75 78.50 7.54 +0.46 62.81
T5-large 94.63 4.55 53.56 39.98 +0.81 65.53 98.36 1.62 37.28 43.95 +0.95 55.74
BART-large 92.45 5.94 54.78 38.14 +0.76 64.12 97.25 2.67 37.58 43.91 +0.95 56.98
GPT-2-large 81.06 15.80 54.84 37.74 +0.76 65.07 85.34 11.77 38.96 42.31 +0.95 56.52
T5-11b 96.58 3.01 54.93 38.81 +0.76 66.04 99.28 0.72 37.05 43.56 +0.94 56.21
Mistral-7b 94.65 4.64 54.95 38.46 +0.79 66.29 97.95 1.93 37.24 43.40 +0.94 57.37
Llama-2-13b 91.44 7.38 54.59 39.00 +0.78 65.66 97.97 1.99 37.38 43.68 +0.95 56.52

Table 3: Results of models trained on Original (above) and Match (below) for the order invariance evaluation.
CWIO refers to the correlation with the input order. PERF refers to the performance on the original test set.

T5-11b has the highest PBH on both WebNLG and459

E2E, showing the strongest order invariance. As460

a smaller LM, BART-large has the second highest461

PBH, which is higher than LLMs Mistral-7b and462

Llama-2-13b. From the POH we can see that all463

models show order variant cases on fidelity, i.e.,464

for two input orders of the same set of data units,465

a model may show fidelity in one order but not466

in the other. On proper data ordering, the results467

are similar to fidelity and show a larger proportion468

of order variant cases. This means that for two469

input orders of data units, the two outputs of the470

model may differ in their data ordering, where one471

is proper and the other is not. Overall, the models472

are deficient in order invariance on both fidelity473

and proper data ordering.474

Compared to Original, when trained on Match,475

the CWIO of the model is significantly higher, in-476

dicating that the model is more inclined to arrange477

the data units in the text according to input order.478

This inclination about ordering leads to a decrease479

in order invariance on proper data ordering. An480

unexpected finding is that the inclination also af-481

fects order invariance on fidelity, overall leading482

to a decrease on WebNLG and an increase on E2E483

(see Appendix D.3 for the discussion). The perfor-484

mance of the model trained on Match is signifi-485

cantly lower than on Original, indicating that high486

order consistency of data units in input and output487

during training negatively affects the performance488

when the order of input data units is arbitrary.489

3.4 Rule Learnability490

Models with high compositionality have the “will-491

ingness to prefer rules over memorization” (Hupkes492

et al., 2020), i.e., they tend to apply observed rules 493

to recombine elements rather than simply memo- 494

rizing combinations of elements. Based on this 495

understanding, we propose the last aspect of the 496

evaluation, rule learnability, which refers to the 497

ability to learn rules from training and apply them 498

during testing. Our evaluation focuses on the copy 499

rule (Gehrmann et al., 2018) in data-to-text gen- 500

eration, which refers to the rule that certain infor- 501

mation involved in the text (e.g., entities, numeric 502

values) should be copied directly from the data to 503

ensure the fidelity of the text. 504

In the rule learnability evaluation, we replace 505

some entities or numeric values that should be 506

copied with phrases that hide information, and then 507

check whether the model correctly applies the copy 508

rule. A correct copy should not have omissions 509

of phrases that hide information or hallucinations 510

of outputting entities and numeric values that have 511

been hidden. If the model only memorizes spe- 512

cific mappings that conform to the copy rule during 513

training, rather than actually learning the copy rule, 514

then it will not be able to correctly apply the copy 515

rule to the phrases that hide information. 516

3.4.1 Dataset Construction 517

On WebNLG, the copy rule is mainly applied to 518

entities. For each sample in the original WebNLG 519

test set, we find the entities that act as subjects and 520

are copied in every reference text, and replace these 521

entities in the input with "Entity i" (i denotes the 522

entity’s label, which is used to distinguish between 523

different entities). On E2E, the copy rule is mainly 524

applied to values, and we focus on numeric values. 525

Similar to WebNLG, we replace the numeric value 526
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< Entity 1, starring, Entity 2 >
< Entity 2, birth place, Lancashire >

Entity 1: Bananaman  /  Entity 2: Bill Oddie

name [The Phoenix], eatType [pub], food[French], 
priceRange [more than Value A], 
customerRating [Value B out of 5]

Value A: £30  /  Value B: 5

Figure 5: An example of dataset construction for the
rule learnability evaluation.

with "Value i". If a value contains more than one527

numeric value, only the first one will be replaced.528

Figure 5 shows an example of dataset construction.529

3.4.2 Evaluation530

We train the model on the original training set and531

then check the output of the model on the replaced532

inputs. The result of checking each sample can be533

represented as (a, b), where a ∈ {0, 1} indicates534

whether all phrases that hide information are copied535

correctly (using fuzzy matching, see Appendix F536

for details), and b ∈ {0, 1} indicates whether the537

hidden entities or numeric values appear. In the538

representation of the result, a = 0 implies omis-539

sions and b = 1 implies hallucinations. Of the four540

possible results, only (1, 0) indicates that the copy541

rule is correctly applied. We count the proportions542

of the four cases and evaluate the rule learnability543

by the proportion of (1, 0).544

3.4.3 Results and Analysis545

Table 4 shows the results of rule learnability eval-546

uation. On WebNLG, all models apply the copy547

rule less than 90% correctly. The errors are mainly548

concentrated on the (0, 0) case. This case indicates549

that the model does not have the hallucinations of550

outputting entities that have been hidden, but it has551

omissions of phrases that hide information. Among552

all the models, T5-large and BART-large have rel-553

atively high correct rates. The LLMs do not show554

higher correct rates compared to the smaller LMs.555

All LLMs have a correct rate of less than 80%.556

The results shown on E2E are different. On E2E,557

the LLMs have high correct rates and outperform558

the smaller LMs. Among the LLMs, both Mistral-559

7b and Llama-2-13b are almost completely correct.560

Among the smaller LMs, BART-large and GPT-2-561

large show very low correct rates. Their propor-562

tions of (0, 1) are both high, indicating that there563

(0, 0) (0, 1) (1, 0) (1, 1)
T5-large 10.16 0.31 89.32 0.21
BART-large 10.64 1.30 87.59 0.48
GPT-2-large 19.43 1.69 78.44 0.43
T5-11b 17.35 3.02 79.62 0.02
Mistral-7b 19.08 1.40 79.04 0.48
Llama-2-13b 21.15 0.45 78.11 0.29
T5-large 2.64 1.44 95.93 0.00
BART-large 13.17 57.57 29.26 0.00
GPT-2-large 15.28 48.19 36.06 0.46
T5-11b 0.05 2.38 97.57 0.00
Mistral-7b 0.65 0.00 99.35 0.00
Llama-2-13b 0.86 0.00 99.14 0.00

Table 4: Results of the rule learnability evaluation on
WebNLG (above) and E2E (below). Each column repre-
sents the proportion of the corresponding case.

are serious hallucinations of outputting numeric 564

values that have been hidden. When outputting 565

these numeric values, the model tends not to output 566

the corresponding phrases that information, result- 567

ing in omissions. Their proportions of (0, 0) also 568

indicate the presence of simple omissions unrelated 569

to the hallucinations. 570

In summary, the results show that all models, 571

including LLMs, are unable to achieve high correct 572

copy rates on both WebNLG and E2E, and that 573

omissions and hallucinations are prevalent in the 574

models. This indicates that for copy rules in data- 575

to-text generation, the models are deficient in rule 576

learnability and need further improvement. 577

4 Conclusions 578

In this work, we propose SPOR, a comprehensive 579

and practical evaluation method for compositional 580

generalization in data-to-text generation, which in- 581

cludes four aspects of manifestations: systematicity, 582

productivity, order invariance, and rule learnabil- 583

ity. We demonstrate on WebNLG and E2E how 584

SPOR enables evaluations without additional man- 585

ual annotations based on existing datasets. We 586

evaluate some existing language models, including 587

LLMs. We find that the models are deficient in 588

various aspects of compositional generalization in 589

data-to-text generation and need further improve- 590

ment. Our work supports comprehensive research 591

on different manifestations of compositional gener- 592

alization in data-to-text generation and provides a 593

framework for identifying and evaluating improve- 594

ments in this ability of language models. 595
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Limitations596

A limitation of our work is the limited size of597

the models evaluated. Although we include some598

LLMs in our evaluation, due to the need for fine-599

tuning with limited resources, the size of the LLMs600

does not exceed 13b. Resource constraints make601

it difficult to apply fine-tuning methods on larger602

LMs, and there is currently no effective method for603

directly applying larger LMs to data-to-text gener-604

ation. One possible method is in-context learning,605

which performs inference directly but adds a prefix606

to the input that demonstrates a small number of607

samples for the model to learn. In the in-context608

learning style, the training phase of compositional609

generalization corresponds to the sample demon-610

stration in the prefix, and the evaluation needs to611

consider the method of sample demonstration se-612

lection. We will continue to follow the progress613

of applying larger LMs to data-to-text generation614

and explore evaluation methods for compositional615

generalization in data-to-text generation of larger616

LMs.617

Ethics Statement618

The datasets and models we use are open-source619

and we use them for scientific research purposes620

only. The datasets we construct will also be621

open source for scientific research purposes. The622

datasets we use and construct do not contain any623

information that names or uniquely identifies indi-624

vidual people or offensive content.625

Since we use the realistic dataset WebNLG, we626

are particularly concerned with data faithfulness,627

i.e., all data in the reconstructed evaluation dataset628

must not show information that contradicts the orig-629

inal realistic dataset, which may be inconsistent630

with the real world and may be harmful. In the631

systematicity, productivity, and order invariance632

evaluations, we do not modify the information in633

any triple. In the rule learnability evaluation, we634

only hide the information, and no new information635

is generated. Therefore, the data used in the eval-636

uation do not contain information that contradicts637

the original realistic dataset.638

The AI assistant we use in our work is Copilot639

(for simple code completion).640
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A Original Dataset Details842

In the original WebNLG dataset, 10 domains are843

present in the training set and can be used in the844

evaluation. We select the latest version, WebNLG+,845

which increases the number of available domains846

to 16 and contains more samples. For the samples847

used for testing, we retain only samples in which848

all data units appear in the training set. After pro-849

cessing, WebNLG+ contains 3,873 distinct triples,850

13,211 samples for training, and 2,179 samples for851

testing.852

The E2E dataset contains 7 attributes and 45 dis-853

tinct attribute-value pairs. The original E2E dataset854

has some inconsistencies between the data and the855

text, which is partially fixed in the clean version.856

We perform further filtering based on the clean857

version, retaining only samples in which all input858

values have matches in the text. After processing,859

E2E contains 6,735 samples for training and 1,635860

samples for testing.861

B Model Details862

The models we evaluate include T5-large (738M),863

BART-large (406M), GPT2-large (774M), T5-11b,864

Mistral-7b, and Llama-2-13b. All models are down-865

loaded from HuggingFace, and training and infer-866

ence are based on the transformers library. Each867

item in our experiment is done on a single NVIDIA868

A800 80G GPU.869

For model input, we use the linearization method870

(Ribeiro et al., 2020; Kale and Rastogi, 2020). For871

WebNLG, we add the special identifiers <head>,872

<relation>, and <tail> before the subject, predi-873

cate, and object of each triple, and then linearly874

concatenate all triples to form the input. For E2E,875

We form the input by linearly concatenating each876

attribute-value pair in the form of "attribute[value]".877

Following Ribeiro et al. (2020), for WebNLG, we878

add a prefix “translate from Triple to Text:” before879

the input. Similarly, we use the prefix "translate880

from MR to Text:" for E2E.881

For model training, the optimizer is Adam882

(Kingma and Ba, 2015). The learning rate is 1e-4,883

and the batch size is 6. We train the model for 10884

epochs. For model inference, the beam width is 5.885

For systematicity and productivity evaluations,886

we report the best results on the test set among887

all checkpoints. For order invariance and rule888

learnability evaluations, we report the results of889

the checkpoint that has the best performance on the890

original test set.891

WebNLG E2E
A C A C

# samples 4,717 3,256 3,351 1,390
# data units 9,636 8,267 13,311 7,043
# atoms 5,281 5,281 3,298 3,298
# combination pairs 0 1,969 0 2,670

Table 5: Some statistics about the training sets for the
systematicity evaluation.

1 2 3 4 5 6 7

N = 3
I 249 193 239 0 0 0 0
V 19 18 9 56 57 44 71

N = 4
I 249 193 239 260 0 0 0
V 0 17 35 25 148 99 117

N = 5
I 249 193 239 260 227 0 0
V 9 52 128 99 34 203 178

N = 3
I 86 592 1,480 0 0 0 0
V 0 66 633 0 414 148 103

N = 4
I 86 592 1,480 2,151 0 0 0
V 0 80 1,227 1,601 4 543 113

N = 5
I 86 592 1,480 2,151 1,612 0 0
V 0 389 1,400 2,029 1,435 219 113

Table 6: Number of samples in training sets for the
productivity evaluation with each number (from 1 to 7)
of data units in WebNLG (above) and E2E (below).

C Constructed Dataset Statistics 892

C.1 Systematicity 893

Table 5 shows the statistics about the training sets 894

for the systematicity evaluation. The size of the 895

test set for the systematicity evaluation is related to 896

the number of distinct data units contained in the 897

original dataset. For a dataset like E2E with a small 898

number of distinct data units, it is more difficult 899

to construct a large test set. To maximize the size 900

of the test set, we randomly pick x in Algorithm 1 901

among those x that have the largest |x| and perform 902

multiple random constructions, taking the one with 903

the largest test set size. The test set contains 2,360 904

samples on WebNLG and 156 samples on E2E. 905

C.2 Productivity 906

Each sample in WebNLG contains 1 to 7 data units. 907

Samples with 6 and 7 data units only cover four 908

domains: Astronaut, Monument, University, and 909

Company. To avoid inconsistent domain distribu- 910

tions of training sets, we only use samples from 911

these four domains to construct the datasets for 912

the productivity evaluation on WebNLG. Table 6 913

shows the number of samples in training sets with 914

each number of input triples. For N ∈ {3, 4, 5}, 915

the test set of WebNLG contains 219 / 153 / 99 916

samples, and the test set of E2E contains 1,314 / 917

1,002 / 477 samples. 918
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C.3 Order Invariance919

For the order invariance evaluation on fidelity and920

proper data ordering, we remove samples with only921

one data unit and samples where the order of the922

data units in the text cannot be determined. The923

test set of WebNLG contains 1,559 samples, and924

the test set of E2E contains 1,623 samples.925

C.4 Rule Learnability926

For the rule learnability evaluation, on WebNLG,927

we retain only samples in which there is at least928

one entity that satisfies the replacement condition.929

The final test set contains 1,614 samples. On E2E,930

since the training data guarantees copies of val-931

ues, we can construct samples without reference932

texts to cover more combinations. We enumerate933

the values of 6 attributes (except the attribute near,934

which is similar to name) and ensure that at least935

one value contains the numeric value, resulting in936

1,440 samples. When a phrase that hides infor-937

mation corresponds to more than one value, the938

occurrence of any one of these values is considered939

a hallucination.940

D Qualitative Analysis of Evaluations941

Table 7 ~ 10 show some specific samples with942

model outputs in each aspect of the evaluation.943

D.1 Systematicity944

Table 7 shows samples from Llama-2-13b in the945

systematicity evaluation. On WebNLG, the issue946

on fidelity is the omission of data units, and the947

issue on fluency is the stiff expression (the model948

repeatedly enumerates data units by applying the949

same pattern, and lacks fluency in articulation). On950

E2E, the issues center on fluency similar to those951

shown on WebNLG. The stiff expression can be952

attributed to the difficulty of models trained on the953

Atom in handling unseen combinations.954

D.2 Productivity955

Table 8 shows samples from Llama-2-13b in the956

productivity evaluation. The issues center on fi-957

delity. In addition to the omissions present on958

WebNLG and E2E, hallucinations are found on959

E2E. The fidelity issue can be attributed to the dif-960

ficulty of models trained on Invisible in handling a961

larger number of input data units.962

D.3 Order Invariance963

Table 9 shows samples from Llama-2-13b in the964

order invariance evaluation. On WebNLG, for the965

model trained on Original, both outputs have fi- 966

delity. However, the data ordering of Output 1 967

is improper, while that of Output 2 is proper (for 968

< Trance music, stylistic origin, Pop music >, it 969

should be next to < Andrew Rayel, genre, Trance 970

music >, not isolated at the end). For the model 971

trained on Match, the order of the output data units 972

is consistent with the input order. When the input 973

order is not the proper data ordering, the model 974

may try to apply complex grammar on an unnatural 975

order of data units, which results in some data units 976

not being generated as demonstrated in the sample. 977

On E2E, the two outputs on Original are consistent 978

in ordering but vary in fidelity. The two outputs 979

on Match have exactly the same data ordering as 980

the inputs, resulting in a stiff expression. How- 981

ever, from the experimental results, such a form 982

of output on improves order invariance on fidelity 983

on E2E. We hypothesize that due to the relatively 984

simple grammar of E2E, this form does not lead to 985

omissions as on WebNLG, and the model may be 986

easier to maintain fidelity because there is no need 987

to rearrange the data units. 988

D.4 Rule Learnability 989

Table 10 shows samples of error cases in the rule 990

learnability evaluation. The most frequent error 991

case on WebNLG is (0, 0). In the sample of (0, 0) 992

on WebNLG, there is no hallucination in the output 993

but "Entity 1" is omitted, resulting in a factual er- 994

ror. The other two samples demonstrate cases with 995

hallucinations. On a realistic dataset like WebNLG, 996

the hallucination may be a correct inference based 997

on known information but does not satisfy the re- 998

quirement for fidelity in data-to-text generation. 999

The poorer performing models on E2E, such as 1000

BART-large / GPT-2-large, have a large proportion 1001

of (0, 1) cases. In the sample of (0, 1) on E2E, the 1002

model outputs "5 out of 5" instead of "Value B of 1003

5", which is a hallucination with the omission. On 1004

E2E, known information is irrelevant to the hidden 1005

numeric value, so the hallucination is unfounded. 1006

The sample of (0, 0) demonstrates an omission un- 1007

related to the hallucination, which is the only case 1008

of errors for the better performing models on E2E 1009

such as Mistral-7b / Llama-2-13b. 1010

E Search Algorithm for Order-Invariance 1011

Evaluation 1012

For each data-text pair in WebNLG, we first locate 1013

where the entities in the data appear in the text. 1014
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Although most of the entities appear unchanged in1015

the text, variations still exist, such as token discon-1016

tinuities or token distortions. However, discontin-1017

uous tokens are not too far away from each other,1018

and the degree of token distortion is not too large.1019

Therefore, we use the following algorithm for lo-1020

calization:1021

1. We first slice the entity into tokens, and for1022

each token t, find the set of candidate-matching1023

tokens in the text with the smallest edit distance1024

from t and no more than min (2, length of t).1025

2. Keep all non-empty candidate sets, and then1026

use depth-first search to select a position in each1027

candidate set such that the final variance of all po-1028

sitions is minimized as the token position represen-1029

tation of the entity. If there are multiple minimum1030

variance representations, then all are retained.1031

3. The entities are sorted by the number of1032

position representations retained from smallest to1033

largest, and then one representation is selected for1034

each entity and the smallest position number in the1035

representation is used to represent that entity. We1036

require that the position number representing an1037

entity cannot appear in the representations of other1038

entities, and if it cannot be satisfied, then the posi-1039

tion number of this entity is set to a large boundary1040

value (the percentage of such cases is about 1.6%).1041

After determining the position number of each1042

entity, we determine the order of triples. We con-1043

sider the set of triples as an undirected graph, and1044

each triple represents a connected edge between1045

the subject and the object. For each triple, if the de-1046

gree of the subject and object are different, we take1047

the position of the entity with the smaller degree1048

to represent the position of the triple, otherwise,1049

we take the larger of the two entity positions to1050

represent the position of the triple. According to1051

the position number of triple, we get the order of1052

triple. The order relationship between triples with1053

the same position number follows the input.1054

On E2E, since the training data guarantees1055

copies of values, we use strict matching to localize1056

the values.1057

F Fuzzy Matching for Rule-Learnability1058

Evaluation1059

In the rule learnability evaluation, for the checking1060

of copying phrases that hide information, we find1061

that there are cases where the model does not per-1062

form strict copying, but semantically completes the1063

copying, which should also be considered correct.1064

Therefore, in addition to strictly correct copying, 1065

the following cases are also considered as correct 1066

copying: 1067

• Case is ignored. For example, "entity 1" and 1068

"value b" are considered correct. 1069

• Numeric symbols can be changed to ordinal 1070

numbers. For example, "1st Entity" is consid- 1071

ered correct. 1072

• If the symbol is copied, it is allowed not to 1073

copy "Entity" or "Value". For example, "Its 1074

customer rating is B out of 5." is considered 1075

correct. 1076

The fuzzy matching covers most cases of seman- 1077

tically completed copies, which makes the check- 1078

ing of copying more accurate. 1079
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Dataset Sample
WebNLG Input: < Ayam penyet, region, Malaysia >, < Ayam penyet, country, Java >, < Ayam

penyet, ingredient, Fried chicken >, < Ayam penyet, main ingredient, Squeezed or smashed
fried chicken served with sambal >, < Ayam penyet, serving temperature, Hot >
Combination: Ayam penyet is a dish from Malaysia and Java. It includes fried chicken
which is squeezed or smashed and served with sambal. It should be served hot.
Atom: Ayam penyet is a dish from the region of Malaysia and Java. It contains fried
chicken and is served hot.
Performance: (73.90, 56.98) Issue: Omission of data units
Input: < Spain, leader, Felipe VI of Spain >, < Spain, language, Spanish language >, <
Spain, currency, Euro >, < Ajoblanco, country, Spain >, < Spain, demonym, Spaniards >
Combination: Ajoblanco is a dish from Spain, where the currency is the euro and the
language is Spanish. The country is led by Felipe VI and the people who live there are
called Spaniards.
Atom: Ajoblanco is a food found in Spain, where Felipe VI of Spain is the leader, Spanish
is spoken, the Euro is the currency and Spaniards live.
Performance: (62.93, 8.43) Issue: Stiff expression

E2E Input: name[Wildwood], eat type[restaurant], food[French], area[riverside], near[Raja
Indian Cuisine]
Combination: Wildwood is a French restaurant near Raja Indian Cuisine in the riverside
area.
Atom: Wildwood is a restaurant providing French food It is located in the riverside. It is
near Raja Indian Cuisine.
Performance: (59.89, 24.93) Issue: Stiff expression / Missing punctuation

Table 7: Samples from Llama-2-13b in the systematicity evaluation. Combination and Atom refer to the output of
the same model trained on the corresponding dataset. Performance refers to the performance scores of the two
outputs.
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Dataset Sample
WebNLG Input: < Elliot See, alma mater, University of Texas at Austin >, < University of Texas

at Austin, affiliation, University of Texas System >, < Elliot See, birth place, Dallas >, <
Elliot See, death place, St. Louis >, < Elliot See, status, Deceased >
Visible: Elliot See was born in Dallas and died in St. Louis. He attended the University of
Texas at Austin, which is affiliated to the University of Texas system.
Invisible: Elliot See was born in Dallas, Texas, graduated from the University of Texas at
Austin and died in St Louis.
Performance: (82.85, 70.91) Issue: Omission of data units

E2E Input: name[Browns Cambridge], eat type[coffee shop], food[Chinese], customer rat-
ing[average], area[city centre], area[riverside], family friendly[no], near[Crowne Plaza
Hotel]
Visible: Browns Cambridge is a Chinese coffee shop located in the city centre near the
Crowne Plaza Hotel. It is not family friendly and has an average customer rating. It is
located in the riverside area.
Invisible: Browns Cambridge is a coffee shop providing Chinese food It is located in the
city centre. Its customer rating is average. It is not family friendly. It is near Crowne Plaza
Hotel.
Performance: (62.84, 53.84) Issue: Omission of data units
Input: name[Clowns], eat type[coffee shop], food[English], customer rating[5 out of 5],
near[Clare Hall]
Visible: Clowns is a coffee shop near Clare Hall. It serves English food and has a customer
rating of 5 out of 5.
Invisible: Clowns is a coffee shop providing English food in the higher price range. Its
customer rating is 5 out of 5. It is near Clare Hall.
Performance: (64.59, 23.47) Issue: Hallucination

Table 8: Samples from Llama-2-13b in the productivity evaluation with the threshold N = 3. Visible and Invisible
refer to the output of the same model trained on the corresponding dataset. Performance refers to the performance
scores of the two outputs.
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Dataset Sample
WebNLG Input: < Trance music, stylistic origin, Pop music >, < Andrew Rayel, genre, Trance

music >, < Jwaydan Moyine, associated band/associated musical artist, John Digweed >,
< Andrew Rayel, associated band/associated musical artist, Jwaydan Moyine >
Input Order 1: < Trance music, stylistic origin, Pop music > → < Andrew Rayel,
genre, Trance music > → < Jwaydan Moyine, associated band/associated musical artist,
John Digweed > → < Andrew Rayel, associated band/associated musical artist, Jwaydan
Moyine >
Original 1: Andrew Rayel is a Trance musician who is associated with the musical artist
Jwaydan Moyine. Moyine is associated with the musical artist John Digweed. Trance
music originated from pop music.
Match 1: Trance music originated from pop music and is performed by artists such as
Andrew Rayel and John Digweed.
Input Order 2: < Jwaydan Moyine, associated band/associated musical artist, John
Digweed > → < Trance music, stylistic origin, Pop music > → < Andrew Rayel, associated
band/associated musical artist, Jwaydan Moyine > → < Andrew Rayel, genre, Trance
music >
Original 2: Andrew Rayel’s musical genre is Trance which has its origins in Pop music.
He is associated with the musical artist Jwaydan Moyine who is associated with the
musical artist John Digweed.
Match 2: Jwaydan Moyine is associated with the musical artist John Digweed and with
Trance musician Andrew Rayel.

E2E Input: name[The Eagle], family friendly[no], price range[cheap], area[city centre],
near[Burger King], customer rating[average], food[Chinese], eat type[coffee shop]
Input Order 1: family friendly[no] → price range[cheap] → area[city centre] →
near[Burger King] → customer rating[average] → food[Chinese] → eat type[coffee
shop]
Original 1: The Eagle is a cheap Chinese coffee shop in the city centre near Burger King.
It has an average customer rating.
Match 1: The Eagle is not family friendly, but is cheap. It is located in the city centre
near Burger King. It has an average customer rating and serves Chinese food. It is a coffee
shop.
Order 2: food[Chinese] → customer rating[average] → near[Burger King] → price
range[cheap] → area[city centre] → family friendly[no] → eat type[coffee shop]
Original 2: The Eagle is a cheap Chinese coffee shop in the city centre near Burger King.
It has an average customer rating and is not family friendly.
Match 2: The Eagle serves Chinese food. It has an average customer rating, is near
Burger King, is cheap, is in the city centre, is not family friendly, and is a coffee shop.

Table 9: Samples from Llama-2-13b in the order invariance evaluation. Original and Match refer to the output of
the same model trained on the corresponding dataset. We mark the position of data units in the output in red.
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Dataset Case Sample
WebNLG (0, 0) Input: < Antares (rocket), manufacturer, Yuzhnoye Design Office >, <

Entity 1, launch site, Vandenberg Air Force Base >, < Antares (rocket),
comparable, Entity 1 >, <Antares (rocket), launch site, Mid-Atlantic Re-
gional Spaceport >, < Entity 1, country origin, United States >
Hidden: (Entity 1, Delta II)
Output: The Antares rocket, manufactured by the Yuzhnoye Design Office,
was launched from the Mid-Atlantic Regional Spaceport and the Vanden-
berg Air Force Base in the United States.

(0, 1) Input: < Entity 1, academic discipline, Mathematics >, < Entity 1, first
publication year, 1878 >, < Entity 1, abbreviation, Am. J. Math >, < Entity
1, issn number, 1080-6377 >
Hidden: (Entity 1, American Journal of Mathematics)
Output: The American Journal of Mathematics (abbreviated to Am. J.
Math.) has the ISSN number 1080-6377.

(1, 1) Input: < Entity 2, leader, Mulatu Teshome >, < Entity 2, leader, Haile-
mariam Desalegn >, < Addis Ababa, is part of, Addis Ababa Stadium >, <
Entity 1, location, Addis Ababa >, < Addis Ababa, country, Entity 2 >
Hidden: (Entity 1, Addis Ababa City Hall), (Entity 2, Ethiopia)
Output: Addis Ababa Stadium is located in Addis Ababa, Ethiopia. Entity
1 is located in Addis Ababa. Mulatu Teshome and Hailemariam Desalegn
are leaders of Entity 2.

E2E (0, 0) Input: name[The Twenty Two], price range[less than Value A], area[city
centre], eat type[pub], food[Italian], near[Café Rouge], family friendly[no],
customer rating[Value B out of 5]
Hidden: (Value A, £20), (Value B, 1/3/5)
Output: The Twenty Two is a pub located in the city centre near Café
Rouge. It serves Italian food and has a customer rating of Value B out of 5.
It is not family friendly.

(0, 1) Input: name[Loch Fyne], eat type[coffee shop], customer rating[Value B
out of 5], area[city centre], price range[more than Value A], food[English],
near[The Sorrento]
Replacement: (Value A, £30), (Value B, 1/3/5)
Output: Loch Fyne is a coffee shop near The Sorrento in the city centre. It
has a customer rating of 5 out of 5 and serves English food at a price range
of more than Value A.

(1, 1) Input: name[Alimentum], area[city centre], near[The Six Bells], eat
type[pub], food[Chinese], price range[more than Value A]
Replacement: (Value A, £30)
Output: more than Value A, Alimentum is a pub that provides Chinese
food in the more than £30 price range. It is located in the city centre.

Table 10: Samples from Llama-2-13b / T5-11b / GPT-2-large that performs incorrect copies in the rule learnability
evaluation. We mark copies of phrases that hide information in blue and occurrences of hidden entities or numerical
values in red.
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