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Abstract

The attention mechanism is a core component of the Transformer architecture.
Various methods have been developed to compute attention scores, including multi-
head attention (MHA), multi-query attention, group-query attention and so on. We
further analyze the MHA and observe that its performance improves as the number
of attention heads increases, provided the hidden size per head remains sufficiently
large. Therefore, increasing both the head count and hidden size per head with
minimal parameter overhead can lead to significant performance gains at a low cost.
Motivated by this insight, we introduce Simulated Attention Score (SAS), which
maintains a compact model size while simulating a larger number of attention
heads and hidden feature dimension per head. This is achieved by projecting a
low-dimensional head representation into a higher-dimensional space, effectively
increasing attention capacity without increasing parameter count. Beyond the head
representations, we further extend the simulation approach to feature dimension
of the key and query embeddings, enhancing expressiveness by mimicking the
behavior of a larger model while preserving the original model size. To control the
parameter cost, we also propose Parameter-Efficient Attention Aggregation
(PEAA). Comprehensive experiments on a variety of datasets and tasks demonstrate
the effectiveness of the proposed SAS method, achieving significant improvements
over different attention variants.

1 Introduction

The Transformer architecture [77] has emerged as the predominant framework in modern machine
learning, demonstrating remarkable success across diverse domains. Transformer-based models
consistently achieve state-of-the-art performance in numerous natural language processing tasks,
including machine translation [5, 89], question answering [96, 27, 4], and commonsense reason-
ing [71, 106, 99, 92, 56]. The fundamental components of the Transformer comprise attention mech-
anisms and feed-forward networks, with attention score computation serving as a critical element.
Beyond the original multi-head attention (MHA) formulation [77], researchers have developed various
efficient sparse attention variants, such as sliding window approaches (e.g., Streaming LLMs [80]),
linear transformers (e.g., Performer [14]), and sparse attention mechanisms (e.g., Reformer and
Sparse Sinkhorn transformer [73, 21]).

Modern architectures employ diverse strategies for attention score computation. The standard MHA
approach [77] maintains identical head counts across query, key, and value embeddings. To optimize
memory efficiency, subsequent innovations have introduced parameter sharing schemes: Multi-Query
Attention (MQA) [61] and Group-Query Attention (GQA) [3] share key and value projections across
attention heads. The Multi-Latent Attention (MLA) approach [40] adopts low-rank compression
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for key and value projections, caching only latent representations. More recently, Tensor Product
Attention (TPA) [100] has introduced tensor decomposition techniques for compact representation
of queries, keys, and values. We further analyze the MHA in Figure 1, and we find that the MHA
performance gradually increases when the attention head number increases, as long as the hidden size
per head is not too small. Hence, by increasing the number of attention heads and the hidden size per
head at a minimal cost in terms of additional parameters, we can expect a substantial improvement in
performance.

Building on these observations and insights, we propose Simulated Attention Score (SAS) to enhance
Transformer performance through simulated attention head and feature expansion. Traditional query
embeddings have dimensionality [B, T, H, D], where B represents the batch size, T is the sequence
length, H denotes the head count, and D is the feature dimension per head. Our approach applies
linear projections with nonlinear activations along the head dimension (/) to effectively increase the
number of attention heads to H with H > H. Similarly, we also simulate more feature dimensions
(D) for query/key embedding for the attention score computation. The proposed method effectively
and efficiently expands both the head and feature dimensions, resulting in a query representation of
shape [B, T, H , 15], where the expanded dimensions H and D exceed the original dimensions H and
D, respectively. This expansion simulates a greater number of attention heads and a higher hidden
feature dimensionality per head, thereby enhancing model expressiveness while preserving a compact
overall model size. Additionally, we propose the parameter-efficient attention aggregation to control
parameter size and computation. To summarize, our main contributions are the following:

1. By analyzing previous attention variants, we empirically observe that the number of attention
heads plays a critical role in the Transformer performance, while more attention heads can
lead to better performance, as long as the hidden size per head is not too small.

2. Based on the above observation, we propose SAS to use a moderately sized model to simulate
the attention mechanism of a larger model, effectively increasing attention heads and hidden
dimension per head. To control the parameter cost, we also propose Parameter-Efficient
Attention Aggregation (PEAA).

3. We conduct extensive experiments on various datasets, tasks, and hyperparameter settings to
validate the effectiveness of the proposed method, under different training lengths, model
sizes, and datasets. Furthermore, we pretrain the model with SAS on the large-scale datasets
and evaluate its performance on a wide range of downstream tasks, further showing the
effectiveness of the SAS method.

2 Related Works

Attention Mechanism in Transformer. The Transformer architecture, leveraging Multi-Head
Attention (MHA) [77] for effective long-range dependency modeling [84, 85], suffers from high
memory footprint and bandwidth demands during training. To alleviate these issues, several efficient
attention mechanisms have been proposed. Multi-Query Attention (MQA) [61] reduces memory
usage by sharing key and value heads among multiple queries. Grouped-Query Attention (GQA) [3]
addresses MQA’s drawbacks by grouping queries with shared key and value heads. Multi-Head
Latent Attention (MLA) [40] optimizes inference through low-rank key and value representations,
surpassing MHA with a smaller KV cache. Multi-matrix Factorization Attention (MFA) [33]
builds upon MQA by factorizing the query matrix. Tensor Product Attention (TPA) [100] achieves
performance improvements and KV cache reduction by employing contextual tensor decomposition
for query, key, and value representations.

Linear Attention and RNN. Linear recurrent language models have emerged as a compelling
alternative due to their training and inference efficiency. The evolution of these models has progressed
from early linear RNNs with data-independent decay, exemplified by S4 [26], S5 [65], LRU [48],
RWKV4/5 [51, 52], and RetNet [70], towards more sophisticated architectures incorporating data-
dependent decay, such as HGRN [55], Mamba [25, 19], and GSA [101]. This transition highlights
the effectiveness of gating and forgetting mechanisms (termed “selective mechanisms” in Mamba),
a principle inspired by classical gated RNNs. A key distinction in modern forget gates, unlike
those in LSTMs [24], is their independence from the previous hidden state, relying solely on input
data and enabling efficient parallelization [55]. Further advancements include Longhorn [41] and



TTT [69], which reformulate state space learning as a gradient-based online optimization, and Gated
DeltaNet [91], which enhances a linear RNN’s expressiveness through gating while preserving
training efficiency. [63] provides a comprehensive comparison of expressivity between Attention-
based architectures, Linear attention mechanisms, and Recurrent Neural Networks.

Non-Linear Mapping. The non-linear mappings typically have a higher expressiveness than linear
mappings. Neural networks are well-suited for implementing such non-linear transformations. The
most basic neural network architecture for this purpose is the multilayer perceptron (MLP) [53], which
is composed of linear transformations and non-linear activation functions. In certain data structures
and configurations, the MLP can be replaced with a convolutional neural network (CNN) [36, 35] to
better capture spatial or local patterns. Common activation functions include ReLU[2], Sigmoid [29],
Tanh, Leaky ReLU [88], among others.

3 Method

3.1 The Number of Attention Heads Plays an Important Role

To investigate the impact of varying head counts Arxiv Dataset (Length 512)
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as the number of attention heads incrementally Figure 1: The performance of MHA with different
increases, the model’s performance improves, head numbers on the Arxiv dataset, with a 125M
reaching an optimal perplexity of 5.82 when the model (hidden size is 768) and training length 512.
head count matches the original configuration

of 12 heads. Beyond this point, further increasing the number of attention heads leads to a gradual
degradation in performance, as evidenced by the rising perplexity scores. Therefore, more attention
heads and larger hidden sizes per head may further improve the performance.

3.2 Simulated Attention Score

Inspired by the above observations, we propose Simulated Attention Score (SAS), a method that
simulates the behavior of a larger Transformer model with more attention heads and larger hidden
size per head, using a smaller and more efficient model. Our approach maintains a moderate model
size while significantly enhancing representational expressiveness. The implementation is presented
in Appendix L.

Initial query, key and value embeddings. Theoretically, our method is compatible with various
existing attention mechanisms, including MQA, GQA, MHA, and TPA (e.g. the result presented
in Appendix J), to construct the initial query and key tensors. Among these, MHA offers relatively
stable performance, and it is widely used in previous works [77, 34]. Therefore, we adopt MHA as
the foundation for initializing the query and key embeddings in our design.

Expanding feature dimensions enhances model performance. In addition to simulating more
attention heads, we extend our method to include feature dimension expansion, as the feature
dimension also plays a critical role in shaping attention representations. We apply non-linear mapping
to both the query and key tensors to simulate a larger feature space. As a result, SAS enhances
attention modeling through a dual expansion, which increases both the number of heads and the
feature dimension. Considering computational efficiency, we apply feature dimension expansion only
to the key and query tensors, leaving the value tensor with its unchanged feature dimension.



3.3 Simulating Attention Heads via Non-linear Mappings

In this section, we present the step-by-step procedure for simulating a greater number of attention
heads using a non-linear mapping. Our goal is to enrich the model’s expressiveness by mimicking the
behavior of a wider multi-head attention mechanism, while keeping the actual number of parameters
and computational cost moderate.

Given an input query tensor Q € REXTXHXD 'where B denotes the batch size, T is the sequence
length, H represents the number of attention heads, and D is the feature dimension per head. This
tensor structure follows the standard formulation in multi-head attention, where each head processes
a D-dimensional feature vector independently.

We first reshape the query tensor to combine the batch size, sequence length, and feature dimensions,
isolating the head dimension for further processing:

Qo = Reshape(Q, (B - T - D, H)) € REBT-D)xH, 1)

Our goal is to simulate a larger number of attention heads to enhance the model’s expressiveness. To
achieve this, we apply transformations along the head dimension. This reshaping step is crucial, as it
allows us to treat the head dimension as the primary axis for non-linear mapping while collapsing the
other dimensions into a single batch-like dimension.

The transformation applied to the head dimension consists of a (two-layer) multilayer perceptron
(MLP):

Q. = Linear;"" (Qo), )
Q2 = ReLU(Q), 3)
Q = Linears " (Q2) + Q1 )

where Linear" : R — R and Lineary" : R — R are general linear transformation layers.

Here, H denotes the original number of attention heads, and H represents the expanded (simulated)
head dimension. To improve training stability and mitigate the risk of vanishing gradients introduced
by the transformation, we incorporate a residual (skip) connection from Q; to Q The additional
parameter cost introduced by this transformation is negligible, as both the original head dimension H
and the expanded head dimension H are significantly smaller than the feature dimension D. Conse-
quently, in auto-regressive Transformer models, the majority of the parameters are concentrated in
the processing of feature vectors rather than in the introduced transformations along head dimensions.

In addition to MLP-based transformations, convolution is another widely adopted approach for
dimensional expansion, particularly in computer vision tasks. In our setting, we treat the head
dimension as the channel and the feature dimension as a structured 1D representation, analogous to
multi-channel feature maps. This interpretation allows us to apply convolutional operations effectively.
This perspective enables us to exploit local patterns across attention heads and features, introducing
an alternative mechanism for enhancing representational capacity with feature-aware processing of
heads. We begin by reshaping the query tensor as follows:

Qo = Reshape(Q, (B - T, H, D)) € REBT)xHxD,

This reshaping step results in a stack of B - T' multi-channel features, each of shape H x D,
corresponding to individual time steps across the batch. We can then apply convolutional layers with
ReLU non-linearity to expand the representational space of these features, enabling more expressive
modeling of attention head interactions. The simulation of an expanded head dimension is performed
as follows:

Q1 = Conv" (Qp), 5)
Q2 = ReLU(Q,), (6)
Q = Convs" (Q2) + Qu, @)

where Conv?" : R¥XP 5 RH*D and Convs" : RF*P — RH*D are standard convolution

layers. Here, H denotes the original number of attention heads (interpreted as channels) and H is the
expanded (simulated) head dimension. Similarly, we introduce the ReLU nonlinear activation function



and the residual connection to enhance representational capacity and improve training stability. The
channel expansion is efficiently implemented using convolutional operators. Moreover, convolution
naturally facilitates feature sharing across different heads, promoting effective communication
both spatially and temporally (i.e., across channels). Note that the convolution operation with a
kernel size of one is equivalent to the MLP applied along the channel dimension. Therefore, in
our implementation, we adopt convolutional operators for head dimension expansion due to their
efficiency and flexibility.

Head expansion for query tensor Q, key tensor K, and value tensor V. In the Transformer
architecture, each attention head operates on a distinct query, key, and value tensor. Accordingly, the
head expansion technique described above is applied to the query (Q), key (K), and value tensors (V),
using the same expanded head dimension /. The additional parameters and computational overhead
introduced by this head expansion mechanism are minimal, as both the original and expanded head
dimensions (H and H) are significantly smaller than the feature dimension D. As a result, the overall
parameter size and computational cost remain comparable to the original Transformer computation.
A detailed comparison of the parameter sizes between the vanilla Transformer and our proposed
head-simulation method is provided in the experimental section.

3.4 Simulating Features via Non-linear Mappings

In addition to the number of attention heads, the feature dimension also plays a critical role in
determining the capacity of Transformer models. Building upon the concept of attention head
simulation, we extend the idea to simulate larger feature dimensions, aiming to enhance model
expressiveness while preserving a moderate model size and computational cost. After performing
head dimension simulation, we apply a similar technique to the feature dimension. Taking the query
tensor QQ as an example, we first reshape the tensor to isolate the feature dimension for processing:

Qo = Reshape(Q, (B-T - H,D)), ®)
Q. = Linearle (Qo), ©
Q> = ReLU(Q)), (10)
Q = Linears’ (Q2) + Q1 an

where Linear”’ : RP — R and Linear?®" : RP — RP are standard linear transformation layers.

Here, D denotes the original feature dimension, and D represents the expanded (simulated) feature
dimension. This procedure mirrors the head dimension simulation described earlier, with the key
difference being that the transformation is now applied along the feature dimension instead of the
head dimension. As before, we incorporate a ReLU non-linear activation and a residual connection to
improve both representation capacity and training stability.

Feature dimension expansion for the query tensor Q and key tensor K, excluding the value
tensor V. We apply feature dimension expansion (simulation) to the query tensor Q and key tensor
K, which form the core components of the attention mechanism. However, we do not apply this
expansion to the value tensor V. This is because the value tensor typically determines the output
token representation, which is subsequently passed through a feedforward MLP layer. Expanding the
value dimension would directly increase the token embedding size, thereby leading to a significant
increase in the parameter size and computational cost of the feedforward layer. This is undesirable
for maintaining model efficiency. Therefore, to balance expressiveness and efficiency, we restrict
feature dimension expansion to only Q and K.

3.5 Parameter-Efficient Attention Aggregation (PEAA)

To control the parameter cost, we utilize Parameter-Efficient Attention Aggregatlon (PEAA). Denote

the expanded key, query, and value tensors at i-th head by K;, Q;, and V,, respectively. The output
from the ¢-th head after the attention is obtained by

h; = \A/'i - Softmax (IA{;'—QZ) .



Then, the attention features are aggregated by

H/H
1
Output = ZH ; Concat(h(;_1)x 41, ,hixH)WO, (12)
fori = 1,2,---, H/H, where we set H/H as a positive integer, and WO e R(H D)x(H:D) jg

responsible for a linear projection. In general, the attention feature aggregation is conducted by
concatenating the output h; among all expanded heads followed by a linear projection. However, due
to the expanded (simulated) heads, it will introduce additional parameters and computation overhead.
Here, we adopt the PEAA method that aggregates the attention features by averaging over groups of
heads, as shown in Equation (12).

4 Experiment

Baselines. We evaluate the proposed SAS against a range of established baselines, including
MHA [77], MQA [61], GQA [3], MLA [40] and TPA [100].

Datasets. Our analysis involves training language models on the Arxiv and Books3 datasets, which
are frequently used benchmarks for evaluating model performance [54, 12, 37, 20]. Also, we train
the model on the large-scale dataset FinWeb-Edu [45].

Experiment settings. Initially, we compare SAS with other baselines at training lengths 512,
and 1024, with model size 125M decoder-only Transformers [7], whose configuration is shown in
Appendix C. Subsequently, we evaluate the performance of larger model sizes with 350M and 2.7 B.
We also train on large-scale datasets and evaluate downstream tasks.
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Figure 2: The performance of different methods on the Arxiv and Books3 dataset, with training
lengths of 512 and 1024.

4.1 Compare SAS with Baselines

SAS achieves better performance on different training lengths and datasets. As shown in
Figure 2, compared with baselines, SAS achieves the best performance on different training lengths.
For example, on the Arxiv dataset with training lengths 512 and 1024, the SAS achieves the lowest
perplexity (ppl) 5.65 and 4.76, while the MHA achieves 5.82 and 4.93. Similarly, on the Books3
dataset with training lengths 512 and 1024, SAS achieves 28.37 and 22.14 ppl, while MHA achieves
29.80 and 23.67 ppl. These results suggest that SAS is a robust and effective approach, performing
better across different training lengths and datasets.



SAS saves training token number. MHA achieves 29.86 ppl at the final training step (50K
iterations) on the Books3 dataset and with a training length 512. SAS already achieves 30.49 ppl at
training step 30K. Therefore, SAS could save about 40% training tokens. Similarly, MHA achieves
23.67 ppl at the final training step, with Books3 dataset and training length 1024, SAS achieves
23.85 ppl at training step 30K. We have a similar observation on the Arxiv dataset. In summary,
the proposed SAS can achieve certain performance (low ppl) with fewer training steps, thus saving
training tokens and computational costs during training.

SAS maintains better performance on
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Figure 4: The performance of different methods on the Books3 dataset, with model sizes of 350M
and 2.7 B.

SAS achieves better performance for larger model sizes. As shown in Figure 4, when the model
size is 350M, SAS achieves 24.91 ppl at the final training step (S0K steps), while MHA achieves 26.05
ppl. GQA, MQA, MLA, and TPA achieve 26.50, 26.29, 26.48, and 26.58 ppl. When we consider the
model of size 2.7B, SAS achieves 21.62 ppl at the final training step, while MHA achieves 22.18 ppl.
GQA, MQA, MLA, and TPA archive 22.29, 22.34, 22.52, and 22.25 ppl, respectively. These results
demonstrate SAS’s ability to leverage larger model sizes to achieve better performance.

SAS still achieves better performance across all validation steps, on larger model sizes. Across
validation sizes ranging from 5K to the final 50K, SAS consistently outperforms competing methods,
demonstrating not only superior final performance but also sustained improvements at every stage of
training. Notably, SAS achieves this while exhibiting faster convergence, significantly reducing loss
earlier in training compared to alternatives, highlighting its superiority in both training efficiency and
ultimate model accuracy.

4.3 Ablation Study

The Effect of Head Simulation. As shown in Figure 5, the head simulation is employed to increase
the attention head number. The SAS with only head simulation and 12 attention heads achieves 23.17
ppl, which is better than MHA with 12 attention heads, achieving 23.67 ppl. This suggests that SAS
head simulation further improves the expressiveness, even with the same attention head number. Also,
the proposed SAS without head simulation (FeatureOnly) achieves 22.79 ppl, with 36 attention heads,
which achieves lower performance than SAS with both head simulation, feature simulation and 36
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Figure 5: The Ablation study of SAS (SAS-HeadOnly and SAS-FeatureOnly) on the Books3 dataset,
with training length 1024.

attention heads, achieving 22.14 ppl. This suggests that the head simulation is important to improve
performance.

The Effect of Feature Simulation. As shown in Figure 5, the feature simulation is used to increase
the query and key feature dimension. Empirical results demonstrate its effectiveness: on the Books3
dataset with a training length of 1024, the SAS-FeatureOnly achieves 22.79 ppl, which is better
than MHA with 23.67 ppl. Furthermore, SAS without feature simulation (HeadOnly) achieves a
higher perplexity of 22.43, which is worse than SAS with 22.14 ppl. This suggests that the feature
simulation is crucial to improve the performance.
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Figure 6: The ablation study of SAS-Linear and different attention head number of SAS, with training
length 1024 and Books3 dataset.

The Effect of Non-Linear Mapping. SAS adopts ReLU as the nonlinear activation function in
the mapping of simulation. As shown in Figure 6, with non-linear mapping, SAS achieves 22.14
perplexity on the Books3 dataset with training length 1024. SAS without non-linear mapping achieves
22.43 ppl, which is higher than SAS with non-linear mapping and lower than MHA. This suggests
the advantages of introducing nonlinear mappings in simulation.

The Effect of Attention Head Number. As shown in Figure 6, when the attention number is 12,
SAS achieves 22.96 ppl, outperforming MHA. This implies that SAS can improve the expressiveness
of query, key and value embeddings, leading to better performance even with the same attention head
number. Moreover, increasing the attention head number from 12 to 36 leads to further performance
gains, with SAS achieving a perplexity of 22.14. This demonstrates that SAS benefits from additional
attention heads, which enhance the expressiveness of query, key and value embeddings and result in
better performance compared to MHA.

The Effect of Kernel Size. As shown in Appendix E with a 125M model, a kernel size of 1 for the
head convolution yields significant performance gains. With only less than about 0.4% additional
parameters, which is 12 x ((12 x 36 + 36 x 36) X 3+ (64 X 96 + 96 x 96) x 2) = 0.43M, SAS is
able to significantly improve the performance, reducing the perplexity from 23.67 to 22.50 in MHA.
Moreover, as the model size increases, the additional parameter cost ratio becomes even smaller, such
as less than 0.1% for a 2.7B model. The results also show that as the kernel size increases from 1 to 7,
the perplexity gradually decreases, with the performances of kernel sizes 5 and 7 being comparable.



These findings suggest that SAS can improve performance even with a small kernel size of 1, and the
additional parameter cost ratio may gradually decrease as the model size becomes large.

4.4 The Performance on Large-Scale Pretrain Dataset

Table 1: Main language modeling results against different methods. All models are trained on the
same subset of the FineWeb-Edu dataset [45] with the GPT-2 tokenizer and 100K training steps.

Model ARC-E ARC-C Hellaswag PIQA ScIQ SociallQA Winograde Avg
Metric acc_n acc_n acc_n acc_n acc_n acc acc
350M params / 50B tokens
MHA 56.57 29.01 45.45 69.10 76.40 40.94 52.96 52.92
MQA 58.12 30.55 45.71 69.10  78.70 39.25 51.46 53.27
GQA 57.62 30.38 46.04 68.99  76.20 39.56 53.28 53.15
MLA 57.15 28.92 44.77 67.95 75.90 38.89 53.67 52.46
TPA 59.09 32.08 46.51 69.53  76.20 39.82 53.12 53.76
SAS 60.44 31.66 47.79 70.67 80.70 40.07 54.14 55.07
350M params / 10B tokens
MHA 54.29 27.99 39.94 66.38  74.00 37.67 53.59 50.55
MQA 54.45 28.75 40.51 66.21  73.10 37.92 51.30 50.32
GQA 53.03 27.73 40.34 66.59  74.20 38.95 51.22 50.29
MLA 53.28 27.65 39.51 66.10  76.00 38.08 52.09 50.39
TPA 52.44 27.99 41.27 67.57 72.60 38.33 53.35 50.51
SAS 55.93 29.61 43.04 68.82 75.90 38.43 53.20 52.13
760M params / 10B tokens
MHA 56.57 29.01 45.45 67.25 7720 38.54 52.96 52.43
MQA 55.85 29.95 43.63 67.85 76.20 39.30 53.35 52.32
GQA 54.21 29.35 44.40 68.34  77.70 38.38 52.17 52.08
MLA 57.15 29.10 44.71 67.95 75.90 38.89 53.67 52.49
TPA 58.12 30.89 44.71 69.37  77.90 39.30 52.80 53.30
SAS 59.43 3191 45.84 69.53 78.30 39.61 55.25 54.27
1.5B params / 10B tokens
MHA 57.87 31.40 45.51 68.82  75.90 38.18 52.33 52.86
MQA 55.85 31.74 46.40 69.53  77.30 38.13 54.70 53.38
GQA 57.62 30.20 46.20 69.48  76.30 38.95 53.59 53.19
MLA 57.24 29.95 44.90 68.50  75.20 39.76 53.43 52.71
TPA 59.81 31.23 46.84 68.99  75.60 39.46 55.09 53.86
SAS 60.44 34.39 48.66 70.08 81.40 39.92 54.93 55.69

Downstream Evaluation. We evaluate zero-shot and two-shot performance on standard benchmarks,
including ARC [18], HellaSwag [93], PIQA [6], ScIQ [78], SociallQA [60] and WinoGrande [59],
using the 1m-evaluation-harness codebase [22]. For ARC-E, ARC-C, HellaSwag, PIQA, and
SclQ, we report accuracy norm; for other tasks, we report standard accuracy. We display the zero-shot
evaluation results of models here in Tables 1.

SAS behaves well from small data size (e.g., 10B) to larger data size (e.g. 50B). When the
training tokens are 10B, the 350M model achieves the best performance on most benchmarks, such
as ARC-E, Hellawag and so on. Also, SAS achieves the best average performance of 52.13. When
the training tokens number increases from 10B to 50B, SAS still achieves the best performance on
most benchmarks, and SAS achieves the best performance with an average score of 55.07. This
demonstrates that SAS’s performance superiority holds across a range of data sizes, from small to
large.

SAS works well from small model size (e.g. 350M) to larger model size (e.g. 1.5B). SAS
consistently performs competitively. When the model size is 350M, SAS excels, topping most
benchmarks (e.g. ARC-E, Hellaswag and Winograde), with an average score of 52.13. TPA also
performs well with an average score of 50.51, but SAS shows broader dominance. When the model
size becomes 760M or 1.5B, SAS still achieves better performance than other methods, with average
score of 54.27 and 55.69. This demonstrates that SAS’s performance benefits persist with larger
model sizes.

5 Conclusion

In this work, we find that the attention head number and hidden size per head play crucial roles in the
Transformer model’s performance. Therefore, we propose SAS to simulate both the attention head



number and feature dimension per head to improve the performance. To control the parameter cost,
we also propose the PEFA to aggregate attention outputs from each head. We conduct extensive ex-
periments to validate our methods, including different lengths, different datasets, and different model
sizes. Additionally, we scale up SAS and evaluate on downstream tasks, proving the effectiveness of
our method. We believe that this paper provides an insight into using moderately sized models to
mimic larger model attention score with enhanced expressiveness.
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A Limitation

Compared to the baseline method, SAS may have higher computational costs due to the additional
nonlinear mappings and increased attention heads and feature dimensions. Specifically, SAS employs
a greater number of simulated attention heads, each with an increased hidden dimension, leading
to a larger overall parameter count and more extensive matrix operations during both forward and
backward passes.

B Broader Impacts

In this work, we introduce and develop a novel, more powerful approach for advancing language
modeling capabilities. The positive broader impact of this research lies in its potential to find the
way for the creation of even more effective models in the future, thereby contributing to progress in
natural language processing and Al. However, alongside these benefits, it is also crucial to consider
the potential negative broader impacts, emphasizing the importance of responsible usage, ethical
considerations, and proactive measures to mitigate any unintended consequences associated with the
deployment of such technology.

C Model Configuration

For the experiment on Arxiv and Books3 dataset, the 125M and 350M model configurations are as
follows.

Table 2: The model configuration of different models follows the setting of TPA [100].

Model Hidden Size Head Hidden Size Per Head Group Size
125M parameters
MHA 768 12 64 -
MQA 768 23 64 23
GQA 768 22 64 11
MLA 768 13 64 -
TPA 768 36 64 -
SAS 768 36 96 -
350M parameters
MHA 1024 16 64 -
MQA 1024 31 64 31
GQA 1024 30 64 15
MLA 1024 23 64 -
TPA 1024 48 64 -
SAS 1024 48 96 -

For the experiment on the Fineweb-Edu dataset, the experiment setup is as follows: We follow the
nanoGPT training configuration. In particular, we use the AdamW [44] optimizer with (81, 52) =
(0.9,0.95), a weight decay of 0.1, and gradient clipping at 1.0. We follow the same setting as
nanoGPT that the learning rate is managed by a cosine annealing scheduler [43]. For the model
setting, we mostly follow the setting of TPA [100].

D Experiment Statistical Significance

In this section, we have shown the mean and standard deviation of different methods, with three
random seeds. According to the above table, we can find that our proposed method consistently
achieves the best performance. All methods show the expected trend of decreasing perplexity with
increased training steps. However, SAS maintains a consistent advantage throughout the training
process, with the performance gap remaining relatively stable. And our method is significantly better
than all other methods, with p value < 0.05. Therefore, we could have confidence to say that our SAS
is significantly better than other proposed methods.
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Table 3: The mean and standard variance of perplexity metrics of different methods on three random
seeds, with training length 512 and the Arxiv dataset.

Model 5K 10K 15K 20K 25K 30K 35K 40K 45K 50K
MHA Mean 9.1802 8.0348 7.4585 7.0573 6.7825 6.4648 6.161 6.0311 5956  5.8628
Std  0.146 0.0593 0.0644 0.0532 0.0161 0.0629 0.1094 0.083  0.046  0.04200
MQA Mean 9.1758 8.0427 7.4561 7.0629 67943 64823 6.182 60511 59797 5.8921]
Std  0.0802 0.0747 0.0452 0.0453 0.028 0.0655 0.0979 0.0844 0.0248 0.0212
GQA Mean 92267 80921 7.5054 7.1177 6.845 6534 62292 6.1036 6.0298 5.9385
Std  0.1368 0.0428 0.0394 0.0538 0.0329 0.0776 0.0869 0.097 0.0244  0.0257
MLA Mean 9.1931 8.1181 7.533 7.1373 6.8651 6.5456 6.2372 6.1044 6.0331 5.9416
Std  0.1596 0.0888 0.0796 0.0325 0.0078 0.0516 0.1235 0.0727 0.0483  0.0382
TPA Mean 9.059 7.9606 7.3845 7.0129 6.7562 6.4541 6.1567 6.0415 59695 5.8811
Std 01232 0.0583 0.0409 0.06 0.0226 0.0722 0.1037 0.0922 0.0403 0.0363
SAS Mean 8.6952 7.6776 7.1403 6.7776 6.5234 6.2342 59493 5.8368 5.7662 5.6821
Std  0.1546 0.0286 0.0459 0.0623 0.0228 0.0703 0.1038 0.0854 0.0486  0.0425
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Figure 7: The performance of SAS with different kernels, with the Books3 dataset and training length

1024.

F The Training Cost

Table 4: The Time cost of different methods with training length 512 and batch size 1.

Model 125M 350M 2.7B 6.7B 10.6B

MHA 3620 72.87 117.82 186.58 217.01

GQA  38.87 71.66 133.76 205.69 239.16

MQA 3937 7201 132.62 202.61 238.85

MLA  51.68 10495 180.03 25443 637.78(Zero3 to avoid OOM;H200)
TPA  44.19 86.56 151.71 235.85 258.41
SAS  68.07 138.53 215.13 350.70 402.15
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G Large Mode Size 6.7B and 10.6B performance

Table 5: The perplexity of 6.7B and 10B on the Pile dataset.
Model SK 10K 15K 20K 25K 30K 35K 40K 45K 50K

6.7B

MHA 2345 17.25 1451 1321 1207 11.21 1052 1028 991 9.73
GQA 21.62 1635 1393 1274 11.69 1088 10.24 10.01 9.65 9.49
MQA 21.56 1632 1393 1273 11.70 1090 10.24 10.02 9.66 9.49
MLA 2222 1667 1426 1305 11.99 11.19 10.53 1029 991 9.74
SAS 2044 1532 13.17 12.15 1121 1051 993 973 940 9.25

10.6B

MHA 23.67 17.34 1459 13.18 12.00 11.15 1046 1020 9.82 9.64
GQA 2186 1645 1392 1270 11.61 1081 10.17 994 958 941
MQA 22.13 1655 14.03 12.80 11.70 10.88 10.21 998 9.61 9.43
MLA 2240 16.67 1422 1299 1190 11.11 1042 10.18 9.83 9.66
SAS 2053 15.12 1292 1190 1098 1029 971 951 9.18 9.04

H Large Training Length performance

Table 6: The perplexity of length 16384 on the Pile dataset
Model 5K 10K 15K 20K 25K 30K 35K 40K 45K S0K

MHA 1831 1450 1285 1196 1145 11.11 1044 1037 995 994
GQA 1774 1440 1286 1196 1147 11.14 1045 1039 999 998
MQA 18.02 1446 1282 1196 1144 11.10 1046 1038 996 9.99
MLA 17.74 1440 1286 1196 1147 11.14 1045 1039 999 9098
TPA 1849 1454 1296 12.08 11,59 11.26 10.62 10.58 10.16 10.18
SAS 1493 1245 1123 1056 10.16 990 932 928 895 897

I Theoretical Analysis

The Softmax Attention with Fully Parameterized Bilinear Attention O; =

Dy (Z;Zl(b(w\/g”)xjm) where: W, € RP*P = Jearnable bilinear transformation

for head ¢, ¢ = the kernel function such as softmax, U, € RP*D = value projection matrix, H =
number of attention heads, D = hidden dimension per head. Each head computes a weighted sum
of values, with weights determined by michjT. For m-dimensional x; and n-dimensional x;, one

potential relation pattern is related to 7"« . Therefore, at most D? relations or interactions).

The bilinear term z;Wez] = 22:1 Zle xgm) Wc(m’")xg-n) can be expressed as (z;®@x;)-vec(W,),

where vec(W,) € RDP*, With H heads, the model can represent up to D? distinct relations [6]. We
hope that the output of each head is a single relation but not mixed relations, so that we can utilize
the relations independently (e.g., ¢ processes the relation independently). Assume Rank(W,) = 1,
and there is only one non-zero value in W,. And there are H = D? = 4. z; = [a b] z; = [c d].
Wy =1[10]][00] W =[01][00] W5 =1[00] [10] Wy =[00][01]. The first head W7 will gives
the result of relation ac, the Ws, W3, Wy will give the result of ad, be, bd. Therefore, this (ac, ad, be,
bd) suggests different attention patterns and relations. And they could be adjusted independently and
not mixed (e.g., ¢ processes the relation independently), compared to only one head with W, = [1 1
1 1] that outputs the mix of ac + ad + bc + bd. With a large D, we can have more combinations.
With a large H, we can capture more independent relations. If we increase D (e.g., hidden size),
we increase the maximum number of relations. If we increase the H, we increase the number of
independent relations that are actually captured.
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J SAS with Different Attention Types

Table 7: The perplexity of SAS with different methods, with training length 512 and Books3 dataset.
Model 5K 10K 15K 20K 25K 30K 35K 40K 45K 50K

MHA 60.0206 48.1325 429901 399132 36.6749 34.7711 32.1238 30.1071  30.019  29.8049
MHA-SAS 55.0498 45.1116 40.5295 37.6670 34.6701 32.9337 30.4943 28.6240 28.5052 28.3746
MQA 59.8441 48.4041 432021 40.128 36.9926 35.0613 324715 3048  30.3328 30.1535
MQA-SAS 55.5273 457848 41.2885 38.4768 35.3813 33.6372 31.1418 29.2193 29.1556 29.0052
GQA 60.1109 48.2306  43.01  39.8758 36.5799 34.6976 32.0481 30.0991 29.9904 29.8059
GQA-SAS  55.1054 455153 41.0740 38.1912 35.2073 33.3761 30.9471 29.0752 28.9995 28.7853
MLA 60.4833 48.8735 43.6705 40.486 37.1407 352178 324767 30.4295 30.3255 30.1669
MLA-SAS 57.6595 46.8414 41.9994 38.9989 35.8767 34.0236 31.5449 29.5964 29.5283 29.3722
TPA 58.7126 479701 43.1154 40.1808 37.0918 353126 32.6225 30.6120 30.5273 30.3846
TPA-SAS  55.5189 452898 40.8298 37.9846 35.0361 33.2587 30.8783 28.9701 28.8586 28.7323

We present the results of SAS with varying attention types and model size of 125M, in Table 7. The
MHA-SAS has triple attention heads of MHA with kernel size 5, while other SAS variants have
double attention heads for their baseline with kernel size 1 as other variants have larger attention
head numbers. We observe that SAS demonstrates superior performance relative to its corresponding
standard attention types. Therefore, the SAS is compatible with most current attention methods to
further enhance the performance.

K The Experiment Result on Large Model and Dataset

Table 8: The performance of different models with 1.5B model and 50B tokens. The performance of
MHA, MQA, GQA, MLA and TPA comes from TPA paper [100]

Method ARC-E ARC-C BoolQ HellaSw. OBQA PIQA W.G. MMLU SciQ Ave

MHA 64.81 35.41 61.90 54.32 3720 72774 55.80 2544  82.80 54.49
MQA 64.10 36.01 62.26 54.38 39.00 7258 5643 2370 8190 54.48
GQA 63.68 3592  60.46 54.17 3840 73,56 56.27 2477 8170 54.33
MLA 64.14 3592 60.12 53.60 39.20 7225 55.17 2471  81.60 54.08
TPA 66.71 36.52  61.38 54.03 4040 7252 56.83 2449 8220 55.01
SAS 66.84 37.88  61.41 56.05 41.60 7252 57.85 2611 82.60 55.85

L. Implementation

In this section, we present the implementation of the proposed SAS module in PyTorch for research
purposes, which is consistent with the intended use [49].

import torch
import torch.nn as nn
import torch.nn.functional as F

class ResidualCNN (nn.Module):

def __init__ (
self , input, output, kernel_size, padding
):
super (). __init__ ()
self .ReLU = nn.ReLU()
self.process = nn.Convld(input, output, kernel_size, 1,
padding)

def forward(self, hidden_states):
output = self .ReLU(hidden_states)
output = self.process(output)
output = output + hidden_states
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return output
class ResidualMLP (nn.Module) :

def __init__ (
self , input, output
):
super () .__init__ ()

self .ReLU = nn.ReLU()
self.process = nn.Linear (input, output)

def forward(self, hidden_states):
output = self .ReLU(hidden_states)
output = self.process(output)
output = output + hidden_states
return output

class SAS(nn.Module):
def __init__(self, ori_head,6 target_head ,ori_feature ,target_feature
,kernel_size):

SAS attention bias module.

Args:
ori_head: the original head number
target_head: the target head number
ori_feature: the original feature size
target_feature: the target feature size
kernel_size: the kernel size

super (SAS, self).__init__ ()

self.ori_head=ori_head
self.target_head = target_head
self.ori_feature=ori_feature
self.target_feature = target_feature
self.kernel_size = kernel_size
padding = (kernel_size - 1) // 2
self.sas_q = nn.Sequential (
nn.Convld(self.ori_head, self.target_head, kernel_size, 1,
padding) ,
ResidualCNN (self .target_head , self.target_head, kernel_size,
padding),
nn.Linear(self.ori_feature , self.target_feature),
ResidualMLP (self.target_feature , self.target_feature))

self.sas_k = nn.Sequential (
nn.Convld(self.ori_head, self.target_head, kernel_size, 1,
padding),
ResidualCNN (self . target_head , self.target_head, kernel_size,
padding) ,

nn. Linear(self.ori_feature , self.target_feature),
ResidualMLP (self . target_feature , self.target_feature))

self.sas_v = nn.Sequential (
nn.Convld(self.ori_head, self.target_head, kernel_size, 1,
padding) ,
ResidualCNN (self.target_head , self.target_head, kernel_size,
padding) ,
)

self.output_dense=nn.Linear(self.ori_headxself.ori_feature ,self.
ori_heads*self.ori_feature)

def forward(self, query,bkey,value):
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Args:
query: query embedding,
shape [bsz, seq_len,num_heads, hidden_size_per_head]
key: key embedding,
shape [bsz, seq_len,num_heads, hidden_size_per_head]
value: value embedding,
shape [bsz, seq_len,num_heads, hidden_size_per_head]

Returns:
attention: attention output
shape [bsz, seq_len,num_heads*hidden_size_per_head]

nnn

B, T, H,D = query.size ()

query = query.reshape(B = T, self.ori_head, self.ori_feature)
key = key.reshape(B % T, self.ori_head, self.ori_feature)
value = value.reshape(B * T, self.ori_head, self.ori_feature)

#########Simulate Attention Score

query = self.sas_q(query).reshape(B, T, self.target_head, self.
target_feature)

key = self.sas_k(key).reshape(B, T, self.target_head, self.
target_feature)

value = self.sas_v(value).reshape(B, T, self.target_head, -1)

attention= F.scaled_dot_product_attention (query.transpose(l, 2),
key.transpose (1, 2), value.transpose(l, 2), is_causal=True)

##########Parameter-Efficient Attention Aggregation

attention = attention.transpose(l, 2).contiguous().view(B, T,
self.target_head//self.ori_head, self.ori_headsself.
ori_feature)

attention = self.output_dense(attention)

attention = attention .mean(dim=-2)

return attention
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We have made the main claims in the Abstract and introduction, and we also
highlight them.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the Limitation in the Appendix A.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We have provided the full set of assumptions and complete proof in Section
Method.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We have provided the details of the experiment setting in Section Experiment.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We have provided the dataset in Section Experiment. And the code is shown
in the Appendix L.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have provided the experiment setting details in Section Experiment and
Appendix C.

Guidelines:

» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We have discussed the experiment statistical significance in Appendix D.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

25


https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy

8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have discussed the training cost in Appendix K.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have reviewed the NeurIPS code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discuss the both both potential positive societal impacts and negative
societal impacts of the work performed in Appendix B.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

26


https://neurips.cc/public/EthicsGuidelines

11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This work provides a new architecture but does not release a new well-trained
model.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have properly credited them by citing the paper, such as in the Related
Work and Appendix L.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: This work core method development in this research does not involve LLMs
as any important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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