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Abstract

Attention-based architectures, in particular trans-
formers, are at the heart of a technological revolu-
tion. Interestingly, in addition to helping obtain
state-of-the-art results on a wide range of applica-
tions, the attention mechanism intrinsically pro-
vides meaningful insights on the internal behavior
of the model. Can these insights be used as ex-
planations? Debate rages on. In this paper, we
mathematically study a simple attention-based ar-
chitecture and pinpoint the differences between
post-hoc and attention-based explanations. We
show that they provide quite different results, and
that, despite their limitations, post-hoc methods
are capable of capturing more useful insights than
merely examining the attention weights.

1. Introduction

The attention mechanism, introduced by Bahdanau et al.
(2015), revolutionized neural networks by enabling models
to focus dynamically on different parts of input sequences,
enhancing their ability to capture long-range dependencies.
This innovation laid the groundwork for various deep learn-
ing models. The Transformer architecture, introduced by
Vaswani et al. (2017), is a notable application of the attention
mechanism. Initially designed for natural language process-
ing (NLP) tasks, the Transformer eliminated the need for
recurrent neural networks and convolutional layers, relying
solely on attention mechanisms. The Transformer has since
become the state-of-the-art in numerous machine learning
domains due to its flexibility, performance, and ability to
model complex relationships in data. Its innovative design
and significant improvements in training efficiency have
paved the way for the development of advanced models
such as BERT (Devlin et al., 2019), and GPT-3 (Brown
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Figure 1. Different explainers can produce very different explana-
tions. Here, the attention mean (a-avg) and maximum (c-max)
over the heads, LIME (lime), the gradient mean (G-avg), L' norm
(G-11), and L? norm (G-12), with respect to the tokens, and Gra-
dient times Input (G xI) are employed to interpret the prediction
of a sentiment-analysis model. Words with positive (respectively,
negative) weights are highlighted in green (respectively, red), with
intensity proportional to their weight. In the example, all the ex-
plainers identify the word questionable as highly significant, while
only lime, and G xI highlight a negative contribution. Interestingly,
a-avg and a-max identify the word popular as the most important
word in absolute terms, in disagreement with the all others.

et al., 2020), which have revolutionized NLP.

As a by-product of the attention mechanism, weights cor-
responding to the per-token attention at a given layer can
easily be extracted from the model. One is tempted to use
these weights as explanations for the model’s predictions,
and many researchers have indeed done so (Chefer et al.,
2021; Mylonas et al., 2023). However, the use of attention
mechanisms for explainability has been questioned in the
literature. Jain & Wallace (2019) notably critique its clarity,
questioning the relationship between attention weights and
model output. Conversely, Wiegreffe & Pinter (2019) argue
that attention mechanisms remain useful for interpretabil-
ity, without specifically addressing Jain & Wallace (2019)’s
requirements. These works have sparked an intriguing de-
bate in the literature, which we develop in Section 1.1. In
our opinion, neither stance has provided a solid theoretical
foundation to support their respective claims.

In this paper, we propose a mathematical analysis of an
attention-based model and the associated explanations, try-
ing to shed light on the respective merits of each approach
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not merely relying on experimental validation but truly look-
ing at the connection between given explanations and the
model’s structure and parameters. Our analysis centers on
a single-layer multi-head network, detailed in Section 2.
This is a simplified variant of the transformer architecture
proposed by Vaswani et al. (2017), tailored for a binary pre-
diction task. Note that the binary classification restriction is
illustrative and without loss of generality; the same results
hold for multi-label predictions, when examining a specific
class of interest. Additionally, while we focus on text classi-
fication tasks, we analyze token-level explanations, which
could also be pixels in the context of Vision Transformers.

Specifically, we analyze the connections between attention-
based and established post-hoc explanations. These methods
include gradient-based, such as Gradient (Li et al., 2016),
Gradient x Input (Denil et al., 2014), and perturbation-based
approaches, such as LIME (Ribeiro et al., 2016).

We demonstrate that perturbation-based and gradient-based
methods provide more insightful explanations than solely
examining attention weights in Transformer models. We
particularly concur with Bastings & Filippova (2020) that
attention weights, while useful for input token weighting,
can be misleading as model predictions’ explanations, and
advocate for post-hoc approaches.

Summary of the paper. In Section 1.1, we discuss the rel-
evant literature, in particular focusing on the debate around
attention-based explanations. We describe the model that
we study in Section 2. In Section 3 we specifically dis-
cuss attention-based explanations. In Section 4 (resp. Sec-
tion 5), we derive expressions for the gradient (resp. LIME)
explanations associated to our model. These expressions
(Theorems 4.1 and 5.1) are explicit with respect to the
model parameters and the input document, thus allowing
us to pinpoint exactly the differences between these ap-
proaches. In Section 6, we discuss the main limitations
of our work, including the theoretical assumptions under-
lying the model under examination. We draw our con-
clusion in Section 7. All our theoretical claims are sup-
ported by mathematical proofs and empirical validation, de-
tailed in the Appendix. The code for the model and the
experiments are available at https://github.com/
gianluigilopardo/attention_meets_xai.

1.1. Related work

The attention mechanism, pioneered by Bahdanau et al.
(2015), enhanced neural networks’ ability to focus on dif-
ferent parts of input sequences. Various forms of atten-
tion mechanisms exist, each characterized by distinct meth-
ods of query generation. A key differentiation lies in the
computation of attention weights. Two methods are addi-
tive attention, as originally proposed by Bahdanau et al.

(2015), and scaled dot-product attention (on which we fo-
cus our study), introduced by Vaswani et al. (2017). Despite
their differences, these two forms are theoretically similar
(Vaswani et al., 2017) and have been found to yield compa-
rable results (Jain & Wallace, 2019). This innovation paved
the way for various deep learning models, including the
Transformer architecture by Vaswani et al. (2017).

In essence, self-attention quantifies how much each token in
a sequence is related with every other token. This relation
is represented as attention weights, indicating the model’s
focus on different parts of the input. Thus, it is tempting to
use these attention weights as explanations for the model’s
predictions. They provide a seemingly intuitive way to un-
derstand what the model is paying attention to when making
a decision. Indeed, there are several methods to generate
attention-based explanations. We delve into a discussion
of these various methods in Section 3 of the paper. While
attention weights offer valuable insights into the model’s
behavior, the use of attention mechanisms for explainability
has been met with skepticism in the literature, generating an
ongoing debate, that we summarize in the following.

The debate. A significant critique is offered by Jain &
Wallace (2019), questioning the relationship between at-
tention weights and model output. They argue, based on
experiments across various NLP tasks, that attention weights
do not provide meaningful explanations. In particular, Jain
& Wallace (2019) proposes two properties that should hold
if attention provides faithful explanations: (i) attention
weights should correlate with feature importance measures
(gradient-based measures and leave-one-out), and (ii) alter-
native (or counterfactual) attention weight configurations
should yield corresponding changes in prediction. How-
ever, their experiments, suggest that these properties do not
hold, leading them to conclude that attention weights are
not suitable for interpretability.

On the other hand, Jain & Wallace (2019) has several limita-
tions, first highlighted by Wiegreffe & Pinter (2019). Exper-
imentally, Wiegreffe & Pinter (2019) conclude that “prior
work does not disprove the usefulness of the attention mech-
anism for interpretability.” They do not specifically address
the claims presented by Jain & Wallace (2019), but they
critique the experimental design proposed for point (ii),
while somewhat agreeing with the first observation and cor-
responding experimental setup.

Specifically, Wiegreffe & Pinter (2019) introduce an end-to-
end model training approach for finding adversarial attention
weights. This approach ensures that the new, adversarial at-
tention weights are plausible and consistent with the model.
This is in contrast to the approach taken by Jain & Wal-
lace (2019), where only the attention scores were changed,
disrupting the model’s training. Furthermore, Wiegreffe &
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Pinter (2019) argue against the exclusive explanation that
“attention is an explanation, not the explanation.”

Serrano & Smith (2019) also scrutinize the use of attention
for interpretability. They manipulate attention weights in
pre-trained text classification models and analyze the impact
on predictions. Their conclusion is that attention provides a
noisy prediction of the input tokens’ overall importance to a
model, but it is not a reliable indicator.

More recently, Bibal et al. (2022) provide an overview of
the debate on whether attention serves as an explanation,
focusing on literature that builds on the works of Jain &
Wallace (2019) and Wiegreffe & Pinter (2019). Bibal et al.
(2022) argue that the applicability of attention as an explana-
tion heavily depends on the specific NLP task. For instance,
Clark et al. (2019) demonstrate that BERT’s attention mech-
anism can provide reliable explanations for syntax-related
tasks like part-of-speech tagging. Similar results are pre-
sented by Vig & Belinkov (2019) for GPT-2. In general,
syntactic knowledge appears to be encoded across various
attention heads and layers. Galassi et al. (2020) show that
attention in transformers focuses on syntactic structures,
making it suitable for global explanation.

Brunner et al. (2020) theoretically demonstrate that attention
weights can be decomposed into two parts, with the effective
attention part focusing on the effective input without being
biased by its representation. This work is further expanded
by Kobayashi et al. (2020) and Sun & Marasovi¢ (2021),
who conduct a more in-depth evaluation. They find that
alternative attention distributions obtained through adver-
sarial training perform poorly, suggesting that the attention
mechanism of RNNs indeed learns something useful. This
finding contradicts the claim by Jain & Wallace (2019) that
attention weights do not provide meaningful explanations.

It is important to note that there is currently no definitive
theoretical support for either side of the debate on whether
attention serves as an explanation. The positions presented
by both Jain & Wallace (2019) and Wiegreffe & Pinter
(2019) are primarily based on empirical experiments. The
subsequent debate provided valuable insights and provoked
thoughtful discussion, but did not conclusively prove or
disprove the interpretability of attention mechanisms.

However, some recent works have investigated the role of at-
tention through mathematical examination on specific tasks,
in a similar fashion to our work. Wen et al. (2024) examines
transformer interpretability by analyzing the model’s weight
matrices and attention patterns in the context of learning a
Dyck language (Schiitzenberger, 1963). The authors demon-
strate that vastly different solutions can be reached via stan-
dard training, cautioning against making interpretability
claims based on inspecting individual components of the
model. In particular, the attention pattern of a single layer

can be “nearly randomized” and still achieve high accuracy.
In the same spirit, Li et al. (2023) provides a mechanistic
understanding of how transformers learn semantic struc-
ture, through mathematical analysis and experiments on
Wikipedia and LDA-generated (Blei et al., 2003) data. The
study shows that both the embedding and self-attention lay-
ers can encode topical structures. In essence, even when
the attention score is set to be uniform, the transformer can
achieve a near optimal loss, as other parts of the model
compensate for it. Finally, Cui et al. (2024) demonstrate
that for a simple counting task (the histogram task defined
in Weiss et al. (2021)), the loss landscape of a transformer
with a dot-product attention layer and positional encodings
reveals two distinct solutions: one with an attention matrix
largely independent of the input tokens, and another that
varies significantly based on the tokens and their semantic
content. Ultimately, these works demonstrate that there is
no evidence to assume that attention scores capture the core
information underlying a transformer’s predictions.

Post-hoc interpretability. Post-hoc interpretability refers
to the process of explaining a model’s predictions after it has
been trained (Linardatos et al., 2021; Bodria et al., 2023).
Among these techniques are gradient-based explanations
(Li et al., 2016; Poerner et al., 2018; Arras et al., 2019;
Atanasova et al., 2020; Denil et al., 2014; Sundararajan et al.,
2017), that leverage the gradients of the model’s output with
respect to its input. Conversely, perturbation-based methods
like LIME (Ribeiro et al., 2016), SHAP (Lundberg & Lee,
2017), Anchors (Ribeiro et al., 2018), or FRED (Lopardo
et al., 2023b), examine the alterations in the model’s output
in response to changes in its input.

While post-hoc explanations offer valuable insights into
machine learning models, they are not flawless. Their com-
plexity can lead to inaccuracies, with sampling mechanisms
potentially causing out-of-distribution issues and adversar-
ial attacks (Hase et al., 2021; Slack et al., 2020). Some
popular explainers have also been found lacking in sound-
ness (Marques-Silva & Ignatiev, 2022). Thus, their use
and interpretation necessitate careful scrutiny and continued
research. Mardaoui & Garreau (2021) and Lopardo et al.
(2023a) respectively propose deep theoretical analysis of
LIME and Anchors for NLP models. In Section 5, we lever-
age Mardaoui & Garreau (2021)’s work to compute LIME
coefficients for our model.

Attention meets post-hoc interpretability. Existing lit-
erature explores the differences between post-hoc and
attention-based explanations, employing diverse method-
ologies and drawing varied conclusions. Ethayarajh & Ju-
rafsky (2021) formally establish that attention weights are
not Shapley values (Shapley, 1953), but attention flows (a
post-processed version of attention weights) are, at least at
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the layerwise level. Thorne et al. (2019) conduct a compar-
ative analysis between post-hoc and attention-based meth-
ods. They select key features according to each explainer,
subsequently using these features to make predictions and
evaluate their accuracy. Their findings indicate that post-hoc
methods like LIME and Anchors yield more accurate expla-
nations than attention-based ones when implemented on an
LSTM (Sak et al., 2014) for natural language inference.

il

Neely et al. (2021) evaluate the “agreement as evaluation’
paradigm, comparing various explanation methods on Bi-
LSTM (Huang et al., 2015) and Distil-BERT (Sanh et al.,
2019) models. They conclude that consistency between dif-
ferent explainers should not be a criterion for evaluation un-
less a proper ground truth is available. This contradicts the
agreement between Jain & Wallace (2019) and Wiegreffe &
Pinter (2019). They also highlight theoretical limitations of
state-of-the-art explainers and suggest using solid diagnostic
tools like those proposed by Atanasova et al. (2020).

Neely et al. (2022) build on Neely et al. (2021)’s work,
finding a lack of correlation among explanation methods,
particularly in complex settings. They question the existence
of an ideal explanation and the use of the agreement as
evaluation paradigm for comparison, by demonstrating that
similar explanations may not yield correlated rankings.

2. Attention-based classifier

In this section, we introduce the attention-based architecture
that we study throughout the paper. We follow Phuong &
Hutter (2022) in our presentation and notation. For any
integer n, we set [n] := {1,...,n}.

2.1. General description

In this paper, we consider a set of tokens belonging to a
dictionary identified with [D]. A document £ is an ordered
sequence of tokens &1, ..., &r. We say that T' is the length
of the document. Without loss of generality, we can assume
that the d unique tokens of £ are the first d elements of [D].

Our model f is a single-layer, multi-head, attention-based
network, followed by a linear layer. More formally:

1 K K
2)i= 3 ) filz) = Z ws (@), (1)
i=1 i=1

where f; := Wz(z)ﬂ(i) € R with WZ(Z) € R ¥dox the part
of the final linear layer associated to head 4, and for i € [K],
©® (z) is the output of an individual head defined by Eq. (9).
The value of f is used for classification; keeping in mind
the sentiment analysis task described in the introduction,
document ¢ is classified as positive if f(£) > 0.

2.2. Attention

We now describe mathematically the self-attention mecha-
nism at play in each head. Formally, we describe f; for a
given ¢, and thus temporarily drop the ¢ index.

Token embedding. First, for each ¢ € [T], the token
& = j is embedded as

eri=(We),; + Wy(t) € R% | )

where W, € R%*P is a matrix containing the embeddings
of all tokens, where as W), : Z — R4 is a determinis-
tic mapping often called the positional embedding. 1t is
common to set

Wp (t)Ei
Wy (t)2i—1

= cos(t/Trmase)
. 2i/d, &)

= sin(t/Tmax’) s

with T}« 1s the maximal document size. Forall T' < t <

Tihax, the embedding of the fictitious token value is set to an

arbitrary h € R% while the positional embedding remains

the same. In other words,

VT <t < Tax, € :=h+W,(t)eR%. (4

If T > T, the last tokens are ignored and the input
document is effectively discarded. We assume that the em-
bedding matrices are shared between the K heads, but we
want to emphasize that our analysis is easily amenable to
different embedding matrices for each individual head.

Keys, queries, values. Next, these embeddings are
mapped to key, query, and values vectors, defined respec-
tively as

ky := Wyey + by, € R (5)

g = Woer + by € R™, ©)
and

vy := Wyey + b, € R | (7

with Wy, W, e R«xde ¥/, e Réouxde  For simplicity’s
sake, we will consider that the bias vectors by, b, € R
and b, € R%u are all equal to zero.

Attention. For a given query ¢ € R%«, each index t re-
ceives attention
= exXp ( Tkt/\/ atl) 8)
t =
Z 2T exp (q ku/v att)

We note that, since W, and W}, are learnable parameters
of the model, there is a priori no need for the 1/+/dy scal-
ing factor. Nonetheless, it is instrumental in scaling the
positional embedding properly and we keep it as is in our
analysis.
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Figure 2. Tllustration of the architecture of the model defined in Section 2. The input text, denoted as = € [D]”, is transformed into an
embedding e € RT*% by summing word embeddings and positional encodings as in Eq. (2). For each of the K heads, the key k € RT > %«
query ¢ € RT*%«_and value v € R % matrices are computed by applying linear transformations to e using W, W, e Réwxde and
W, € Rdbouxde respectively. The attention weights o € R” are then computed as the softmax of the scaled dot-product of k and ¢, as
per Eq. (8). Then the intermediary output & € R%" is computed are the average of the values v weighted by the attention «. Each head
outputs the linear transformation W, € R** 9w of the  associated with the query corresponding to the [CLS] token. The final prediction

S (x) of the model is the average of the outputs across all heads.

Output of the model. Finally, the intermediary output
value before the final linear transformation associated to the
query q is
Tn\ax
7y e dou(
V= vy € R .
t=1

©))

Each individual head is a linear transformation of the ¥
associated to the query corresponding to the [CLS] token
(as in Devlin et al. (2019); Huang et al. (2015); Sanh et al.
(2019)). Namely, as defined at the beginning of this section
fori e [K], fi(x) = W50,

We discuss limitations and the main differences between
our model and practical architectures in Section 6.

3. Attention-based explanations

The scaled dot-product attention, introduced by Vaswani
et al. (2017) (corresponding to the definition of Eq. (8)),
essentially measures the relation among tokens. This re-
sults in the generation of a matrix, where each entry rep-
resents the degree of association between a pair of tokens.
In essence, any attention-head ¢ € [K ] resultsina T x T
attention matrix A (illustrated in Figure 3), where each
entry Ag = 4(qs), i.e., the attention as defined in Eq. (8)
computed with respect to the s-th query token.

Furthermore, as this study focuses on a classification model,
we only consider the [CLS] token, which encapsulates the
core of the classification (Chefer et al., 2021). Formally,
this implies that only the specific query ¢ linked to the
[CLS] token holds relevance in Eq. (8). This is equivalent
to selecting the first row of the attention matrices in Figure 3.

Note that, in general, a Transformer model is structured as a
series of sequential layers. Each of these layers is equipped
with a specific number of parallel heads. These heads oper-
ate independently, executing the attention mechanism. Sub-
sequently, in order to produce token-level attention-based
explanations, one must aggregate the attention matrices at
both the head level and layer level. Mylonas et al. (2023)
offer a detailed depiction of the typical operations involved,
and we specifically refer to Figure 2 in Mylonas et al. (2023)
for a comprehensive picture.

In our scenario, the model defined in Section 2 is single-
layered, hence we omit the layer-level aggregation.

As a result, for each head, there exists an attention vector
of size T' that emphasizes the focus of the head on each
token. However, as depicted in Figure 3, heads often con-
centrate on different sections of the document. Therefore,
the aggregation of the K attention vectors becomes a critical
operation. The two most common operations at this level
involve computing the average vector or determining the
maximum value among the vectors for each token. Formally,
we define, for any token ¢ € [T],

Lo
7
Q-avg, 1= — Z oy, (10)
K i=1
and _
o-maxy := max ay) ) (11)
€[ K]

Remark that, in general, c-avg and a-max can lead to
very different explanations. Additionally, it is noteworthy
that a-avg and c-max, G-11 generate non-negative weights.
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Figure 3. Attention matrices across the heads. Each head is represented by a distinct matrix, demonstrating the unique focus each head
has on different parts of the document. The matrices illustrate that tokens within the document can carry significantly different weights,
indicating the varying importance or relevance of each token in the context of the document. The aggregation of these weights to provide
token-level scores is a critical aspect. Note that Egs. (10) and (11) correspond to the average and the maximum values, respectively, of the

first row across all six matrices.

Consequently, these methods do not differentiate between
words that contribute positively or negatively to the predic-
tion, as depicted in Figure 1.

4. Gradient-based explanations

In this section, we delve into the realm of gradient-based ex-
planations. We first recap the main methods, before comput-
ing these explanations for the model proposed in Section 2.

4.1. Methods

In this section, we describe existing gradient-based meth-
ods, sometimes called saliency maps, by analogy to a similar
technique in computer vision. Given a model f and an in-
stance x, by a slight abuse of language, we call the gradient
with respect to a token ¢ € [T']

Ve f(z) e R (12)

It is important to note that the gradient V., is calculated
with respect to the embedding vector e; € R%. To derive
per-token importance weights, several strategies exist. The
primary approaches, falling into the class of Gradient expla-
nations, involve taking the mean value (G-avg) (Atanasova

et al., 2020), the L' norm (G-11) (Li et al., 2016), or the
L? norm (G-12) (Poerner et al., 2018; Arras et al., 2019;
Atanasova et al., 2020) of the components of Eq. (12).

An alternative approach, known as Gradient times Input
(GxI) (Denil et al., 2014), suggests computing salience
weights by performing the dot product of the gradient from
Eq. (12) with the input word embedding e;. In our notation,
the saliency weights are thus calculated as e/ (V, f()).

‘While these methods share a common foundation, it is im-
portant to remark that the explanations they generate can
vary significantly, and may even be contradictory. As illus-
trated in Figure 1, we observe, for instance, that G-11 and
G-12 methods yield non-negative weights. In other words,
these methods do not distinguish between words that con-
tribute positively or negatively to the prediction, contrary to
GxI (see Figure 1).

4.2. Gradient of our model

Let us consider the model described in Section 2. First,
let us note that f is linear with respect to the f; head, i €
[K], hence, the gradient of f with respect to the token
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embedding e; is

K
Vol @)= g D VR R (3
The quantity of interest is thus the gradient of a single
attention-head, V f;(z). Recall that ¢ is the query corre-
sponding to the classification token [CLS]. With this no-
tation at hand, we can now state the following (which is
proved in Appendix A.).

Theorem 4.1 (Gradient meets attention). The gradient of
the model f defined by Eq. (1), with respect to the embedded
token ey, t € [T], is

K
_ 1 @) (o ONT (1 N T
vetf@)—?i;[at (W (W) (14)
o) o (o R wm (T d
+ W, v — aol | (W) g | e R%.
il WO U

By substituting Eq. (14) into Eq. (13), we are able to re-
construct the gradient-based explanations discussed in Sec-
tion 4.1. Indeed, G-avg, G-11, and G-12, are nothing but the
average, the L', and the L% norm of V, f(z) € R%, respec-
tively, while GxI is the dot product between the gradient
and the embedding vector: e (Ve, f(x)).

We now make a few comments. (i) the gradient of f, at
the first order approximation, is linear in «, which can
explain the correlation with the attention weights to some
extent. Consequently, a-avg is correlated with G-avg and
G-11, as by desiderata (i) of Jain & Wallace (2019), while
the same does not hold for a-max and G-12. We want to
emphasize that this may not necessarily hold true for deeper
models. (ii) the gradient captures the influence of the
linear layers We(’) : we believe that this is a useful insight,
disregarded by attention-based e)éplanations. For instance,
let us assume K = 1 and v; ~ Zs;‘“{" Vs (corresponding
to a situation where the value vector is “typical”). Then the
only remaining part in Eq. (14) is o, W, W7 . A positive o
can give rise to negative explanations if the coordinates of
W, W/, reflecting the true behavior of the model.

5. Perturbation-based explanations: the
example of LIME

Let us now turn towards perturbation-based explanations.
We focus on LIME for text data, first recalling how it oper-
ates, introducing additional notation on the way, then stating
our main result.

5.1. Reminder on LIME

Here we give a short introduction to LIME for text data in
our context, following closely Mardaoui & Garreau (2021).

The overall idea underlying LIME for text data is to start
from £ the document to explain and produce local perturba-
tions X7, ..., X,,. From these perturbations, a local linear
model trying to fit the predictions of f is trained, and the
linear coefficients corresponding to this linear model given
as explanation to the user.

Sampling. Let us call X the distribution of the randomly
perturbed documents. Then, in our notation, X is generated
as follows: first pick s uniformly at random in [d] (the local
dictionary), then chose a set S < [d] of size s uniformly at
random. Finally, remove from ¢ all occurrences of words
appearing in S. Here, removing means replacing by the
UNK token. In the present work, for simplicity, we assume
that tokens and words coincide. The perturbed samples
Xi,..., X, areii.d. repetitions of this process. Associated
to the X;s we have vectors Z1, ..., Z, € {0, 1}¢, marking
the absence or presence of a word in X;. Namely, we set
Z;; = 1if word j belongs to X; and 0 otherwise.

Weights. Each new sample X; receives a positive
weight 7;, defined by

_ )2
= exp <d(]12)) ,

202 (15)

where d is the cosine distance and v > 0 is a bandwidth
parameter. The intuition behind these weights is that X; can
be far away from ¢ if many words are removed (in the most
extreme case, s = d, all the words from & are removed). In
that case, z; has mostly O components, and is far away from
1 from the point of view of the cosine distance.

Surrogate model. The next step is to train a surrogate
model on 7y, ..., Z,, trying to match the responses Y; :=
f(X;). In the default implementation of LIME, this model
is linear and is obtained by weighted ridge regression. For-
mally, LIME outputs

n

2A ; 2 2

B, € argmm{z mi(yi — B 2)% + M|l } ,  (16)
BeRd+1 r]

where A > 0 is a regularization parameter. We call the

components of 3 the interpretable coefficients, the Oth

coordinate in our notation is by convention the intercept.

5.2. Limit explanations for our model

Under mild assumptions, Mardaoui & Garreau (Theorem 1,
2021) show that LIME’s coefficients converge to limit coef-
ficients 5. Namely, the number of perturbed samples 7 is
large, the penalization in Eq. (16) is not too strong (which is
the case by default), and the bandwidth v is also large. The
expression for the limit coefficient associated to word 7,

BL=3E[f(X)]j ¢S] — %ZEU(X)M S1, o am
k
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LIME meets Attention
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Figure 4. Illustration of the accuracy of Eq. (19). The boxplots
show the results from 5 runs of LIME with default parameters,
while the red crosses indicate the predictions given by Theorem 5.1.
The document & contains 7' = 99 tokens and d = 71 distinct
words and is classified as a negative review. Note that Theorem 5.1
holds true even with 7" # d for reasonable word multiplicities, as
discussed in Section 6.

can then be computed (exactly or approximately) as a func-
tion of the parameters of the model to gain some precise
insights on the behavior of LIME in this situation. This
computation is the main result of this section.

Before stating Theorem 5.1, we need some additional no-
tation. Indexing by h will denote the quantity correspond-
ing to the [UNK] token. In particular, kp: := Wih +
Wi, W, (t) € R« is the key vector associated to the [UNK]

token at position ¢ € [Tyax]. For any ¢ € [Tihax|, we further

define
gna = exp (4 kn /v ) (1)

an . Gh,t
ht =< -
Zu gh,u

We note that oy, ; can be seen as the attention corresponding
to the [UNK] token at position ¢ from the perspective of the
query associated to the [CLS] token. Finally, set vy, ; :=
Wy (h + Wp(t)). We have:

Theorem 5.1 (LIME meets attention). Assume that d =
T = TS, withe € (0,1). Assume further that there

exist positive constants 0 < ¢ < C such that, as T —
+o0, for all t € [Twax), max(|ve|,|vne]) < C, and ¢ <

and

min(ge, gn,e) < C. Then
3 R ) NOBENOWG!
By = 9K - Z Z Wy ( U _ah,tvh,t> Lg,=;
o) (Tr(n2a;€)v3/2) . (19)

Theorem 5.1 is proved in Section B. The challenging part
of the proof is to derive good approximations for Eq. (17),

since the model we consider, although single-layered, is
highly non-linear. Note that Theorem 5.1 relies on the as-
sumption that all tokens are distinct. While we conjecture
that this assumption can be relaxed (as discussed in Sec-
tion 6), it is necessary for a rigorous comparison between at-
tention and LIME explanations. However, our experiments
were conducted without assuming all tokens are distinct. We
nevertheless observe a very good match between our theo-
retical approximation and the empirical outputs of LIME
with default parameters, which we illustrate in Figure 4
on a particular example, and in a more quantitative way in
Appendix B.

We now make a few comments. (i) it is clear from Eq. (19)
that LIME explanations are quite different from gradient-
based explanations (Eq. (14)), with the exception of the
leading term (which is proportional to o, Wyv;) which we
recognize in both expressions. (ii) one can see that LIME
explanations are approximately an affine transformation

of the agz). (ii1) as it is the case for gradient-based explana-
tion, there is a major difference with plain attention-based
explanations: the last layer comes into account in the ex-
planation. To put it plainly, let us assume that K = 1 and
that Wyv; = 0, the influence of «; disappears whatever
its value. We see this as an advantage for LIME, since this
situation corresponds to the model killing the influence of
token ¢ in later stages, although a positive attention score is
given. (iv) from Eq. (19), we see that LIME explanations
will be near zero whenever ati)vfi) ~ ag)tv,s )t a scenario
in which the attention x value of head ¢ given to token ¢ if
comparable to that of the attention given to the [UNK]

token. This makes a lot of sense, while calling for a careful
choice of embedding for the replacement token.

6. Limitation

The main differences between the model described in Sec-
tion 2 and practical architectures are the following: (i) num-
ber of layers, (ii) skip connections, (iii) non-linearities. (i):
we only consider a single layer, which already brings non-
linearity while giving a quite challenging analysis and a
very good performance in practice for our task. (ii): we do
not consider skip connections since we did not observe an
increase in performance while adding them, but our analysis
can easily be adapted to this setting since this operation
is linear. (iii): in line with typical theoretical works (Gu-
nasekar et al., 2018), we refrain from incorporating addi-
tional non-linearities; specifically, we do not introduce a
ReLU activation or any of its variants.

The primary limitation of the present analysis lies in its focus
on a single-layer model. This facilitates a deep theoretical
exploration, yet its applicability to more intricate architec-
tures may not be direct. The extension of this analysis to
a multi-layer architecture introduces additional theoretical
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challenges. In the context of multi-layer transformers, ap-
proximation errors have the potential to accumulate and
intensify as they traverse through the network. Moreover,
the assumptions applicable to a single layer may not neces-
sarily hold true for deeper networks, especially those incor-
porating non-linearities such as ReLU activations. However,
even for simple architectures, many questions remain unre-
solved, and the interpretability of these models has not been
thoroughly studied in a formal manner.

Several theoretical studies on transformers share these lim-
itations. For example, Jelassi et al. (2022) elucidates how
Vision Transformers discern spatial patterns within a single-
layer, single-head architecture. Similarly, Tarzanagh et al.
(2023) establishes the correspondence between the opti-
mization geometry of self-attention and an SVM problem.
Von Oswald et al. (2023) suggests that training Transformers
with a specific objective can induce a form of meta-learning,
exemplified on a linear single-layer model. Additionally,
Edelman et al. (2022) investigate transformers in time series
forecasting, showcasing their superiority over traditional
methods by accurately capturing temporal dependencies.
In a bid to enhance transformer efficiency and scalability,
Fu et al. (2023) introduce sparse attention mechanisms and
efficient training strategies by formalizing single-layer trans-
formers. Furthermore, Makkuva et al. (2024) tackle trans-
former interpretability, developing tools to visualize and
comprehend attention patterns within the models, aiming to
bridge the gap between high performance and the imperative
for transparency in critical applications. In Appendix E, we
report experiments on a multi-layer transformer.

We conclude this section by discussing limitations of The-
orem 5.1. First, as in previous work, the approximation is
only true for large document and window size. This comes
without surprise, but we note that the results are experimen-
tally satisfying for documents which are a few dozen tokens
long. Second, we assume in Theorem 5.1 that all tokens are
distinct. This assumption, though a simplification, allows
for a rigorous formalization of LIME’s behavior using its
default parameters as defined in the official implementation.
Experimentally, Eq. (19) holds for documents containing
repeated words. We validated Theorem 5.1 disregarding this
assumption, by computing the norm-2 error between the
official LIME weights and our approximation (as illustrated
in Figure 4): the average error over the full test set (de-
scribed in Appendix F) is 0.808, with a standard deviation
of 0.219. From a theoretical aspect, we conjecture that this
assumption can be relaxed if the maximal multiplicity of
tokens is small relative to 7. If many tokens are identical,
this is no longer true: consider, for instance, the extreme
case of two groups of identical tokens. We delve into this
topic in more detail in Appendix B.1.

7. Conclusion and future work

In this paper, we offered a theoretical analysis on how
post-hoc explanations relates to a single-layer multi-head
attention-based network. Our work contributes to the on-
going debate in this area by providing exact and approxi-
mate expressions for post-hoc explanations on such model.
Through these expressions, we were able to highlight the
fundamental differences between attention-based, gradient-
based, and perturbation-based explanations. This deeper
understanding not only enriches the ongoing discourse sur-
rounding interpretability but also offers valuable insights for
practitioners and researchers navigating the complexities of
transformers’ interpretation.

It is crucial to acknowledge that the quest for perfect ex-
planations remains elusive; no single method has emerged
as entirely satisfactory. However, it is clear that current
models employ attention scores in a non-intuitive manner
to arrive at the final prediction. In particular, these scores
go through a series of further transformations, which is ig-
nored when looking solely at attention scores. These scores
also always provide a positive explanation, in contrast to
(most) perturbation-based and gradient-based approaches.
For these reasons, we believe that they can extract more valu-
able insights than a mere examination of attention weights.
This finding aligns with the assertions made by Bastings &
Filippova (2020).

As future work, we plan to broaden the scope of our anal-
ysis by extending our investigations to diverse range of
post-hoc interpretability methods, including Anchors, thus
understanding model explanations across different method-
ologies. We also would like to obtain similar statements
(connecting explanations to the parameters of the model) for
more complicated architectures, including skip connections,
additional non-linearities, and multi-layer models, enabling
us to discern the relationship between model parameters and
different explanations. Addionally, there is some interplay
between the sampling mechanism of perturbation-based
methods (often replacing at the word level) and the tok-
enizer used by the model (tokens are often subwords) which
we would like to understand better. Lastly, we emphasize
that our focus in this paper has been on text classification.
This choice allows us to capitalize on well-established, and
broadly studied post-hoc explainers and conduct a thorough
theoretical analysis based on this specific domain. How-
ever, we intend to expand the scope of applications for our
analysis. Specifically, we remark that our study focused
on token-level explanations. Moving forward, we intend to
extend our findings beyond text models to encompass other
domains, such as computer vision.
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Appendix for the paper
Attention Meets Post-hoc Interpretability: A Mathematical Perspective

Organization of the Appendix. We start by providing proofs for the theoretical results presented in the paper. We prove
Theorems 4.1 and 5.1 in Sections A and B, respectively. Sections C and D collect additional technical details crucial for the
proofs. Finally, in Section F, we detail the model employed for our experiments. For further information, the training and
experimental code are available at https://github.com/gianluigilopardo/attention_meets_xai.

A. Proof of Theorem 4.1

In this section, we show how to compute the gradient of f with respect to the embedding e, t € [T]. By linearity, we can
focus on one head f;, i € [K], and thus we momentarily drop the 7 superscripts. Let us start by computing the gradients of
the key, query, and value vectors k¢, ¢;, and v; (Egs. (5), (6), and (7)). For any ¢ € [T], one has

Ve kt = Ve, (Wier) = Wi (Ve,e) = W, € ReXdu (20)
Vet = Ve, (Wyer) = Wy (Ve,e0) = W, € RIX 1)

and
Ve, vi = Ve, Wyey) = W, € ReXdou (22)

Therefore, the gradient of the attention oy as defined in Eq. (8), for any ¢ € [T7,

Veop =V ( exp (q"ke/v/du) )
et et Zumzix exp( Tk_u/m)

o Tmax

=V <(Wk q) — ; as(WJq)> e R%.

The situation is similar if we look at another attention coefficient: let s # ¢, then

V.o, V.. < eXp( Tkg/v att) >
m{lw exXp (q ku/v dtl)
— Xy Ol
= Wl q).
e (W )

Finally, we can compute the gradient of v as

Tmax
Ve =Ve, | D auvy
u=1

= Ve, (a)vr + ar(Ve,vt) + Z(Vetozs)v

Ss#t
1 — QU O
= Wi ) (o — 2oy + W, + (W g
m( k )( t t) t t ; m ( k )
Tmax
Vet = \;;7 (Ut - Z asvs) (Wl;rq) + atWJ .
att s—1
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Figure 5. Tlustration of the accuracy of Theorem 4.1. Here, for illustrative purpose, d. = 80.
Finally, since f(z) = W0, we deduce Eq. (14) from the last display, multiplying by W; and averaging. O

Theorem 4.1 is also true in practice, as illustrated in Figure 5.

B. Proof of Theorem 5.1

Preliminaries. The key idea of this proof is to leverage Eq. (17) and find a good approximation for the conditional
expectations involved. Looking closer at Eq. (17), we first notice that, by linearity, we can focus on the limit coefficients
associated to a single head. Thus we drop the ¢ indexation in this proof.

Now let us recall that S is the random subset of words from the dictionary being removed when generating X . Our first key
observation is that X has random token embeddings F;. More precisely, Eq. (2) becomes

Vt € [Tmax)|, Ei:= elle,¢s + (h + Wp(t))ﬂgtes . (23)

We note that E; for ¢t > T is actually not random (LIME does not perturb outside of &), but this will be of no consequence.
In turn, keys and queries are modified, that is, Egs. (5) and (6) become, respectively,

YVt e [Tmax], K; = kt]lgtgs + Wk(h + Wp(t))]lgtgs , (24)

and
Vt e [Tmax], Q= qile,¢s + Wq(h + Wp(t))]lgtgs . (25)

The attention coefficients associated to the [CLS] token also become random. In analogous fashion to Eq. (18), let us define
Yu e [Tmax]a Gy = exp (qTKu/ V datt) y

where we recall that ¢ € R%« is the query vector associated to the [CLS] token. Taking dot product and exponential, and
noting that the indicator functions concern disjoint events, we see that

Vu € [Thax), Gu = gule,gs + gnule,es, (26)

where we let g, := exp (¢ kyu/+/du) and gp s = exp (¢" kp,¢/v/daw) as in Eq. (18). Then, with this notation in hand, we
define the random attention coefficient associated to token ¢ by

Gy

Vt e [Tmax]; At = T - (27)
Zu:?x Gu
Finally, value vectors are also random in this setting. Namely,
Vt € [Tmax], Vii=vilegs + vnilees, (28)

where we recall that vy, ; = W, (h + W, (1)).
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Reduction to key computation. Looking at Eq. (17), and now with appropriate notation, we need to compute

Tmax

E[f(X)|¢ ¢ 5] = [2 A,

t=1

z¢5]

for all ¢ € [d]. Again by linearity, one can focus on the computation of E[A,V;|¢ ¢ S]. The following result gives an
approximation of this quantity when both 7},,,x and d are large:

Proposition B.1 (Approximated conditional expectation). Assume that d = T. Assume further that there exist positive
constants 0 < ¢ < C such that, as T — +o, for all t € [Tyax], max(|vg|, |vpe|) < C, and ¢ < min(ge, gnt) < C. Then,

forany t € [Tmax), if &t = ¢,

d—1
1
E[AVile ¢ S] = - e 40 (TH_H‘:’){Q) , (29)
s=1 ( d*l) Zu Gu + ﬂZu Ghu
and otherwise
d—1 S - 2
1 — ) 9tV + =7 9n,tVh.t
E[AVi¢S] =~ ( a 1) -1 +0 (T 3/2) . (30)
d s s max
s=1 (1 - d—l) D Gu t a—1 2w Ihu

The proof of Proposition B.1 is deferred to Section C. From Egs. (29) and (30), coming back to Eq. (17), we deduce that the
jth limit coefficient associated to A,V is approximately equal to

— (gt’Ut - gh.tvh.t) —3/2
g ( )Zugw e +0 (To32) . 31)

&\oo

]__

The derivative of the mapping
x

(1 71’) Zugu +x2u9h,u

€T —

is given by
N Zu Gu
(x(Z Ghou — Z gu) + Z gu)2
On [0, 1], under our assumptions, the last display is uniformly bounded by O (
Riemann sum approximation, the last display is

max) in absolute value. Thus, by standard

1
xdx :

3(gtve — gn.tv +O<Tr;f£2) ’

(9tve — ghoe h,t)L 1—2)>, gut T, Inu )

Let us recall that, if T < v < Thax, gu = gh,u- Therefore, > gnu — 2, 9u = O(T) = O (T}.)> and (32, Gh,u —

max

D Gu) 2 Gu =0 (Ts 1) Therefore, according to Lemma D.2, the integral in the last display can be well approximated

2 o
y Zulgu . (2 +0 (Z%Zuguzgu)) _ QZlgu +O(T52) .

The same reasoning shows that, whenever &; # j, the approximation is zero (with the same precision in the error). Thus, by
linearity (over the tokens and the model), we obtain the statement of Theorem 5.1. O

B.1. Discussion on Theorem 5.1

A theoretical limitation of Theorem 5.1 it the assumption of distinct tokens. This assumption, while technically a sim-
plification, enables a rigorous formalization of LIME’s behavior using its default parameters as defined in the official
implementation. We conducted quantitative experiments that disregarded this assumption, and the results still hold. We
empirically validate the accuracy of Theorem 5.1 by computing the norm-2 error between the LIME weights from the
official implementation (available on Github at https://github.com/marcotcr/lime) and our approximation.
The average norm-2 error, computed over the full test set (see Section F), is 0.808, with a standard deviation of 0.219.
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The primary challenge in proving a formal result that allows for repetitions lies in the use of Lemma D.1. The key intuition
in the current proof mechanism is that if only one element of the denominator of A; varies randomly, this has a minimal
overall effect on the entire denominator, given that it has 7" » 1 terms. However, if many tokens are identical, this is no
longer true, and it can result in high variance (consider, for instance, the extreme case of two groups of identical tokens),
which prevents us from using Lemma D.1. Nevertheless, we conjecture that if the tokens are not distinct, but the maximal
multiplicity of tokens is small relative to 7", our findings hold true (and this is empirically true).

On a more practical note, we highlight that by default, LIME-text perturbs input data by removing all occurrences of
individual words or characters (bow=True, i.e., bag-of-words), and this is the subject of our study. However, if the
underlying model uses word location (as in our classifier), a possibility is to set bow=False (as recommended in their
notebook), so that any occurrence of the same word is considered a distinct token. By using this option, the same applies in
Theorem 5.1: the same words in different parts of the text are considered different tokens.

C. Proof of Proposition B.1

Sketch of the proof. Essentially, assuming for a second that V; is constant, the crux of the result is to compute the
(approximate) expectation of A;, which is defined as the ratio of positive quantities (Eq. (27)). Since the denominator is
quite large, one can use Lemma D.1 and approximate the expected ratio by the ratio of expectation. This works only if,
concurrently, the variance is not too high, which is guaranteed by Lemma D.3. Lemmas D.1 and D.3 are stated and proved
in Section D.

Proof of Proposition B.1. We first write
G Vi
Tmax
Zu:l G“
-F [ 9tvtle,¢s + gntvntle,es
d

E[AVile ¢ S]=E

x:: 51 (Egs. (27) and (28))

t¢s (Eq. (26))
ZZZT‘ {9ule,¢s + gnule,es) ]

Tt g Mg g5 + Ghuleses)

SH R

1
Z E [ 9t0tle,¢s + Gn iVt le,es
S
s=0 Z

x: 51 . (law of total expectation)

Note that there is no s = d term in the last display, since d removals is incompatible with £ ¢ S. Let us set s € [d — 1].
Define X := gvile,¢s + ghtVntle,es and Y := ZZ’;T‘ {gule,¢s + gnule,es}. Under our assumptions, X is clearly
bounded while Y has order Ti,,«. Thus the hypotheses of Lemma D.1 are satisfied with n = T},,,x. Moreover, Lemma D.3
guarantees that Varg(Y | £ ¢ S) = O (Tinax)- From Lemma D.1, we deduce that

9tvile,¢s + gn1vntlees

ES Timax
Dt {gule,gs + gnule,est

(¢ 51 _ E, [gtvt]l&aéS + gn.tUntLees|l ¢ S| Lo (Tr;i{z) ' 32)
Es [Zu':ix {gule,¢s + gh,u]lfues}‘é ¢ S]

Let us assume from now on that £; = ¢ (the case & # / is similar). Then
Es [givile,¢s + gnivnilees|l ¢ S| = give, (33)
and for all u # ¢,
Es [gule,gs + gnule,es| € Sl = guPs (Eu ¢ S| S)+ grulPs (€S |LES) .

Since we assumed distinct tokens (d = T'), Lemma D.5 yields

S S
Es[g.1 w1 1 =(1———)gu+ —0hu- 4
s [9ulegs + gnule,esll ¢S] ( d_1>g + T 9, (34)
Injecting Egs. (33) and (34) into Eq. (32), we obtain
. gi’:)i]lgt¢s + gh,t'Uh,t]lgf,GS / ¢ S] _ gtU¢ +0 (711;5,){2> )
Yl {gule,gs + gnule,est (1 — df1> Ywbut 755 2w Ihu + 7259t — 9ne)
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Under our assumptions, ﬁ (9t — gnt) is O (1), whereas the remainder of the denominator is of order at least Tp,,x. We
deduce that

1 + 1
E, gt?t ¢S T GhtUntlig,es (¢ 51 _ gtV ! (Tn_ls,f) . (35)
EuZ guleugs + gnaule,es) (1= 225) Sugu + 755 T 9
We deduce the result coming back to the initial decomposition. O

D. Technical results

Lemma D.1 (Expected ratio). Let X and Y be two random variables with finite variance. Assume that there exist two
positive constants ¢ and C such that | X| < C and en <Y < Cn a.s. Then

B[F]- 5 < e S

Proof. Setv : R2 — R defined as ¢(z, y) := x/y. Multivariate Taylor expansion at order 1 with integral remainder for an
arbitrary (zo,yo) € R? yields

Y(x,y) = Y(xo,y0) + (x — 20) 020 (x0,Y0) + (¥ — Y0)Oyth (0, Yo)
1
+ o= a0)? [ (1= 0200 ((w0,30) + = 0,1~ o))
! 0

1

+ 17— =) | (=02 ((r0.30) + Ho = 20, = )t

4= w0)? [ (L= 00,00, 30) + tx 70,y o))t
: 0

Let us focus on the remainder (the last three lines of the previous display). Since 0,1 = 0, 0,y% = —1/y?, and
Oyyh = 2x/y3, we are left with

~2(e — a0y — ) | 1~ t)ds

o (o +t(y—yo

9 Jl (1 —t)(zo + t(x — x0))dt

))? 20~ w) 0 (yo +t(y — v0))?

that is,

1

—2(x —x +t(y — + 2(y — o +tlr—x

(¥ — o) J (1—1t) (z —20)(yo + t(y — yo)) +2(y 3yo)( o+ t(z — x0))
0 (Yo + t(y — o))

One can actually compute this integral, which is

dt.

ZoY — TYo
vyl

Going back to the original expansion, we have proved that

2o(y — yo) — (x — To)Yo
yyg

(Y — o) - = (y — o) -

zo(y — Yo) — (= — T0)yo
yys

Let us now use Eq. (36) withz = X,y =Y, 29 = E[X], and yo = E[Y], and then take expectation on both sides. We see
that the linear term vanishes, and we are left

P(x,y) = Y(xo,yo) + (& — 20) 029 (0, Y0) + (Y — Y0) Oy (z0,%0) + (¥ — Yo) - (36)

EX]Y-E[Y]) - (X -E[X])E[Y]
YE[Y]

Y -E[Y])-

In absolute value, the last display is smaller than

CVar(Y) C4/Var(X)Var(Y)
38 T 2,2
ea3n n

9

and we deduce the result using Popoviciu’s inequality to bound the variance of X. O
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We conclude with a technical result used in approximating an integral appearing in the proof of Theorem 5.1.

Lemma D.2 (Integral approximation). Let a > 0. Then

1
xdx a—logla+1) 1 a 5
= =-——-+0 .
Ll+ax a? 2 3+ («”)

Proof. Taylor expansion. O

D.1. Conditional variance computations

To use Lemma D.1 in a meaningful way, the variance of the denominator needs to be controlled. We show that this is the
case with this next result.

Lemma D.3 (Conditional variance computation). Ler a; and b; be two sequences of positive numbers for i € [n]. We set
Hg as before. Let £ € [n]. Then, forall s € [n — 1],

E, [Hs|( ¢ S] = Zari- DI

1(115—5@),

and
ns(n —s—1)
(n—1(n-2)

1

Varg(Hs | £ ¢ S) = [@(a—b)— 1 (ag—bg—(a_b>)2] 7

where @ (resp. b) denote the empirical mean of a (resp. b).

Lemma D.3 is somewhat remarkable, connecting the variance of the random sum underpinning our problems to the
empirical variance of the coefficients. In particular, if we assume that the variance of the summands is O (1), then
Varg(Hg | £¢ S) = O (n).

Proof. We first write

[HSM ¢ S lE {az i S +b; ]]-ZES}

¢ s]

—ZaZ (i¢S|L¢S) +2b P, (ieS|l¢5).

Taking special care of the case ¢ = £ in the previous display and using Lemma D.5, we obtain
E, [Hs|l ¢ S] = Zaﬁ—Eb +ap.

1£L

Rearranging this expression yields the fist statement of the lemma. We now turn to the variance computation. Without loss
of generality, we can assume that b = 0 since

Hg = Z {a;ligs + blies} = Z(ai —bi)Ligs + Zbi .

Moreover, we notice that

Z(ai + )\)]li¢5' = Z@ﬂ%s + )\Z ]li¢5 = Zai]ligés + (n — S))\ .
i i i i
Thus, without loss of generality, we can assume that )}, a; = 0. Under this assumption, the expectation is simply

S

ES[HS|€¢S]= 1

Qy .
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We then compute the second raw moment:

[HS’£¢S <Zaz 7,¢S> €¢S

—Za]P’ (i¢S|L¢S)+2) aa;P(i¢S,j¢S|L¢S).

1<j

As before, we have to take care of equality cases. Using Lemma D.5 and our assumption that )., a; = 0, we find

n—s—1 (n—s—1)(n—s—2)
E, [H§]£¢S] (2 af) ﬁ—kaz—k 2 2 a;a; (n—1)(n—2)

il i<j

i,j#l
n—1—s
+<2“62“i>n_1

i#L

o2 n—s—1 wa n—s—l)(n—s—2)_a2 s(n —2s)
(2 > n—1 ( 2, as J) (n—1)(n—2) “ln—1)(n—-2)

i 1<j

s(n—s—1) 2 n—28) 9
n—1)(n—-2) Z (n—1)(n—2"
since 2.

i<j Qilly = — D a?. Putting everything together, we obtain

Vars(Hs|€¢S)—M[@(a)_nl af] ,

from which we deduce the result.

D.2. Probability computations

Lemma D.4 (Exact expressions). Ler a, b, ¢ be distinct elements of [n]. Then

Ps(ag¢ ) = =5

Py(a¢ S bg¢ §) = i)

Py(a¢ SbeS) = 2=

Ps(a¢ S,b¢ S,c¢s) =l lned)
Py(a¢ S,be S cgS)=n=sln-s)

n(n—1)(n—2)

Proof. Similar to Lemma 4 in Mardaoui & Garreau (2021).

Lemma D.5 (Exact expressions, conditional). Let a, b, { be distinct elements of [n]. Then
Ps(a¢5|5¢5)—”;71?
Ps(aeS|L¢S) =25
P (ag S,b¢S|L¢S) = mppr=s

Proof. Let us prove the first statement, the other ones are similar. By Bayes formula,

P,(a¢ S, 0¢5S)

Po(ag¢S|t¢S) = P, (( ¢ S)

We now simply use Lemma D.4.
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LIME vs Attention
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Figure 6. Relation between LIME weights and attention for a 6-layer 6-head attention-based classifier. Attention weights correspond to
the average attention over the 6 heads of the first layer. Error bars represent the standard deviation of LIME weights on 5 repetition.

E. Experiments on multi-layer architecture

We have conducted numerical experiments on a multi-head, multi-layer architecture. We trained a classifier with 6 layers
and 6 heads on the IMDb dataset (refer to Appendix F), achieving an accuracy of 82.22%. Our interest lies in exploring
the relationship between LIME and the attention weights. We measured the correlation between LIME coefficients and
the a-avg (refer to Eq. (19)) for the first layer. An illustration is available at Figure 6, where the document corresponds to
Figure 4 of our paper. The Pearson’s correlation in this case is p = —0.424. We attribute the negative sign to the document
being classified as negative (as in Figure 4). Attention weights consistently fall within the range of [0, 1]. Considering the
absolute values, the rankings of the two explanations are closely aligned, and the correlation is p = 0.672. Although we
cannot explicitly state the dependency for multi-layers as in Eq. (19), our experiments suggest a significant relationship. We
conclude that the attention weights are interconnected with LIME coefficients, which adapt more effectively to the model.
We are currently conducting broader experiments and will incorporate their results and subsequent discussions into the
manuscript.

F. Experiments

In this section, we report technical details for the model and the experiments. Any of the experiments presented in this paper
have been performed on a PyTorch implementation of the model presented in Section 2 and ran on one GPU Nvidia A100.

Code. The full code is available at https://github.com/gianluigilopardo/attention_meets_xai.
Model. The model parameters were set as follows: Ti,ax = 256, de = 128, dyy = 64, doy = 64.

Dataset. We trained the model on the IMDB dataset (Maas et al., 2011), which was preprocessed using standard tokeniza-
tion and padding techniques. The dataset was split into training, validation, and test sets with sizes of 20, 000, 5, 000, and

25,000 samples, respectively.

Training. The model was trained for 10 epochs using a batch size of 16. We employed the AdamW optimizer with a
learning rate of 0.0001 and used cross-entropy loss as the optimization objective.
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