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Abstract

Federated Learning (FL) aims to learn a global model
from distributed users while protecting their privacy. How-
ever, when data are distributed heterogeneously the learn-
ing process becomes noisy, unstable, and biased towards
the last seen clients’ data, slowing down convergence. To
address these issues and improve the robustness and gen-
eralization capabilities of the global model, we propose
WIMA (Window-based Model Averaging). WIMA aggre-
gates global models from different rounds using a window-
based approach, effectively capturing knowledge from mul-
tiple users and reducing the bias from the last ones. By
adopting a windowed view on the rounds, WIMA can be
applied from the initial stages of training. Importantly, our
method introduces no additional communication or client-
side computation overhead. Our experiments demonstrate
the robustness of WIMA against distribution shifts and
bad client sampling, resulting in smoother and more sta-
ble learning trends. Additionally, WIMA can be easily
integrated with state-of-the-art algorithms. We extensively
evaluate our approach on standard FL benchmarks, demon-
strating its effectiveness.

1. Introduction

Federated Learning (FL) [34] is a distributed machine
learning framework aiming at learning a shared global
model from edge users’ data (the clients) while ensuring
their privacy. Instead of centrally collecting their data, fed-
erated training is based on the exchange of model param-
eters between clients and the server. The actual training
is performed on the client side, and the updates are later
aggregated on the server side. In real-world scenarios, the
number of clients typically reaches billions [18], and their
data collection depends on numerous factors such as geo-
graphical location [15, 8, 43, 35], or personal habits [7, 52].
For instance, autonomous vehicles may collect images and
videos of largely different cities with varying weather and

light conditions [8, 43]. This results in highly diverse local
data distributions, creating inherent statistical heterogeneity
within the context of FL [27, 18]. As a consequence, train-
ing a global model capable of addressing the overall un-
derlying distribution becomes particularly challenging: as
only a fraction of clients participates in each round, the con-
vergence speed is drastically reduced [30, 19], the learning
trend becomes noisy and unstable [20, 2], the clients’ bi-
ased updates drift the model from its convergence points
[20, 28, 1], and the global model suffers from catastrophic
forgetting [23, 2], resulting in the loss of knowledge ac-
quired from previous users as training progresses. Most of
the approaches addressing these issues focus on client-side
training: several methods [28, 20, 1, 36, 48] regularize the
local objective to reduce the client drift, while others lever-
age momentum to incorporate knowledge from previous up-
dates and lead the local optimization onto the path defined
by the global models across rounds [19, 49, 51, 21, 32].
More theoretical studies reveal that learning rate decay is
fundamental in local training to reach global convergence
in heterogeneous settings [30, 53, 4, 31]. Building upon
[9, 25], another promising research direction focuses on the
sharpness of reached minima as an indicator of the model’s
generalization ability, and explicitly guides the local up-
dates towards flatter minima [2, 37, 46, 45]. Less atten-
tion has been given to server-side aggregation. The de-
facto standard approach for merging models is FedAvg [34],
where the updated parameters are averaged based on the
number of samples seen by each client. Recent studies
[14, 38] reveal that FedAvg aligns with a step in the op-
timization path defined by SGD (Stochastic Gradient De-
scent) [41] with a unitary learning rate, and suggest that us-
ing server-side momentum or adaptive optimizers could be
beneficial when dealing with heterogeneous scenarios. Dif-
ferently, [2] introduces Stochastic Weight Averaging (SWA)
[16] to ensemble global models across rounds in the later
stages of training with the goal of improving stability and
generalization. A significant limitation of this approach lies
in its impracticality during the early stages of training, ren-
dering it challenging to deploy in real-world contexts.



In addition, less attention has been given to research in
FL related to vision domains [2].

In this paper, we aim at building a robust and stable
global model without incurring in additional communica-
tion or client-side computational burden, with a specific
focus on vision tasks. Building upon the insights of [2],
we propose Window-based Model Averaging (WIMA),
a method for aggregating global models from the ini-
tial stages of training. In particular, WIMA leverages a
server-side window-based approach that averages the last
W global models. This strategy helps to mitigate the drift
introduced by the last seen clients, preserving information
from previous users with reduced forgetting. The model
built with WIMA is robust towards both distribution shifts
and bad client sampling and can be easily applied on top of
any existing state-of-the-art FL algorithm.

Our main contributions are summarized as follows:

• We propose WIMA which averages the last W global
models on the server side, building a model more ro-
bust towards distribution shifts and bad client sampling
from the earliest stages of training.

• We show that averaging these models is equivalent to
using learning rate decay in the server-side aggregation
process.

• We evaluate WIMA’s performances on multiple FL
datasets and observe smoother learning trends. Fur-
thermore, we show that the use of WIMA helps narrow
the gap with runs that involve higher client participa-
tion rates.

2. Related works
Federated settings FL [34] enables the training of a
shared model among edge devices or institutions while en-
suring the privacy of their sensitive data. Real-world scenar-
ios comprise cross-silo and cross-device FL [18]. The for-
mer involves silos like companies or hospitals in the training
process, with access to extensive data from multiple clients
(e.g., patients). In contrast, the cross-device scenario uti-
lizes billions of edge devices, such as smartphones, which
possess limited data and computational resources. More-
over, their data is often biased towards various distributions,
influenced by factors such as capturing devices, personal
habits, and geographical locations [15, 18, 8, 43, 7]. Lastly,
the devices are not always online and reachable, resulting
in only a fraction of them available for training. Thus, it
is essential to account for constraints related to resource
limitations, communication capabilities, and small skewed
datasets when designing federated algorithms [27, 18]. In
this work, we focus on the cross-device setting, aiming
to avoid adding complexity for the resource-constrained
clients while improving the robustness of the global model.

Heterogeneity in Federated Learning Federated train-
ing is based on communication rounds, during which clients
and server exchange the global model updated parame-
ters, with the server never accessing the local data. On
the server side, the updates are aggregated, usually using
a weighted average as introduced by the de-facto standard
FedAvg [34]. While being effective in homogeneous sce-
narios, FedAvg fails at achieving comparable performances
in heterogeneous cross-device ones [18, 27]. In particular,
local different distributions lead to the so-called client drifts
[20], i.e. the local models converging towards different so-
lutions in the loss landscape, making server-side aggrega-
tion more challenging. As a consequence, convergence is
slowed down [20, 30], the learning trend becomes noisy
and unstable [2] and the global model suffers from catas-
trophic forgetting of the knowledge acquired by previously
involved clients [23, 44]. As a first step to overcome these
issues, [38] explains that applying FedAvg on the global
updates is equivalent to globally using SGD with learning
rate 1, and shows that adaptive optimizers can help address
heterogeneous scenarios more effectively. To reduce the
client drift, FedProx [28] introduces a regularization term
in the local objectives, while SCAFFOLD [20] leverages
stochastic variance reduction [39] and FedDyn [1] aligns
local and global stationary points at convergence. How-
ever, [48] shows that FedDyn is often prone to parameter
explosion in particularly skewed and cross-device settings,
introducing AdaBest as a solution. Other approaches use a
momentum term [47] to preserve the history of the previ-
ous updates and reduce the bias towards the last fraction
of selected clients [49, 19, 32]. In particular, FedAvgM
[14] uses momentum on the server-side aggregation, while
FedACG [21] and FedCM [51] leverage a momentum term
to guide local updates in the direction followed by global
models. MIME [19] combines both stochastic variance re-
duction and momentum so that local updates mimic the be-
havior of training on i.i.d. data. Since our approach only
looks at the server-side aggregation of global models, it
can be easily combined with any of these methods. Fur-
thermore, [30, 53, 4, 31] highlight that employing learning
rate decay in the client-side training is essential to achieve
convergence in heterogeneous scenarios. In this study, we
illustrate that averaging the model parameters at different
rounds is equivalent to applying global decay in the SGD
steps of FedAvg, resulting in notable improvements in sta-
bility during the training process. Lastly, the authors in [33]
reveal that the classifier is the network component most af-
fected by local distribution shifts. In this context, our work
demonstrates how WIMA improves the backbone’s ability
to extract better features, consequently enhancing the sta-
bility of the classifier.

Building upon [9, 25, 16], other works look at the gen-
eralization of the global model through the lens of the loss



landscape, linking it with convergence to flat minima. Fed-
SAM [2, 37] uses Sharpness-Aware Minimization (SAM)
[9] optimizing both loss value and sharpness, and Fed-
Speed [46] follows a similar approach, while FedSMOO
[45] introduces the concept of global sharpness. Follow-
ing this line of research, [2] shows that using Stochastic
Weight Averaging (SWA) [16] on the server-side to ensem-
ble global models leads to more robust and stable results
with significant gains in performances and generalization.
SWA achieves this by averaging the weights obtained by
SGD during its optimization path, utilizing a cyclic learn-
ing schedule to explore broader regions in the weight space.
However, it’s important to note that SWA can only be effec-
tively applied near convergence; otherwise, it may hinder
the training process. In this work, we address this last is-
sue emerging with SWA by leveraging a window-based ap-
proach. Instead of collecting all global models from the be-
ginning, WIMA only averages the last k ones, resulting in
significant improvements and overcoming the issues faced
with SWA.

Model ensembling for robustness Our work is inspired
by research conducted outside the federated scenario, which
demonstrates the effectiveness of model ensembling in en-
hancing accuracy and robustness. We leverage these valu-
able insights to face challenges proper of the heterogeneous
federated scenarios, aiming at improving the performance
of the learned models. In their work, [26] demonstrate that
ensembling predictions in the output space can lead to per-
formance boosts due to the diversity of the networks. Per-
haps surprisingly, [10] reveals that randomly initialized net-
works independently trained on the same task are connected
by simple curves of low-loss, and proposes FGE (Fast Geo-
metric Ensembling) to ensemble predictions at the end of
weight space exploration. Finally, [16] shows that solu-
tions found by FGE are found on the edge of the most de-
sirable ones, and presents SWA to ensemble models in the
weight space and move towards the center of the minimum.
However, SWA is most effective near convergence, e.g. af-
ter 75% of training was performed. To speed up conver-
gence and reduce training hours for large models, [17] pro-
poses LAWA (Latest Weight Averaging), focusing on the
middle stages of training. LAWA averages the last check-
points found at the end of each epoch. Our approach draws
inspiration from both [16, 17], incorporating their intuitions
into the federated scenario. By doing so, we aim to im-
prove the performance of federated learning in the presence
of heterogeneous data distributions.

3. Window-based Model Averaging
In this Section, we provide details regarding the objec-

tives of the federated training in cross-device settings (Sec.
3.1) and introduce the specifics of WIMA (Sec. 3.2).

3.1. Problem formulation
The goal of training in FL is to learn a global model

f(w) : X ! Y , where X is the input space (e.g., images),
Y the output space (e.g., labels), and w 2 Rd the model pa-
rameters. Training proceeds over T communication rounds
and is distributed among a set of devices S (i.e., clients),
having access to local private datasets Di = {(xj , yj)|xj 2
X , yj 2 Y, j 2 [Ni], i 2 S}, where Ni = |Di|. We define
the overall number of clients |S| =: K to ease the notation.
The global objective is

min
w2Rd

F (f1(w), f2(w), . . . , fK(w)), (1)

where F (·) is the aggregating function and fi 8i 2 S is the
local objective (e.g., cross-entropy loss). In this work, F (·)
is defined by FedAvg as

min
w2Rd

X

i2S

NiP
j2S Nj

fi(wi), (2)

where wi are the locally updated parameters. At each round
t 2 [T ], this minimization problem translates into perform-
ing a weighted average of the parameters updated by the
subset of selected clients St. Additionally, [38] shows that
the FedAvg global update can be generally seen as one step
of SGD with unitary learning rate (FedOpt), i.e.

wt+1
FEDAVG =

X

i2St

Ni

N
wt

i = wt � ⌘s
X

i2St

Ni

N
(wt � wt

i), (3)

where N =
P

i2St Ni and ⌘s is the server-side learning
rate, equal to 1 in FedAvg. The difference wt�wt

i =: �wt
i

defines the i-th client’s pseudo-gradient, and their aver-
age the global pseudo-gradient �wt at round t. The local
updates wi are usually computed using SGD. The server-
side update can be also generalized for a generic opti-
mizer as wt+1 = wt� SERVEROPT(wt,�wt, ⌘s, t), where
SERVEROPT indicates any optimizer, e.g. SGD, Adam [22],
AdaGrad [6].

In realistic settings, local datasets likely follow differ-
ent distributions, i.e. Pi 6= Pj 8i, j 2 S , resulting in lo-
cal updates directing towards distinct minima in the typi-
cally non-convex loss landscape. This leads to unfavorable
behavior, e.g. noisy and unstable learning trends, slowed
down convergence (Fig. 1). In addition, as only a fraction
of client |St| ⌧ K is selected at each round t, the resulting
model is extremely biased towards the just seen distribu-
tions Pi 8i 2 St [2, 33], leading to catastrophic forgetting.

3.2. WIMA for Federated Learning
To overcome the instability and bias proper of train-

ing in heterogeneous cross-device federated scenarios, in
this work, we introduce Window-based Model Averaging



(WIMA). Defined a window size of W rounds, at the end
of round t � W , WIMA averages the last W global models
built using FedAvg as:

wt+1
WIMA = wt0+W

WIMA :=
1

W

t0+W�1X

⌧=t0

w⌧+1
FEDAVG, (4)

where t0 = t + 1 � W is the first round comprised in the
window frame. The rationale behind this approach is to en-
hance robustness of the global model towards distribution
shifts across rounds and diminish bias towards the last-seen
clients by averaging models that are still experiencing sig-
nificant changes. By considering the last W rounds, we
retain sufficient history to stabilize the model without hin-
dering the training process, as observed with SWA.

3.2.1 Unveiling the window contents

We now try to answer the question “What information is
stored inside the window?” To do so, we reformulate Eq. 4
using the updates provided in Eq. 3:

wt0+W
WIMA =

1

W

t0+W�1X

⌧=t0

w⌧+1
FEDAVG (Eq. 4)

=
1

W

t0+W�1X

⌧=t0

X

i2S⌧

Ni

N
w⌧

i (FedAvg in Eq. 3)

=
1

W

t0+W�1X

⌧=t0

�
w⌧ � ⌘s

X

i2S⌧

Ni

N
(w⌧ � w⌧

i )
�
. (5)

By unraveling the summation over the last W rounds and
writing each update using Eq. 3, we find out that the WIMA
model’s update is equivalent to

wt0 � ⌘s

t0+W�1X

⌧=t0

t0 +W � ⌧

W

X

i2S⌧

Ni

N
(w⌧ � w⌧

i ), (6)

or more in general

wt0 �
t0+W�1X

⌧=t0

t0 +W � ⌧

W
SERVEROPT(w⌧ ,�w⌧ , ⌘s, ⌧).

(7)
The term t0+W�⌧/W tends to 1 when ⌧ = t0, i.e. at the be-
ginning of the queue, and to 1/W when ⌧ = t0 +W � 1, i.e.
in the last round. Thus, Eq. 7 can be interpreted as W � 1
SGD steps starting from the initial model wt0 with a learn-
ing rate decay that depends on the position in the queue,
given by t0+W�⌧/W . Indeed, WIMA assigns higher signif-
icance to previous updates, as they are perceived as more
stable, while also integrating new knowledge at a rate pro-
portional to the window size W . This sets it apart from
methods like momentum, which prioritize more recent up-
dates. Additional details can be found in Appendix A.

Table 1: Datasets statistics. Clf-X indicates the classifica-
tion task over X classes, while NCP stands for Next Char-
acter Prediction.

Dataset Distribution Task Clients Imbalance
CIFAR10 ↵ = 0, 0.05 Clf-10 100 7

CIFAR100 ↵ = 0, 0.5 Clf-100 100 7
PAM Clf-100 500 7

FEMNIST NIID Clf-62 3, 400 3
GLDV2 NIID Clf-2,028 1,262 3
SHAKESPEARE NIID NCP 715 3

4. Experiments
In this Section, we provide numerical results on the ap-

plication of WIMA to different heterogeneous federated
scenarios. Sec. 4.1 informs on datasets used, model archi-
tectures, and training details. Final results and comparison
with state-of-the-art approaches can be found in Sec. 4.2,
while Sec. 4.3 studies WIMA more in depth.

4.1. Implementation details
Here we provide a detailed description of the experimen-

tal settings. Large-scale experiments were performed us-
ing an NVIDIA DGX A100, while the others run on one
NVIDIA GeForce GTX 1070. The code was built starting
from the FedJAX framework [40]. All runs are averaged
over 3 seeds.

4.1.1 Datasets

Table 1 summarizes the information on the used datasets,
chosen among common FL benchmarks. As for vision
tasks, we focus on classification and use the federated
CIFAR10, CIFAR100 [24] and FEMNIST [3]. We in-
troduce large-scale experiments on LANDMARKS-USER-
160K [15], the federated version of GOOGLE LANDMARKS
V2 [50], which we will refer to as GLDV2 for short. To fur-
ther prove the wide applicability of our method, we addi-
tionally test it on SHAKESPEARE [3] for the next character
prediction task. The ↵ value in Table 1 refers to the pa-
rameter of the latent Dirichlet’s distribution applied to the
labels, as proposed by [14]. A smaller value of ↵ identi-
fies a more skewed setting, with ↵ = 0 being its extreme
scenario in which each client only sees one class. CI-
FAR100/PAM leverages the Pachinko Allocation Method
[29] instead. More details can be found in [38]. FEMNIST
is split according to the writer’s information, while clients in
SHAKESPEARE correspond to characters in Shakespearean
plays and each user is the author of the picture in GLDV2.
Images are pre-processed using standard data augmentation
techniques, e.g. random crop, horizontal flip.



4.1.2 Models

We use a ResNet20 [11] on all the distributions of the CI-
FAR datasets, substituting Batch Normalization with Group
Normalization layers, as suggested by [13]. For FEMNIST
and SHAKESPEARE we use the architectures proposed in
FedJAX, a 2-layer Convolutional Neural Network and an
LSTM [12] network respectively, following [34, 3]. As
done in [15, 2], we train MobileNetV2 [42] pre-trained on
ImageNet [5] for GLDV2, replacing Batch Normalization
layers with Group Normalization ones.

4.1.3 Training details

In all cases, on the server side, we use the standard FedAvg
with ⌘s = 1 unless otherwise specified and momentum
0, and clients locally train with SGD. Experiments on the
Dirichlet’s CIFAR datasets are run for 10k rounds, selecting
10 clients at each round, i.e. with 10% participation rate. On
the client side, we select learning rate 0.1 from {0.1, 0.01},
momentum 0 from {0, 0.9}, weight decay 0 unless other-
wise specified, batch size 100 among {32, 64, 100, 128},
and train for 1 local epoch chosen from {1, 2, 4}. For CI-
FAR100/PAM we train for 10k rounds with 20% participa-
tion rate, using learning rate 0.05, weight decay 4e-4, batch
size 20, server-side momentum 0.9 from [2]. For FEMNIST
we use client learning rate 0.1 from {0.1, 0.01, 0.001}, mo-
mentum 0 from {0, 0.9}, weight decay 0, batch size 10 from
{10, 20, 32}. We train for 1, 500 rounds with 10 clients per
round (⇡ 0.3% participation rate), performing 1 local epoch
each. For GLDV2, we follow the setup of [2] except for the
batch size equal to 50 and train the model for 3k rounds
with 10 clients selected at the time. In SHAKESPEARE, lo-
cal learning rate is 1, momentum 0, weight decay 0, batch
size 4, 1 epoch from [19]. Training is spanned over 1, 500
rounds with 10 clients per round (⇡ 1.4% participation
rate). The WIMA parameter W is set to 100 for all set-
tings except for GLDV2, where W = 370 (see Sec. 4.3
for additional analyses). For all datasets, the reported final
results are averaged over the last 100 rounds for increased
robustness [2].

4.1.4 SOTA algorithms details

We provide here details on the tuning intervals for the state-
of-the-art (SOTA) algorithms used for comparison. We
apply WIMA on top of methods proposed for address-
ing statistical heterogeneity in FL. Looking at momentum-
based approaches, we select FedAvgM [14] (server-side
momentum � = 0.9, ⌘s 2 {0.1, 1}), MIME SGD
(⌘s 2 {0.1, 1}) and SGDm [19], i.e. with momentum 0.9,
MIMELite SGDm [19] (⌘s 2 {0.1, 1}, momentum 0.9),
FedCM [51] (↵CM 2 {0.05, 0.1, 0.5}) and FedACG [21]
(�ACG 2 {0.01, 0.001}, �ACG 2 {0.8, 0.85, 0.9}). We ad-
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Figure 1: Accuracy trends of different SOTA algorithms
on CIFAR100 ↵ = 0 across rounds, with and without
WIMA (dashed lines). The application of WIMA results
in smoother and more stable trends, leading to enhanced ro-
bustness and improved performance. Best seen in colors.

ditionally test SCAFFOLD [20], FedProx [28] (µPROX 2
{0.1, 0.01, 0.001}), FedDyn [1] (↵DYN 2 {0.01, 0.001})
and AdaBest [48] (µADABEST 2 {0.01, 0.02}, �ADABEST 2
{0.5, 0.6, 0.7, 0.8, 0.9, 0.95}) to reduce the client drift.
Lastly, we compare WIMA with SWA applied from 75%
of training onwards, for which we use c 2 {10, 20} and
second learning rate equal to ⌘ · 10�2, following [2].

4.2. Results
Reducing noise and increasing stability with WIMA.
Thanks to the window-based average of global models,
WIMA mitigates the negative impact of statistical hetero-
geneity inherent in cross-device federated settings. As
shown in Fig. 1, WIMA effectively smooths the learning
trends, resulting in enhanced robustness and reduced in-
stability. Notably, these benefits are observed across all
performance levels, with improvements evident in low-
performing approaches (e.g., MIME in Fig. 1) as well as
the best-performing ones (e.g., SCAFFOLD).

The effective combination of WIMA with SOTA. Ta-
ble 2 presents the results achieved by combining WIMA
with SOTA federated algorithms designed to handle sta-
tistical heterogeneity. Looking at standalone algorithms
(i.e., w/o WIMA), SCAFFOLD achieves the best perfor-
mances overall. FedDyn is not able to converge in the
most heterogeneous settings, as already shown by [48, 2].
Notably, WIMA enables each method to achieve better fi-
nal accuracy, showcasing substantial improvements com-
pared to the algorithm without WIMA. The most signif-
icant gains are observed on the more challenging CIFAR
datasets. In particular, WIMA proves especially beneficial
for the worst-performing methods, increasing the final ac-



Table 2: WIMA combined with state-of-the-art FL algorithms. For each configuration, the first column reports the accuracy
(%) reached by each standalone method; in the second column, the performance achieved when adding WIMA. Between
brackets the improvements introduced by WIMA, underlined the best ones in each dataset. For simplicity, we only report
gains in improvements � 1.5. Best overall accuracy in bold.

Algorithm
CIFAR10 CIFAR100 FEMNIST SHAKESPEARE

↵ = 0 ↵ = 0.05 ↵ = 0 ↵ = 0.5 PAM
w/ WIMA w/ WIMA w/ WIMA w/ WIMA w/ WIMA w/ WIMA w/ WIMA

FedAvg 64.37 69.95 (" 5.3) 68.50 72.69 (" 4.2) 23.00 27.91 (" 4.9) 31.21 34.45(" 3.2) 47.41 48.53 83.59 85.06 (" 1.5) 56.86 57.74
FedAvgM 73.32 75.72 (" 2.4) 73.10 75.30 (" 2.2) 24.27 28.77 (" 4.5) 31.78 33.97 (" 2.2) 55.96 61.63 (" 5.7) 85.00 85.26 56.91 57.57
MIME SGD 74.92 80.65 (" 5.7) 78.82 82.81 (" 4.0) 17.55 29.05 (" 11.5) 27.30 40.37 (" 13.1) 54.33 57.44 (" 3.1) 85.37 86.40 56.06 57.43
MIME SGDm 74.58 76.20 (" 1.6) 78.39 80.38 (" 2.0) 25.78 30.11 (" 4.3) 38.42 43.08 (" 4.7) 54.62 57.28 (" 2.7) 86.67 87.40 54.00 54.68
MIMELite 64.42 67.78 (" 3.4) 68.27 71.21 (" 2.9) 20.00 24.69 (" 4.7) 35.56 39.15 (" 3.6) 53.97 60.34 (" 6.4) 86.82 87.51 52.45 53.01
FedCM 78.83 81.73 (" 2.9) 73.94 80.28 (" 6.3) 19.62 25.29 (" 5.7) 36.12 40.10 (" 4.0) 53.16 54.12 83.88 84.90 38.90 39.29
FedACG 55.27 60.09 (" 4.8) 63.20 66.35 (" 3.2) 20.09 23.55 (" 3.5) 29.74 32.46 (" 2.7) 58.88 61.38 (" 2.5) 85.73 86.14 56.79 58.03
FedProx 64.25 69.90 (" 6.7) 67.82 71.90 (" 4.1) 22.59 27.58 (" 5.0) 30.70 33.68 (" 3.0) 55.91 62.25 (" 6.3) 84.50 85.21 55.92 56.71
SCAFFOLD 81.45 83.96 (" 2.5) 83.24 85.17 (" 1.9) 45.65 49.77 (" 4.1) 50.93 53.75 (" 2.8) 56.09 57.64 (" 1.6) 85.87 86.61 56.68 57.48
FedDyn N/A N/A N/A N/A 5.88 8.48 (" 2.6) 20.88 24.54 (" 3.7) 57.42 63.00 (" 5.6) N/A N/A 54.54 55.09
AdaBest 66.05 73.95 (" 7.9) 71.54 77.42 (" 5.9) 24.92 31.41 (" 6.5) 37.45 43.81 (" 6.4) 54.98 57.57 (" 2.6) 84.95 86.02 56.60 58.12 (" 1.5)
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Figure 2: Accuracy trends of WIMA and SWA starting
at different rounds on CIFAR100 with ↵ = 0, using Fe-
dAvg as reference. WIMA has a stable trend from the be-
ginning, leading to final better performances, while SWA
suffers from early initialization. Best seen in colors.

curacy by over 11 points for MIME SGD on both ↵ values
in CIFAR100. On the other hand, using the aggregation
proposed by WIMA is effective even on the overall best-
performing SCAFFOLD, or on the less challenging FEM-
NIST and SHAKESPEARE datasets. Thus, all methods and
settings are positively affected by the increased robustness
and stability introduced by WIMA.

WIMA in large-scale classification. In Table 3, we in-
troduce the results obtained when using WIMA for large-
scale classification on GLDV2. Without redundancy and
loss of generality, we present the performance of WIMA
when integrated with both the standard FedAvg and the
best-performing SCAFFOLD. Even in this more complex
vision scenario, WIMA achieves large gains in accuracy.

Table 3: Large-scale experiments. Results in test accuracy
(%) on GLDV2. Best result in bold.

Algorithm w/o WIMA w/ WIMA
FedAvg 58.17 63.05
SCAFFOLD 62.32 68.30

WIMA vs SWA. Fig. 2 compares the accuracy trends of
WIMA and SWA starting at different rounds. We note that
SWA suffers from early initialization, leading to saturation
and worse performances than FedAvg, reaching a final ac-
curacy comparable to our method only if close to the last
rounds. Differently, thanks to the windowed view of the
global models across rounds, WIMA can be applied from
the beginning of training, and presents a constantly stable
and better trend than SWA.

WIMA allows less client participation. In Fig. 3, we ob-
serve that the enhanced generalization capability achieved
with WIMA allows narrowing the gap with runs involving
higher client participation rates. Specifically, we compare
FedAvg training with and without our method, using vary-
ing numbers of clients selected at each round on CIFAR10.
Experiments are run using batch size 20 to account for more
local iterations, highlighting the client drift. WIMA en-
ables the model with a 10% participation rate to attain a
final accuracy that is at least comparable to the run involv-
ing 1.5 times the number of devices with ↵ = 0 and twice
that number with ↵ = 0.05. When 20% of clients are in-
volved instead, WIMA reaches performances comparable
(↵ = 0) or better (↵ = 0.05) than FedAvg involving half
the devices (50% rate). This result holds significant impor-
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Figure 3: WIMA performances compared with varying
client participation rates at each round on CIFAR10 using
FedAvg. a) WIMA achieves higher accuracy with 10% par-
ticipation compared to FedAvg with 1.5 times the number
of devices per round. WIMA with 20 clients perform sim-
ilarly to FedAvg with half the clients. b) WIMA with 10%
rate performs almost on par with FedAvg w/o WIMA se-
lecting 50% of the devices.

tance in cross-device settings, where devices are often un-
available due to factors such as limited battery life, network
connectivity issues, and communication overload [18]. The
ability to achieve improved results with fewer clients in-
volved aligns favorably with real-life requirements, making
it a valuable contribution.

4.3. Ablation study

Studying the window size. The dimension W of the win-
dow used by WIMA plays a crucial role in achieving a
trade-off between retaining useful historical information
and avoiding excessively old data. In Table 4 we compare
the accuracy reached with varying values of W on the het-
erogeneous CIFARs. Smaller W values lead to lower perfor-
mance as the WIMA model fails to capture sufficient infor-
mation from the underlying distribution, while excessively
large W values slow down training by relying on outdated
updates. The optimal results are obtained with W = 100 in
both cases.

Table 4: WIMA accuracy (%) with varying W on the CI-
FAR datasets with ↵ = 0. Best results in bold.

Window size W
WIMA Accuracy (%)

CIFAR10 CIFAR100
5 67.25 22.71
10 69.12 25.70
50 69.79 22.75
100 69.94 27.91
200 68.74 27.72

WIMA outputs better features. We now wonder where
WIMA helps the model the most. In particular, with the
goal of understanding which part of the architecture our
method affects the most, we evaluate its performances when
acting only on the feature extractor, or the classifier, i.e. the
last linear layer of the model. To allow for more client-side
finetuning, we use a batch size of 20. The analyses reported
in Table 5 demonstrate that WIMA is mainly acting on the
feature extractor. Thanks to the more robust and less biased
output features, the classifier is consequently able to give
more accurate predictions.

Table 5: Accuracy (%) reached when applying WIMA only
on the classifier (clf ), the feature extractor (feat. extr.) or all
the model parameters (all) as reference.

Dataset ↵ WIMA clf WIMA feat. extr. WIMA all

CIFAR10 0 47.76 59.03 59.53
0.05 71.01 76.72 78.87

CIFAR100 0 25.13 27.10 27.91
0.5 36.12 36.29 37.88

5. Conclusions

In this work, we proposed Window-based Model Averag-
ing (WIMA) to address the negative impacts of statistical
heterogeneity in federated learning scenarios. In particular,
our goal is to reduce the noise and instability proper of
learning trends of models trained in non-i.i.d. federated
settings. To addresses these issues, WIMA averages the
last W global models built using any server-side optimizer
at each round. Thanks to the windowed view of the rounds,
we keep sufficient history to stabilize the model without
hindering the training process. WIMA can be easily com-
bined with most of the existing state-of-the-art algorithms,
significantly improving the performance of each method
and leading to smoother and more stable trends. We showed
that WIMA mainly affects the backbone of the network,
producing better output features and consequently enabling
the classifier in giving more accurate predictions. Lastly,
WIMA helps narrowing the gap with runs using higher
client participation rates, a favorable result for realistic
federated settings.
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