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Abstract

Constrained optimization provides a common framework for dealing with con-
flicting objectives in reinforcement learning (RL). In most of these settings, the
objectives (and constraints) are expressed though the expected accumulated reward.
However, this formulation neglects risky or even possibly catastrophic events at
the tails of the reward distribution, and is often insufficient for high-stakes appli-
cations in which the risk involved in outliers is critical. In this work, we propose
a framework for risk-aware constrained RL, which exhibits per-stage robustness
properties jointly in reward values and time using optimized certainty equivalents
(OCEs). Our framework ensures an exact equivalent to the original constrained
problem within a parameterized strong Lagrangian duality framework under ap-
propriate constraint qualifications, and yields a simple algorithmic recipe which
can be wrapped around standard RL solvers, such as PPO. Lastly, we establish the
convergence of the proposed algorithm under common assumptions, and verify the
risk-aware properties of our approach through several numerical experiments.

1 Introduction

Autonomous agents are often used in settings where they must handle several conflicting requirements
while maximizing a main objective, such as navigating a maze without hitting any walls. These
conflicting requirements are often modeled with constrained reinforcement learning (RL) (see Sutton
and Barto [42]) and are either solved as a multi-objective problem with conflicting requirements
controlled by weights, chosen manually or through hyperparameter tuning (e.g., see Borkar [10],
Achiam et al. [2], Mannor and Shimkin [28], Tessler et al. [45], Mania et al. [27]), or by using
primal-dual methods which optimize over the weights [45, 5]. Others have approached constrained
RL through reward-free techniques, e.g., [30], or strategic exploration [54]. The work of Paternain
et al. [33] has given theoretical support to primal-dual approaches by proving that, despite their
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inherent nonconvexity, constrained RL models exhibit zero duality gap under mild assumptions.
However, in the standard (risk-neutral) setting (including that of Paternain et al. [33]), the objectives
and constraints are often formulated as expected values of a (discounted) sum of rewards. Nonetheless,
in many practical scenarios, especially in the context of safety [24] and other high-stakes applications,
the standard expectation may not be strict enough to describe the desired behavior. For example,
instead of maximizing the on-average return (e.g., of an investment), one may want to learn policies
that mitigate risk (e.g., of losing money).

Stochastic Optimization with Risk Measures Risk measures are often used to quantify this risk in
problems with uncertain (random) outcomes (see, e.g., Shapiro et al. [41]). More broadly, stochastic
optimization with risk measures in the objectives and/or constraints has been studied in the online
setting [26], bandits [11, 37, 44], statistical learning [3, 15, 32, 48], non-convex resource allocation
problems [21], and others [20, 55]. These methods and analyses are not readily applicable in our
setting either due to non-convexity/concavity in the objective and constraints or due to the fact that
the risk envelope for our problem has dependence on the policy 7.

Risk-Averse/Risk-Aware RL.  In reinforcement learning specifically, there is a deep literature on
risk-averse methods [31, 53, 13, 14, 29, 35, 49, 51, 50] with many applications in the area of robust
control [52, 23]. While the most conservative approach consists of learning policies robust to worst-
case scenarios [1, 18], we often prefer to take into account a set of events with significant probability.
To do this, Huang et al. [17], Tamar et al. [43] consider the policy gradient method under coherent risk
measures, where the risk measure replaces the expectation over the discounted sum of rewards. The
work of Chow et al. [12] handles similar CVaR risk objectives with CVaR risk constraints by utilizing
Lagrangian relaxation. Xu et al. [S1], Wang et al. [50] study risk-sensitive RL with OCEs. Recently,
Bonetti et al. [7] propose an alternative risk-aware framework for (unconstrained) reinforcement
learning which places the risk measure in the occupancy measure to derive what the authors call the
reward-based conditional value at risk (RCVaR) and mean-mean absolute deviation (Mean-RMAD),
in contrast to the standard return-based formulations (like that of [12, 17, 43]).

Contributions This work approaches risk-aware constrained RL through employing reward-based
risk measures in both the objective and the constraints. Our contributions are as follows:

* We extend the setting of Bonetti et al. [7] and, to the best of our knowledge, our work is the
first to handle reward-based constraints, covering a large class of risk measures (OCEs);

* We establish a parameterized strong duality relation resulting in a computationally tractable
partial Lagrangian relaxation (which is exact under certain constraint qualifications);

* We propose an online algorithm which is modular, offering the user flexibility in model-
ing (allowing for a mix of risk-neutral or risk-averse objectives and/or constraints) and
implementation (enabling the use of existing RL algorithms as a black-box). By rigorously
reducing the underlying problem to a certain instance of stochastic minimax optimization,
we then establish convergence under common assumptions.

* We demonstrate practical usefulness of our approach in extensive numerical experiments on
standard benchmarks, showcasing its effectiveness in reducing risk constraint violations and
improving stochastic stability through explicit risk management.?

The setting of Bonetti et al. [7] is closely related to this work but is restricted to the unconstrained
case, while our setting handles reward-based risk constraints as well. Our algorithm differs from the
methodology of [7], which is based on a block-coordinate descent scheme, the analysis of which does
not readily extend to the type of optimization problems arising in the constrained setting. Further,
[7] requires exact policy solvers but we work with inexact ones (cf. Assumption 3.6). Compared to
other risk-averse constrained RL methods, our partial Lagrangian relaxation is exact under a certain
constraint qualification, whereas no meaningful (let alone exact) relation between the original primal
problem and the employed Lagrangian relaxation has been shown in other works (e.g., [12]).

2 Background

Notation Given m € N, we let [m] := {1,...,m}. Given z € R, we write () = max{z,0}.
We denote by P(S) the space of probability distributions over S, equipped with its Borel o-algebra.

*We provide the code at https://github.com/baturaysaglam/risk-averse- constrained-RL.
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2.1 Risk Measures

In the context of stochastic optimization, is it well-known that expectations are unable to capture
“risky" events (related to statistical variability, dispersion, or fat-tail behavior of the randomness).
Risk-averse optimization aims to minimize the risk associated with such events, which is captured by
certain functionals known as risk measures. For an extended discussion on risk-averse optimization,
we refer the reader to Shapiro et al. [41, Chapter 6].

Optimized Certainty Equivalents (OCEs) Among different classes of risk measures, in this work
we are interested in those which are in infimal convolution form, i.e., p(Z) = inf {t + E [¢(Z — t)]},
assuming that Z represents losses. A notable example is the so-called Conditional Value-at-Risk at

level 3 (denoted by CVaR”(Z)), which is retrieved by setting g(-) = %(-)Jr, for some 8 € (0, 1).

If Z represents rewards (as often in RL), we consider risk measures in the supremal convolution form,
ie., p(Z) = sup,{t + E[g(Z — t)]}. For example, we can consider the reflected —CVaR”(—Z2)
(for reward maximization) by setting g(u) = — % (—u) 4. In this notation, g is called a utility function.
Under certain conditions on the utility (e.g., satisfied by g(u) = —(—u)), these risk measures are
known as optimized certainty equivalents (OCEs) (see Ben-Tal and Teboulle [4, Definition 2.2],
where the reader can find many practical examples and properties). The class of OCEs is very rich
(including many risk measures of practical value) and satisfies several important properties.

2.2 Risk-Neutral RL

Let 7 € NU {0} denote the time instant and let S C R™ and A C R¢ be compact sets describing
the possible states and actions of an agent. Reinforcement learning is often modeled as a Markovian
dynamical system where given a state and action pair at time 7, say (s, a ), the next state distribution
only depends on the current state-action pair (and is independent of (s« ., a~,)). The agent chooses
actions at each time instant using a policy m € P(S), and the action taken by the agent results in
rewards defined by the uniformly bounded function r : & x A — R. We next describe the standard
RL objective, that is, to maximize the (discounted, infinite) expected sum of rewards.

Problem (Primal RL Formulation).

V*:= sup {V(TI’) =E lz ’YTT(S:,Q:)] }, )]
7=0

TeP(S)

where (s7,aT) denotes the state-action vector evolving under policy 7. It is well-known that the
above can be reformulated in terms of the (discounted) occupancy (or occupation) measure of a
policy, defined as the discounted mixture dv™ (-, @) = (1 — ) >_>2 ;" dpZ(-, ®), where pZ denotes
the Borel probability measure induced by vector (s7,aT). Let R denote the convex and weakly
compact set of all occupation measures [8] induced by the policies 7 € P(S). We can then rewrite
the RL problem as follows.

Problem (Convex Analytic Dual Form?).

V* = sup {V(V”) = — E,- [T(s,a)]}. 2)

VTER

It is known that the occupation measure v is in a one-to-one relationship with a policy 7, i.e., if two
policies have the same occupation measure, they must be the same (Sutton and Barto [42]).

2.3 Risk-Averse RL Formulations

There are several different frameworks for modeling “risk-awareness” and “safety” in RL. Existing
works which explore risk-averse RL formulations have often taken the approach of replacing the

3This notion of casting dynamic optimization problems into abstract “static” optimization problems over a
closed convex set of measures (as above) is referred to as the convex analytic approach by Borkar [9]. Thus, we
will refer to these equivalent problems (1) and (2) as the “primal” and “convex analytic dual” formulations (not
to be confused with duality in the Lagrangian sense) throughout.



Table 1: Comparison of the reward-based objective and the standard RL objective for general OCEs.

FORMULATION RISK-AVERSE (REWARD-BASED) RISK-NEUTRAL
PRIMAL sup E |:ny t+g(r(sy,ar) — t)):| sup]E |:Z’y r sT,aT):|
=0
1 1
DUAL sup 7Eyw [t+ g(r(s,a) —t)] sup ——E,~[r(s, a)]
vt 1-— vT 1-— vy

expectations in the “primal” formulation (1) with risk measures, such as in the studies of Huang et al.
[17], Tamar et al. [43], Chow et al. [12], among others:

sup —p [— > Ar(sT,af )1 : 3)
7=0

TEP(S)

Alternatively, one could generalize the tower property of expectations and iteratively evaluate a risk
measure at each decision stage (e.g., see Ruszczynski [36]). A less common formulation —of interest
herein— applies a risk measure on the occupancy measure, rather than the original probability space,
as in Bonetti et al. [7]:
1
R*= sup —— + —py= —r(s,a)), 4

y"elgz 1_7 Pv (s,a)( ( )) ( )
where p : £1(v™,R) — R is a finite-valued risk measure. This choice (4) enforces robustness over
both space and time, capturing per-stage risk in contrast to (3); for details see Appendix A.1.

OCE Formulation By utilizing the relationship between (1) and (2) for risk measures induced by
OCE:s with a utility g, given that the reward is bounded, we obtain*

1_,ysuﬂpsupIE,ﬂr [t +g(r(s,a) —t)] <= SUPSUPE Z’Y (t+g(r(s7,a7) —t))
v 4 7=0

This relationship is summarized in Table 1. As one can see, the risk-averse problem involves a
maximization over an additional variable ¢ which depends on 7 (in this sequence). Importantly,
given a fixed ¢, maximization over 7 resembles a problem of the form of (1) with a modified reward
function. Thus one can take advantage of several existing algorithms which solve (1). This has been
explored in the unconstrained setting of Bonetti et al. [7, Algorithm 2].

2.4 Constraints

Given the discussion in the previous section for risk-aware objectives, we can similarly describe con-
straints also of this form. It is common to address solving constrained problems through Lagrangian
relaxation, which is amenable to numerical optimization, but (generally) only offers an approximate
solution to the original constrained problem. We nonetheless show that the (partial) Lagrangian
relaxation employed in this paper is exact under certain constraint qualifications.

Here, we highlight that Bonetti et al. [7] do not consider the constrained RL setting (which requires
a dedicated analysis of the relation between the Lagrangian relaxation and the original constrained
problem), while others using return-based risk objectives and constraints in the convex analytic
“primal” space (e.g., Chow et al. [12]) are not able to show any meaningful relation between the
primal problem and their employed Lagrangian relaxation.

3 Main Results (Risk Constrained Learning)

The framework we propose has favorable robustness properties, better capturing per-stage risk (see
Appendix A.1) for applications which are also time-sensitive. Now, we: (1) show that this formulation

*Going forward, the expectation or risk without subscripts is taken over the initial state and sample path
distribution induced by the state transitions of the system and the policy 7.



allows us to solve the original constrained problem through a partial Lagrangian relaxation which
is practically implementable and (2) reduce the problem to an instance of stochastic minimax
optimization which lends itself to non-asymptotic convergence analysis.

3.1 Problem Description and Equivalent Reformulations

To avoid generalities and to facilitate exposition, hereafter we exclusively consider the CVaR”.
However, all results presented hold for general OCEs. We also use the same [ for all constraints and
the objective, but these need not be the same. We first write a constrained version of the problem (4):

1 1
sup —— - —CVaR., (—ro(s,a)) st. —— - —CVaR’. (=ri(s,a)) > ¢;, Vi€ [m], (5)
vreR L = 1- Y

or, equivalently, as:

sup sup E YT (ro(sT,al,to))| st supE AT (ri(sT al )| > e, Vi€ [m],
A R P |y Z

(6)
where 7}(s,a,t) =t — %(t —ri(s,a))+, and r; :+ S x A — R are the reward functions for

i € {0} U [m]. Note that 7, is written specifically for the CVaR” here, but for general OCEs we
simply replace —%(— -)+ with g(-). Recall that, by standard convention, r; is bounded for all i.

Remark 3.1. Consider any OCE, and assume that r; are bounded for all ¢ € {0} U [m]. Then, by
Ben-Tal and Teboulle [4, Proposition 2.1], we have that

supE l27 -‘r-ng 7-7 T)_t))‘| _SupE[27 t+g(rl( Srs T)_t))‘|

teR teT; =0

where 7; is a bounded interval containing the uniformly smallest and largest values of the reward
r;(8r,a.). Thus, we can (equivalently) cast problem (6), by restricting ¢t := [to,t1,...,tm] € T,
with 7 C R™*! some convex and compact set. This will be utilized throughout.

Lemma 3.2. Problem (6) is equivalent to

Z’y st al,to) ] stt. E

T7=0

sup E
71'673 S)

Zv ri(s7, a7, ))]>Civ Vie[m]. (7)

The proof is based on Chow et al. [12], and given in Appendix A.2. Although it may seem somewhat
redundant, (7) is a maximization problem jointly over the variables 7,¢, subject to functional

inequality constraints. Thus, the Lagrangian associated to (7) reads L(7,t, \) := E[E(ﬂ', t, \)], with

L(m,t,\): Z”y{ ST, a” o Z)\cz—i-z/\ ST, ar, ))} (8)

Then, the primal problem is P* = sup,. , infx> £(7,, \). Note that the above, for fixed ¢, A, is the
Lagrangian for a risk-neutral constrained problem (similar to those considered by Paternain et al.
[33]), parameterized by ¢, which controls risk-aversion (in harmony with the choice of (3).

3.2 Partial Lagrangian Relaxation

Next, we derive a partial Lagrangian relaxation for (7) (which is exact under a constraint qualification;
cf. Assumption 3.4). In turn, this allows us to cast the problem in a stochastic minimax optimization
framework and derive an effective online algorithm for its solutions (cf. Section 3.3).

Partial Maximization Problem Let us now consider problem (7) for fixed t € T, i.e.,

sup E Z,y 7-7 ‘rvtO ‘| st. E Z,y T T’aT7t))] 2> G, VZE[m] ©))

TeP(S) =0

This problem exhibits strong duality under usual conditions.



Proposition 3.3. Let r; be bounded functions for all i € {0} U [m]. Assume that Slater’s condition’
holds for (9). Then, (9) exhibits strong duality, and thus

sup ir;%/l(ﬂ,t,)\) = )igfosup L(m,t, ).

The proof of Proposition 3.3 is given in Appendix A.3.

Maximizing over ¢ From Remark 3.1, we know that t € 7 and 7T is a convex and compact set
(since we assume bounded rewards). Note that Proposition 3.3 holds for each fixed ¢ € T, assuming
Slater’s condition is satisfied at this point. To proceed, it suffices to introduce another constraint
qualification, as follows.

Assumption 3.4 (Constraint Qualification). Let t* be an argument which attains the maximum over
the variable ¢t = [to, 11, ..., ;] in (7). There is a (non-singleton) convex and compact set Z C 7,
with t* € Z, such that Slater’s condition holds for (9), for every ¢t € 7.

Under Assumption 3.4, we have that

supsup inf £(m,t,A) = sup inf sup L(7, ¢, A).
teZ = 220 tez 220«

Parametrized Policies and Almost-zero Duality Gap In order to solve the (inner) policy opti-
mization problem, we parametrize the policy by a vector § € © C RP, representing the coefficients
of, say, a neural network, assuming that © is a compact set (which is the case in practice). We have
shown that under Assumption 3.4, the proposed partial Lagrangian relaxation is exact. We argue that
this remains almost true (in the sense described below) even if we utilize parametrized policies. In
what follows, we assume that 7y is an e-universal parametrization of measures in P(S), according to
Paternain et al. [33, Definition 1].

Theorem 3.5 (Almost-zero Duality Gap). Let Assumption 3.4 hold, assume that 7y is e-universal for
measures in P(S), and that the policy-parametrized version of (7) is feasible. Then,

€
P*(t") .= supsup inf L(m,t,\) > sup inf sup L(mg,t,A) > P*(t*) - O .
() = supsup ut £(mt. ) > sup uf sup Ll t.3) = P() 0 ()

The proof is given in Appendix A.4. Theorem 3.5 states that solving the parameterized (partial) dual
problem incurs negligible cost (depending on the universal parametrization error € > 0) under mild
assumptions and our usual constraint qualification (see Assumption 3.4).

The Practical Parametrized Partial Dual Problem In practice, we do not have access to the set Z
(assuming that Assumption 3.4 is satisfied), and thus, we may heuristically search over all t € T,
noting that a reasonable initial guess can maximize our chances of landing in Z (and thus solving the
original constrained problem (7) (almost) exactly). Nonetheless, the proposed algorithmic framework
does not rely on Assumption 3.4. Indeed, in the absence of this, we recover a partial Lagrangian
relaxation which yields an approximate solution to problem (7). However, we highlight that, unlike
Lagrangian relaxations considered in the literature, our approach is exact under Assumption 3.4.

Additionally, from Proposition 3.3, we know that the optimal Lagrange multiplier is attained, assuming
that Slater’s condition holds for (7). Thus, there is an optimal Lagrange multiplier associated to (7)
within some sufficiently large convex and compact set A C R". In practice, the size of this set can be
adjusted dynamically, if necessary. Hence, in what follows, we restrict the minimization over A € A.
In light of the previous discussion, we focus on the following parametrized partial dual formulation:

Dj = sup inf sup L(mg,t, N). (10)
teT AEA
blackbox RL

A Wrapper for Blackbox Unconstrained RL Algorithms Notice that £L(mg,t, A) is a linear
combination of the expected discounted sum of adjusted reward functions which take the original
ri to ri(s,a,t;) = t; — %(tz —ri(s,a))4 fori = 0,1,...,m. Thus, the innermost problem in

>Slater’s condition requires that there exists a strictly feasible policy.



Algorithm 1 Reward-Based SGDA with Risk Constraints

1: Input: Bounded reward functions r; : S x A — R, discount factor v € (0, 1), step sizes
N, M > 0, batch size n.
2: Initialize: ¢(©, \(©)

3: for each iteration j = 1,2,...,J do
4: Call the inexact oracle to obtain 7y, satisfying Assumption 3.6.
5 Collect a batch of trajectories {x }}_ using mg(;) and compute sample (sub)gradients:

VAL (7o, tD N0 VLo, D), A,
6: Update dual (\) and auxiliary (¢) variables:

AGHD 1y (AD = 3T L{m, 19, A9)),

tU+1) I (t(j) + T]tﬁtz(ﬂgu)vt(j)» )\(j)))~

7: end for
8: Return: my(;~), where we sample j* ~ Unif([.J]).

(10) reduces to an unconstrained RL problem with a linear combination of terms defined by reward
functions r;, given A and ¢. Hence, we have a practical algorithm for solving (10) which, if solved
exactly for a starting point ¢ € Z, is arbitrarily close to the true primal solution P* of (6), under
Assumption 3.4. In practice, this problem is non-convex so we may only hope to find a locally
optimal solution. Convergence to such a solution is established next.

3.3 Algorithm and Analysis

Next, we present the algorithmic procedure for solving problem (10), in Algorithm 1. Consider a
policy oracle that precisely solves the problem supycg £(7g, ¢, A), such that for every (¢, A) € T x A,
it returns a policy 7y« (;, x) € arg maxgpee L(mg,t, A). Using such an oracle, problem (10) reads

Dy = sup 1nf L(mg=t,x),t,A) = — inf sup f(t,\). (11)
teT AEA \—/_/ teT AEA
)

Having access to a solver which returns g« (s, ) exactly is difficult. Instead, we assume the availability
of an inexact oracle, as defined next. We justify the generality of this assumption in Appendix A.5 to
save space in the main body.

Assumption 3.6 (Local Solutions). Forany (¢, A\) € T x A, let 6*(¢, ) be a maximum of L(mg,t, A)
and 67 (t A) be returned by a generic RL algorithm. Then, there exists a d > 0 such that v(t, )\)
T x A Vt A[,(Tf'gt t A)ﬂf )\) Vt )\,C(ﬂ'g* t )\)7t )\) + b(0* 91- t )\) with ||b(0* 91- t )\)” < d.

In what follows, we show that (10) can be reduced to a stochastic minimax optimization problem
satisfying appropriate assumptions, and thus we can obtain a non-asymptotic convergence rate for
Algorithm 1. For notational convenience, we define the function ®(¢) := sup, ¢ f(t, A). First, we
show that f is Lipschitz with respect to t € R™*! uniformly over A € A.

Lemma 3.7. There exists a constant C' > 0 such that
|sup7r £(7T, t1, )‘) — Sup, ‘C(7T7 t2, )‘)| < CHtl - t2||2
for all pairs ty,t; € R™T and X € A.

We prove Lemma 3.7 (which readily applies to parametrized policies as well) in Appendix A.6.
Following Lin et al. [25], we analyze our method under the assumption of Lipschitz smoothness of
the function L£(7g«(s,1), ¢, A), for 0%(t, \) € argmaxgece L(mo,t, \), which we state below.

Assumption 3.8 (Lipschitz Smoothness). The function f(t,\) = —L(mgp«(1,),t, A) is £-smooth
over T x A, where 0* (¢, \) € arg maxgeo L(mg, t, ) is an arbitrary selection.

Remark 3.9. We note that Assumption 3.8 is not particularly restrictive in our setting, and it holds
under several general conditions, as outlined in Appendix A.7. Nonetheless, if not satisfied, we can
still enforce this assumption by making a slight algorithmic adjustment involving the appropriate
addition of small uniform noise. For a comprehensive discussion we again refer the reader to
Appendix A.7, where we also present an explicit formula for computing the (exact) sample gradients.



As appears in prior work [25], we make the standard (and, in our case, mild) assumption that the
exact stochastic (sub)gradient oracles are unbiased and have at most o2 variance.

Assumption 3.10 ((Sub)gradient oracles). For all (t,A\) € T x A, we assume that

E[V L(7* (£, 0), 6, 0) + V)] =0, E[|[VoaL(m* (M), 6, \) + VO 1)]3] < o

Given the imposed assumptions, we now present the convergence guarantees of Algorithm 1. In
the context of nonsmooth weakly convex optimization, the Moreau envelope serves as a measure of
closeness to stationarity. With this in mind, we introduce the definition of an e-stationary point.
Definition 3.11 (e-stationary point). A point x is e-stationary if |V ®q /50(z)|| < €, where, given
some & > 0, we define the Moreau envelope as ®5(x) := inf,cgm+1 {®(w) + 35w — z||*} .

When € = 0, a stationary point of the Moreau envelope ®(-) is also stationary for ®(-). For ¢ > 0,
one can argue that an e-stationary point for ®, /9, is close to an e-stationary point of ®(-), as long as
®(+) is f-weakly convex (noting that, under our assumptions, ®(-) is {-weakly convex). We proceed
with a bound on the iteration complexity of Algorithm 1.

Theorem 3.12. Let the step-sizes 0, and n) in Algorithm 1 be small enough as in Eq. (30) and (29),
respectively, and batch size n = 1. Define the quantities Ag ‘= @1/2¢(t(0)) —ming ®y/90(t) and
Ag = O () — F(NO O, If Assumptions 3.6, 3.8 and 3.10 hold, the iteration complexity for
recovering an O(+/€2 + 6¢(diam(T ) + diam(A)))-stationary point (Definition 3.11) is of order

o ((@3(02 + 02 + 62)(diam(A))? - Ag | P(diam(A))? &) - {17 o2 + 82 }) |

€6 et €2

Note that this result says we only need single trajectories (n = 1). Thus our algorithm can be
run online. The proof, which is detailed in Appendix A.8, extends the developments of [25], by
incorporating biased (sub)gradient samples, occurring due to the use of inexact oracles. If § = O(€2),
then we recover an e-stationary point and the complexity of [25].

4 Experiments

We conduct experiments on locomotion tasks from the Safety-Gymnasium benchmark [19].

4.1 Setup

We consider two constraints in the environment: safe navigation and safe velocity. The first involves
simple problems with low-dimensional state and action spaces, where the agent must navigate under
rules (e.g., along a path or without hitting obstacles). The second is more challenging, involving
standard high-dimensional control tasks based on MuJoCo-v4 agents [46]. At each timestep, the
agent receives a cost of +1 if it violates a constraint and O otherwise. These violations do not
affect environment dynamics—they neither terminate episodes nor alter transitions. Importantly, our
experiments do not access this cost directly during training; instead, the agent manages risk by being
risk-aware in its velocities.

To simulate risk and uncertainty in an otherwise deterministic setting (where identical actions yield
identical outcomes), we inject zero-mean Gaussian noise with a standard deviation of 0.05 (5% of the
action range) into all agent actions during both training and evaluation. This adds stochasticity to the
agent’s actions and introduces risk.

Experimental Goals and Motivation Our objective is to evaluate whether the proposed risk-
sensitive method ensures stable convergence of the dual variable (\) and the auxiliary variable (%),
while also inducing safe and meaningful behavioral changes to the agent. To emphasize conver-
gence, we train agents for extended durations (5—-18M steps) to provide a thorough proof-of-work.
Specifically, we aim to: (1) verify that ¢ converges to the empirical CVaR” of the post-training
constraint violation distribution (e.g., safe velocity violations), (2) confirm that A stabilizes to enforce
the constraint, and (3) assess whether the policy maximizes reward while maintaining safe velocities.



Table 2: Cumulative episodic evaluation costs and rewards of the converged agents, computed as the
mean of the last 10 episodes. The PPO baseline is unconstrained and risk-neutral. We use the simplest
Safety-Gymnasium agent, Point at level 1 difficulty, to avoid additional challenges and isolate the
effects of the constraints.

Cost | Reward 1
Environment  # Training Steps  PPO  Ours PPO  Ours
Button SM 150.76 0.0 2429 258
Circle SM 206.74 0.0 60.18 39.19
Goal 10M 4509 0.0 21.89 13.56
Push 5M 3848 00 093 242

Optimization with CVaR Constraints Let v : S x A — R denote the constraint-quantifying
function (e.g., velocity). We formulate the following constrained optimization problem:

> ATr(srym(sr))
7=0

where c is a user-defined threshold and 3 is the CVaR parameter. Our framework is general and allows
risk-neutral objectives to be combined with risk-aware constraints. To solve this, we transform the
reward at each timestep using the CVaR-based Lagrangian (see Appendix B.3.1 for the derivation):

rlor(or) 40 (e 1= (0 o(srim(sr), ).

In safe navigation, the constraint variable reduces to v(s,a) € {0,1}, since navigation is not
quantifiable in the same way as velocity. This makes the optimization problem more difficult, as the
penalty term (the A multiplier) becomes sparse.

sup E st. CVaRZ. (uv(s,a)) < ¢,

TeP(S)

Proximal Policy Optimization (PPO) [39] is used as a black-box solver to optimize the policy 7,
implementing line 4 of Algorithm 1. The dual variable A and auxiliary ¢ are updated via stochastic
gradient steps following the rest of Algorithm 1. For further experimental details, see Appendix B.

4.2 Results

Results are shown in Table 2 for safe navigation and in Figure 1 for safe velocity.

Constraint Handling The performance in the navigation tasks shows us that our method can
strictly prevent any constraint violations, whether quantified continuously or not. In fact, it is the
only method achieving strictly zero violations compared to other PPO-based constraint learning
algorithms (see Table 5 in [19]). In some cases, constraint satisfaction also leads to higher rewards
than the unconstrained vanilla agent (e.g., in the Push environment). This shows that constraints are
not arbitrary but can guide the agent toward optimal task behavior.

Risk-Management On the other hand, the velocity tasks provide insights into the risk management
capabilities. With properly tuned step sizes, the dual and CVaR variables stabilize and oscillate
around consistent values. The post-training evaluations (the last column in Figure 1) extract the
distribution of the trained agent’s velocity over several evaluation episodes. We observe that the
converged t-value matches the S-upper quantile of the velocity distribution. This is what the CVaR
aims to do: it captures the expected cost in the worst 3 fraction of outcomes.

Further, the evaluation reward becomes increasingly stable as training progresses despite the uncer-
tainty in the evaluation environment. Considering the number of data points in the curves—1000
per 1M steps (e.g., about 14,000 points in Hopper)—the robustness of our method in managing risk
is evident. This is also confirmed in post-training simulations: the agent moves forward cautiously
compared to the unconstrained (risk-neutral) PPO agent, demonstrating that the learned policy adheres
to the task while remaining interpretable from the perspective of the constraint.

We recognize the extended training duration and the need to tune the step sizes of A and ¢. Nonetheless,
once these variables converge, the algorithm is effective not only in toy tasks but also in realistic
control settings, making patience during training an important practical consideration.
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Figure 1: Learning curves of the agent trained to convergence. We report episodic evaluation rewards,
the progression of optimization variables ¢ and A, and the velocity distribution of the trained agent
evaluated over 100 post-training episodes without further learning. Curves are not smoothed.

5 Conclusion

We introduce a training framework for solving constrained reinforcement learning (RL) problems with
risk-awareness which has desirable properties. The problem exhibits a parameterized strong duality
under constraint qualifications, which lends itself to an algorithm that is theoretically-supported and
flexible to implement; the inner problem can be solved using any black-box RL algorithm, while the
other variables are updated using SGDA. The framework handles general OCEs beyond the CVaR,
and captures both risk-neutral (e.g., by setting 8 = 1 for the CVaR?) and risk-aware objectives and
constraints, or a combination of the two, with empirical evidence that, in the context of risk-aware
constrained RL, it effectively manages risk.

Limitations An open problem resulting from this work asks whether or not full strong duality
holds unconditionally. Also, while our framework is inherently risk-aware, it is more computationally
intensive compared to risk-neutral methods (as each update of A and ¢ variables requires solving for
an approximately optimal policy), as is also true for other risk-aware methods, e.g., [7, 12].
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A Supporting Details for Theoretical Results

A.1 Robustness in Value and Time

The so-called reward-based formulation in (4), as coined by Bisi et al. [6], Bonetti et al. [7], captures
per-stage risk, in contrast to the return-based approach (3), which captures aggregate discounted risk.
To see this, first note that the occupation measure can be reexpressed as

o}

dyﬂ:Z(l_ poﬂ— deT T T 7

=0

where T is a N U {0}-valued geometric random variable such that P(T = 7) =: pT'(7) := (1 —
)77, 7 € NU {0}, and pZ is now the conditional state-action distribution relative to 7". In other
words, ™ may be seen as the marginalization of the disintegration dp =7 (s, a)p” (1) relative to T,
the latter interpreted as a random time. One can show that

—CVaRffw(—r(s,a)) = —CVaRB(—r(s},a})),

where (s7.,aT) denotes the state-action vector under policy 7 and evaluated at random time 7.
Specifically for the case of CVaR (and similarly for other OCEs), it can be readily seen that for 5 = 1
we recover the objective of (1) which can be equivalently written as V (1) = (1 —~) " *E{r(s%., a%.)},
whereas if 8 | 0, we obtain

1[31% —CVaR?, (=r(s,a)) = inf essinf (s 4)pr 7(5,a),

which shows in particular that such reward-based RL formulations enforce joint aversion in reward
value and the time for which the reward takes each value. For instance, for sufficiently small 3, the
functional —CVaR”(—r(s7., aZ.)) will be more sensitive to very small rewards happening far in the
future (and with low probability (1 — v)~7), as compared with (1) and (3), which both consider
reward time averaging, heavily discounting future reward contributions.

A.2 Proof of Lemma 3.2

We will work with the convex analytic dual form for this proof, but replacing the occupancy measure
with the expected discount sum will give the same result.

Statement The problem

. 1
P* = sup sup E ~(5.q) |to — 5 (to — ro(s, a))+]
TER toER /B

_ 1 (12)
S.t.sup Epr(gay [t — 5 (ti — 74(s, a))Jr} > ¢ Vi=1,2,...,m
t;€R L B
and that of
[ 1
sup Eyx(s,a) [to — = (to — 70(s, a))+]
TERtoERt; ER L /8
C (13)
s.t. Eyr(s,a) |ti — B(tz ri(s a))+} > ¢ Vi=1,2,...,m

are equivalent.

Proof. We need to prove that it is valid to move the supremum over each ¢; to the objective. The
proof follows that of Chow et al. [12].

* (Case (6) < (7).) Let ! be a feasible policy for the problem (6). Then define

1

B(ti—ﬁ(&@))+ > ¢, Vi=1,2,...,m,
so that (71, t}) is feasible for (6). Then this tuple (71, ¢}) is clearly also feasible for (7).

=

; = argmax[E

t;€R

ti —

vl (s,a)

15



* (Case (7) < (6).) On the other hand, for any 7, we clearly have that

—CVaR?. [~ Z] = supE,~ [t - %(t - 2)4 > By {?— 1(?— Z)+] ,
¢ e

for any t. So, if the quantity on the RHS of the inequality is lower bounded by ¢; (that is,
feasible for (7)), then the LHS is clearly also lower bounded by c¢; (thus, feasible for (6)).

O

A.3 Proof of Proposition 3.3

Statement Let r; be bounded functions for all ¢ € {0} U [m]. Assume that Slater’s condition holds
for (9). Then, (9) exhibits strong duality, and thus

inf t,\) = inf t, ).
sup goﬁ(m i) inf sup L(m,t, )
Proof. Paternain et al. [33, Theorem 1] proved strong duality holds for problems of the form

sup E lz ’y'rro(sf,af)] st. E lz 'y'rm(s:,af)] > ¢, Vi€ [m], (14)

TeP(S) 7=0 7=0

which involve the expectation of the discounted sums of some bounded reward functions r;, for
i € {0} U [m]. Thus, the problem (9) is exactly in the form of Paternain et al. [33], with the reward
functions (s, a,t;) = t; — %(tz —ri(s,a))4, fori € {0} U [m]. Since the original r; are bounded
and t; are fixed, we have that ] are bounded and we can readily apply Paternain et al. [33, Theorem
1]. O

A.4 Proof of Theorem 3.5

Under Assumption 3.4, we have shown that the proposed partial Lagrangian relaxation is exact, i.e.,
that

supsup inf L(m,t, \) = sup inf sup L(m,t, \).

teg wp A0 ( ) teg A20 TI'p ( )
We assume that 7y, for 6 € © C RP (with © some compact set), is an e-universal parametrization of
measures in P(S), according to Paternain et al. [33, Definition 1] and that the parametrized-policy

version of (7) is feasible. We proceed to show that there is almost no price to pay for the policy
parametrization, in terms of duality gap.

Indeed, assuming that the parametrized optimization problem is feasible, we can utilize Paternain
et al. [33, Theorem 2] and Assumption 3.4 to deduce that, for all ¢ € Z, the following inequalities
hold:

P*(t) == sup inf > inf s > P*(t) — 1-—-
(t) bgpgoﬁ(ﬂ,t,k) > gobgpﬁ(ﬂe,t,k) = P*(t) = G(t)e/(1 — ),
where G(t) = O(1) is a constant depending on ¢, and ¢ > 0 is an arbitrarily small con-

stant (depending on the employed parametrization). Let t* € argmax,c; P*(t) and t} €
arg max, .7 infa>osupy L(mg, t, A). Let also G = max{G(t*), G(t})}. Then, we obtain that

P*(15) > inf sup L(my, 15, 3) > P*(15) — Ge/ (1~ ).
= 0

Since, by definition, P*(t*) > P*(t}), while supg infy> L(mg, t*, X) < supy infi>o L(mg, 15, A),
we obtain that

P*(t*) = supsup inf L(m,t,\) > sup inf sup L(mg,t, \) > P*(t*) — O ( € > ,
teT w A20 teT A20 ¢

which completes the proof. O
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A.5 Discussion on Assumption 3.6

Below, we provide an insight as to why the inexact oracle utilized in Assumption 3.6 is reasonable
under minimal conditions (under which the sample gradients used in Algorithm 1 satisfy Assumption
3.6). Specifically, building upon the discussion given later in Appendix A.7, we note that the most
general condition guaranteeing Assumption 3.8 is given in the second scenario of Appendix A.7,
which requires that the function £(mg- (¢, A), t, A) satisfies the Lojasiewicz inequality with uniform
constants over (¢, A), for any selection 7y (¢, A) € argmaxgpeco L(7g,t, \) (again, see Appedinx
A.7 for the definition of the Lojasiewicz inequality in this context). Since the (parametrized) policy
optimization problem maxgeg L£(7g, t, A) is nonconvex (and is approximately solved using a solver
like PPO), we can only expect to obtain an approximate solution #7 (¢, \) such that

£(W9* (tv )‘)7 t, )‘) - ‘C(F@T(L/\ﬁ t, A) < g(9T7 9*, t, A) <g,

for some € > 0 (uniformly bounded in (¢, A)). Then, if £(mg« (¢, A),t, A) satisfies the Lojasiewicz
inequality for some uniform positive constants C, 7, we obtain that

6T — 67| < Cen.

Thus, under the mere assumption that the sample gradient function ﬁt, )\/3 (mg,t, \) is E-Lipschitz
continuous with respect to 6 (which can be enforced, if necessary, by appropriate smoothing of
the utility function g; a general smoothing strategy for generating smooth OCEs from non-smooth
utilities can be found in Kouri and Surowiec [22, Example 2]), we obtain that

|9eaE (ot .00, A) = VeaLlmo- a8 0| < Lli6" = 0| < LCe? o= 5,

Upon noting that V; \L(7g= (¢ x), t, A) is an unbiased sample of —V; x f(t, A) (cf. Appendix A.7),
we can easily deduce that under the said minor conditions, the sample gradients utilized in Algorithm
1 satisfy Assumption 3.6. Thus, we can see that our oracle condition in Assumption 3.6 is justified
and can be shown to hold under minimal conditions (without requiring convexity or uniqueness of
the solution of maxgecg L(mg,t, \)).

A.6 Lipschitzness of the Lagrangian

First we show a technical lemma, and then we proceed with the proof of Lemma 3.7.

Lemma A.1. For any pair (tN, t) € R>™*2 and for any A € R™, it is true that
|sup L(m,t, \) — sup L(m, T, \)| < sup |[L(7,t,\) — L(m, T, \)] (15)

Proof of Lemma A.1 For any pair t,t € Ritis true that
Sup E(ﬂ—a ,t: >‘) = Supﬁ(ﬂ—7 ’t\; >‘) - L(mf’ )‘) + L(ﬂ—a ﬂ >‘) (16)
<sup L(m, t,\) — L(m, T, \) +sup L(m,T,\) = (17)
sup L(m,t, \) — sup L(m, 1, \) < sup L(m,t,\) — L(m,T,\) < sup|L(m,t,\) — L(m, T, \)| (18)

Similarly, we can show that
sup L(m,t, \) — sup L(m, 1, \) < sup L(m,T,\) — L(m,t,\) < sup |[L(m,F,\) — L(7, 1, \)].
" " " " (19)
The last two displays give the inequality (15).

Proof of Lemma 3.7 For any pair (£,%) € R?>"2, we find an upper bound on the term |£(r, ¢, \) —
L(7,t,\)]| as follows

|[L(m,,A) = L(m,T,A)

Zw <t~0 - % i ro(sT,aT))+> _ (to _ %(Eo — ro(ST,aT))Jr) H
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m

> (= 5o )

=1

m

_ ;)\i (ti — é@ —ri(sT,aT))Jr) ‘
(to — —max {to — ro(sr, ar), 0}) — (to — %max {to — r0(57'7a7-),0}> H
ZA (t - 5 max {7 = ri(sr.ar })

_ Z)" ( — max {f; — (577a7)70}> ‘

ny |t0—t0|—|—f|max{t0—7’0(57,a7 O} max{to—ro(sT,aT O}]
7=0

Zv
Zv

+E

+E

Z'y Z)\ t|+—|max{t i(sr,ar),0} — max {¢; — (sT,aT),O})]

~ _ 1 ~ _
<E wa(ﬁo —to| + Bmax{hfo —1o(8r,a,) —tg — ro(sT,aT)|,O})]
7=0

+E Z’y Z)\ t|+EmaX{|t (ST,aT)—ti—ri(sT,aT)|,O})]
—F Z'y (Ito — o] + = |t0—t0\ +E ZVTZ)‘Z t|+ﬂ\ ti)]
=0 7=0 i=1
<(T-y)7M1+ )|t0*t0\+ (1—~ 1Z>\z — &
i=1

< (-7 <1+1>2+ZA3<1+i>2.
LS 5;

Then, we apply Lemma A.1 to get
| Supﬁ(w,ﬁ )‘) - Supﬁ(ﬂ,f, >‘)| < sup |‘C(7T7?7 >‘) - L:(’]T,i >‘)| (20

<@—y) -7 <1+%>2+ZA5<1+§>2. @1
i=1 g

Thus the function £(7, -, \) is Lipschitz, with Lipschitz constant
-1 ! 2 S 2 1 2
(1B, = (1= | (1+3) +ZAZ-(1+E>- (22)
i=1 v

The result then follows since we are interested in multipliers A € A, with A a convex and compact
set (and thus, there exists a constant C' > ¢(v, 8, ), independent of A and ¢, for which L(m, -, A) is
Lipschitz continuous for all (¢,\) € T x A).

A.7 Conditions That Guarantee Assumption 3.8

Let us note that Assumption 3.8 is not particularly restrictive in our setting. In what follows, we
discuss some general conditions under which this holds readily, as well as a simple methodology of
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enforcing this assumption, if necessary, by a slight algorithmic adjustment. Before we do this, let us
first note that £(mg, -, A) is not necessarily differentiable (unless the probability of t; — r;(s,a) =0
is 0), because of the plus function (-). Nonetheless, adding a small random noise to the reward
following a random variable with a smooth mollifier density ensures that the function is infinitely
differentiable with respect to both ¢ and A. Note that, since we assume that the reward is bounded,
we cannot (in theory) add Gaussian noise, but any smooth and compactly supported mollifier-based
noise is admissible. Thus, we assume (without loss of generality) that L£(mg, -, A) is differentiable (in
fact, to an arbitrary degree).

Next, we focus on the task of assessing the differentiability properties of f(¢, A). Specifically, we
identify three general scenarios that guarantee Assumption 3.8 in our case.

1. The first scenario, which is somewhat restrictive, relies on the assumption that, for each
(t,\) € T x A, the maximization problem, with respect to #, admits a unique solution. In that
case, we can readily utilize Lemma 2.2 of Shapiro [40], which states that £(mg- (¢ ), t, A) is
twice-continuously differentiable. Since 7 x A is a compact set, this immediately implies
that the function is £-smooth over 7 x A, for some constant £ > 0.

2. The second scenario is significantly more general, and relies on the strong second-order
sufficient optimality conditions for the maximization over ¢ and the assumption that the
function L(7= (¢ x), t, ) satisfies the Lojasiewicz inequality with some constant uniform
over (t,\), for any mg-(; ») € argmaxpee L(mg,t, A), that is, for each (t,\) € T x A,
there exist constants C' > 0 and 1 > 0 such that

7
dist <9, arg max L(my, t, )\)) <C <max L(mg, t, A) — L(mg, t, /\)> .
) )

We note that the previous holds in several cases (typically with uniform exponent 7). For
example, this is true when maxgeco L£(7g, -, -) is sub-analytic (which, for example, is implied
if L(mg,t, A) is analytic, noting that this can easily be enforced our setting). Since 7 x A is
a compact and convex set, we can readily utilize Theorem 11 from [16] to deduce that under
this general assumption, the function £(7g- (¢ x), t, A) is £-smooth over 7 x A, irrespectively
of the selections 6*(¢, \) € argmaxgco L(mg, t, \).

3. Under certain qualification conditions, laid out in Section 4 of Shapiro [40] (that do not
require the second-order strong sufficient conditions for the maximization problem over 6),
£-smoothness of maxgce L(mg, t, A) is also guaranteed. We refer the reader to Shapiro [40]
for additional details, since this analysis directly applicable in our setting.

If any of the above conditions holds, then Assumption 3.8 is true, and we can readily compute the
gradient of f as
Vt’)\f(t, )\) = _vt,/\ﬁ(ﬂ-ea tv )‘) |7T,9:7T9*

where 0*(t,\) € argmaxgpce L(mg,t, \) is an arbitrary selection.

(t,2)7

If none of the above is true, we can still guarantee that Assumption 3.8 holds by slightly altering
Algorithm 1. Specifically, for some small i > 0, we can define the surrogate function

L.(mot.0), 6, N) = Euy vy {L(Tox (14 ptn Atpura) t + UL, A+ pU2) } (23)

where Uy, Us follow a uniform distribution over the unit ball (of appropriate dimension in each case).
Then, this new surrogate function can be made arbitrarily close to maxgce L(7g, ¢, A) (Where the
proximity is uniform in the constant 1), while at the same time being ¢,,-smooth, with £, = O(1/p).

Then, we can substitute the original Lagrangian with the smoothed Lagrangian given in (23) and run
Algorithm 1 on the surrogate problem. Following standard zeroth-order optimization techniques (e.g.,
see Pougkakiotis and Kalogerias [34]), we note that, in this case, the only algorithmic adjustments
that need to be made relate to the computation of the sample gradients of f, which would require
two (instead of one) evaluations of the policy oracle. In light of this discussion, we conclude that
Assumption 3.8 can be utilized (almost) without loss of generality.

A.8 Proof of Main Theorem
In this section, we provide the proof of Theorem 3.12. To prove the main theorem we will need

the following auxiliary lemmas. The proof extends the analysis given in [25], since the presented
algorithm only assumes having access to biased and inexact (sub)gradient samples.
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Denote by by (6*,07,t, ), by(0*,07,¢, \) the components of b(f*, 8T, ¢, \) corresponding to ¢ and
from Assumption 3.6.

Lemma A.2. @tCA(WGT(w\), t,\)) and @)\Z(ﬂ'm(t’)\), t, A\)) have bounded bias and variance.

Proof. By Assumption 3.6 and by linearity of expectation, we have
E |:§t,k‘2\(ﬂ-6”L (t,A\)» ta A)):| =E |:§t,)\2(ﬂ-0* (t,A\)» t7 )‘)) + b(e*v 91-’ t7 A)
= —Vf(t,\) +E[DO,07,t,N)]. (by Assumptions 3.6, 3.10)
The bias of the gradient is controlled by b(6*, 87, ¢, \), whose norm is at most 6. Furthermore,
~ o~ 2
E |:Hvt,>\£(7rm(t,)\)vt7A))H }

—~ —~ —~ ~ —~ —~ 2
=E [Hvt,Aﬁ(Wf(t,A), t,N)) = Vi aL(Tgt,0), 6 A)) + Vi aL(Tg=£,0), L A))H ]

< 9K o0, 01, ¢, V)] + 22 [Hﬁmzmw),t, A))m

<2| VIV +2(0% +6%).
(by Lemma A.2 of [25] with M = 1 and Assumptions 3.6, 3.10)

O
Lemma A.3. Let A¥) = E [@(t(k)) — (™, /\(k))]. The following holds for Algorithm 1:
2
B [®1/2(%)] < B [@100(t* )] + 200 A% — B [ 90, (21
+ 20,00 - diam(T") + 3n?l - (C% + 0% + 62).
Proof. Let tb=1) = proxq,/%(t(k_l)) and fix mg« = Tpep-1) -1y Where 0* €

arg maxgee L(mg, tF~D X*=1) ‘and 1y = Tyt (1k—1) A(s—1)) satisfying Assumption 3.6. Then,
2 PN 2
Hg(k—m _ t(k)H _ |[pe-0 (t<k—1> — - Vo L(mgr, £, A(k—n)) H

< [[g=1 -1 4 - $t2(7r6ht(k71)7 )\(kfl))Hz

(projection is non-expansive)

_ ||pe-1 _ t(k_l)H2 ey Hﬁtz(ﬂ%t(k_l)’)‘(k_l))HZ
o (B8 = (00 G B, 4, A1)
Taking expectations, conditioned on (t;_1, Ax—1), and using Assumption 3.6 we have
- [Hg(k—m _ t(k)HQ | (10D, A(k—n)}
<E Mf(kl) _ t(’cfl)HQ | (t(kl),A(kl))]
+2n, - <t(k—1> _FkD) g, pmD AB=DY g gt =), A(k—1>)>
o+ 32 || (07, 07,11, W—U)H2 + 302 || Vs 1Y, W—D)HZ
+ 377E [H%Ew*,ﬂk—ﬂ, AE=D) 4w (i), w—l))H2 | (1%, w—n)} .

. 2 2 2 2
(using [l +y + 2[7 < 3|[z[” + 3 [ly[I” + 3 [|2])
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Taking expectations of both sides and using Lemma A.2 of [25], that f(-,\) is C-Lipschitz (cf.
Lemma 3.7), and Assumption 3.6,

B[t — o] < glfften - g0
=+ 2 <?(k—1) — t(k—1)7 Vf(t(k—l)’ )\(k—l)) — b(6", gt, 1= )\(k_l))>
+ 302 (C? + 0% +67).
Since 7 is compact, define diam(7) := max, ye7 || — y||. Using Cauchy-Schwarz on the term
2 (#00 — = by (67,61, 1570, A1) )

< o, |[FR-D — t(k—l)H . Hbl(a*’9T7t(k_1)’A(k_1))H ,

and substituting, yields

]EHZ(IC—U _ t(k)H2 < ]EHE(k—l) _ t(k—nHQ +on <gk—1) _ k=) g (D), )\(k—l))>

(24)
+ 2,6 - diam(T") + 307 (C? + 0 + 62).
From [25, Eq. (20)], we obtain
2
@1/2[<t(k)) S @1/2£<t(k_1)) + ‘g H%\(k_l) - t(k) H (25)
while, from [25, Eng. (23), (24)], we obtain
<%\(k71) B t(szl),vtf(t(kfl)’)\(szl))>
¢ 2
< f(%(k—l),/\(k—l)) _ f(t(k—1)7)\(k—1)) n - H%(k—l) _ t(k—l)H (26)
f(%(k—l%)\(k—l)) _ f(t(k_l),)\(k_l))
. L 2
< ®EFD) — pkmD \(Dy < A=) = Hgk—n _ t(k—l)H _ 27)

Plugging in (24) to (25), then combining (26), (27), and the fact that |[t*=1 — (k=D =
|V @1 /20 (¢H~1)]| /2¢, finally gives
2
B [@1/20(t0)] < B [@1/20(t* )] + 20 ACD — LRV, (150
+ 2160 - diam(T) + 30 (C? + 02 + 67),
which completes the proof. O

Lemma Ad. Let A®) = E [®(t™)) — f(t*) X®)] and A*(t) € argmaxycy f(t, A). The follow-
ing holds forall s < k — 1:

AF=D < 9n,C\/C2 4+ 02 4 52(2t — 25 — 1)
1

2 2
+— (E HMH) - A*(t(s))H _E Hw - A*(M)H )
2n5

+E [£(t0,A9) = f(®DAED)] 45 diam(A) + 2 (02 + 62).

Proof. For any A € A, the update of \(*) and convexity of A imply that
(A — AT (Mk) _\(k=1) _ vaf(twfl)’,\(kfl))) >0.
Then, we have

2
HA - )\(’“)H < 2 (AFTD _ )Ty, fek=D (k1))
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+2m (A = AEZD) T (= A=)
+ X = )\(k—1)||2 _ ”)\(k) _ )\(k_l)Hz

< 2n/\()\(k—1) _ )‘(k))Tﬁ)\E(ﬂ'eht(k_l),)\(k_l)>
+ Qm()\(k—l) _ )\)Tv)\f(t(k—l)7)\(k_1))

_|_ 2n>\()\(k) _ A(k—l))—r <V}\f(t(k_1)7 )\(k—l)) + %)\E(ﬂ—g’“t(k_l), )\(k—l)))

+ ”)\ _ )\(kfl)HQ o ”)\(k) - )\(Icfl)H27

where we let mpi = Tgi (k-1 k-1 (satisfying Assumption 3.6). Using Young’s inequality,
A = AT (9, (150, X670 4 T3 Emyr, ¢80, AED) )
1 2 ~ 2
<3 Hyk) _ A(H)H o2 "VAﬁ(WGf’t(k*1)7)\(k*1)) n vAf(M*U,A(’f*U)H ,
Taking expectations on both sides, conditioned on (t(k_l), )\(k_l)), gives

E [HA _ w)H2 | (twl),wn)}

-
< 2 (A0 = ABTD) (2T fh T AED) by, 0,47, A1) )
(Assumption 3.6)

-
+2m\E {()\(’“1) - )\) Vaf (k=1 \(kE=1)y ’ (1), )\(kl))]

+3E [HW) - )\(’“’1)H2 ‘ (1), A(kl))]

+ 2n3E

[ 93 Emor, 150, 36-0) 4 9 (e, 360 || <t<“>,A<k“)]

+E U)A Y H2 ‘ (k=) )\(k_l))} ~E [HW) G H2 ‘ (#k-1), A"“‘”)] .
Taking expectation on both sides (and Cauchy-Schwarz),
5r 2
T T
< QW]E[ (Aw—l) _ A(k)) Ty £t D, A=) 4 (w—l) ~ A) vAf(tac—l)’A(k—l))}
o I LI RPN K W
2 b
~ - 2
+ 203 [ DL, 150, AE1) 4 Wy (20 AED)
From Lemma A.2, [25, Lemma A.2], and since diam(A) is finite, we get
5r 2
T T
< onE [(A(k—n A®) T T (D 2ED) + (26D 2 2) T e, AG6D)
2 1
+E HA ~Ak-D) H ~ SEIN® — XED2 4 29,8 - diam(A) + 43 (0% + 67).
Since f(tx—1,-) is concave and A is convex (take 7, < 1/2/¢),

2 2
Ba =A< B A AT 2 (W) e, 0)
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+ 2076 - diam(A) + 4n3 (02 + 62) .
Substituting A = \*(¢(*)) (where s < k — 1),
E [f(t(k’”, X (#00)) = (%, 20)]

2 2
< 5 <IE’ A=) )\*(t(S))H ) H)\(’C) — )\*(t(s))H ) + 4 - diam(A) + 2nx(0? + 67).
X

By the definition of A*—1),

AFD <R | R0 0 (1B D)) — feRD A (1))

+ (f(t(k)7)\(k)) — f(t(k—1)7)\(k—1))) + (f(t(k—l)’)\(k)) — f(t(k), )\(k)))]

+<ka1AH@H EWW VSW”
20

+ 6 - diam(A) + 2nx(0? + 62).

Following the steps in [25, Lemma D.4], using that f(-, A) is C-Lipschitz (by Lemma 3.7) and
Lemma A.2, we have

E [f(E®0, 8 (t50)) = £, 3 (1* )| < 2mCV/CT 107 + 32t
E [f(t<s), N () — kD), A*(t@))} < 2OV C2 4 0% + 02(t — 1 — 5)
E [f(t“v*l), AR — p k), w)} < 2OV C2 1 0% + 2.
Using [25, Eqn. (25)],
AR=D < 9p,CV/C2 + 02 + 62 - (2t — 25 — 1)

+277/\<IEH/\(’“ D () H —E|[x® - (1) H>
+E[£(t9,A0) = ¢ #DAED)] 45 diam(A) + 2a (02 + 62).
O

Lemma A.5. Let A®) = E [®(t™)) — f(t®) X)), Let B < J + 1 be such that (J + 1)/ B is an
integer. The following holds

J
1
— (> Aa® | <2 24024 02(B+1
J+1<k_0 <2 C\C? 4+ 0% +62(B+1)

o~

diam(A)? . 9 Ay
_— . A)+2 .
25, + 0 - diam(A) + 2n5 (o +5)+J+1

Proof. We divide { A }izo into blocks where each block contains at most B terms:

{A(k)}f;ol ’ {A(k)}ii; B {A(k)}::J—B—i-l '

(J+1)/B-1 (i+1)B—1
5 ( 3 e )

=0

Then,

(28)
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Letting s = 0 and applying Lemma A .4,
B-1 1
> AW <OV + 02+ P B + o H)\(O) - )\*(t(o))H
RN
k=0

2

+E [f(t<3>, AB) (O A<°>)} + 6B - diam(A) + 29\ B(0? + 62)
< 2C\V/C2 + 02 + 82 B> + E {f(t(B), ABY) — £t /\(°>)}

diam(A)?
n iam(A)

> + 0B - diam(A) + 2, B(o? + §2) .
X

Letting s = ¢ B and applying Lemma A 4,

(i+1)B—1
Z AR < 29,C\/C2 + 02+ 2B +E {f(t(iBJrB), AGBEB)y _ (B \(B))
k=iB
di A)?
+ %() + 6B - diam(A) + 273 B(0? + 62).
X

Substituting these into (28):
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By the Lipschitzness of f(-, \),
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Proof of Theorem 3.12

Summing up the inequality from Lemma A.3, over k = 1,...,J 4 1, yields

J 2
E {@1/25@(”1))} < Dy o( () + 2,0 <ZA ) e (ZEHV@1/2e(t(k))H )
+ (2n,0¢ - diam(T) + 3n7(C* + 0% 4+ 6%)) (J + 1).
Applying Lemma A.5,
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By the definition of 3@ we obtain
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Letting B = 2( ) \/m , we obtain
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With the choice of step sizes
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—mind —, — 2
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7Ny = min
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Thus, we have an iteration complexity of
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et €2 €2 ’ et

for recovering an O(y/€2 + §¢(diam(T) + diam(A)))-stationary point (cf. Definition 3.11). By
simplifying, we obtain the desired iteration bound:
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B Experimental Details

B.1 Simulations

Constraint tasks are a central class of real-world RL problems with applications in robotics, au-
tonomous vehicles, and industrial control. To simulate realistic conditions, we use the locomotion
tasks from the Safety-Gymnasium suite [19]. Further details, including visualizations of both con-
strained and unconstrained agent behaviors, are available on their website®.

Velocity Cost The velocity cost is defined as:
cost = bOOI(Velcurrent > Vellhreshold)7

where the velocity thresholds velyesnora for the tested environments are listed in Table 3. As reported
by Towers et al. [47], these thresholds are set to 50% of the maximum velocity achieved by each agent
after PPO training for 107 steps. At each time step, the agent’s instantaneous velocity is computed as:

_ 2 2
Velcurrent - Velw,currem + Vely,currem’ (3 1 )

where vel, current and vely curene are the agent’s instantaneous velocities along the x- and y-axes,
respectively, as provided by the simulator.

Environments We use the latest version (v1) of Safety-Gymnasium without modifying the state,
action, or reward space. Constraint violations do not alter the agent’s behavior or environment
dynamics. As a result, vanilla PPO converges to high reward solutions with large cumulative
costs—effectively ignoring the constraints. All actions are normalized to the range [—1, 1]. To isolate
the effects of our method, we reset the agent to the same initial state after every termination—a
common practice in robotics.

Episode Terminations Episodes terminate either when the time limit is reached or when the agent
fails (e.g., by falling). Notably, HalfCheetah, Swimmer, and all safe navigation environments have no
failure condition; their episodes always end due to the time limit.

Table 3: Environment-specific parameters used in our experiments.

Variable Safe Navigation HalfCheetah Hopper Swimmer Walker2d
Threshold ¢ 0.0 3.2096 0.7402 0.2282 2.3415
Failure condition X X v X v
Time limit (steps) 500 1000 1000 1000 1000
Initial CVaR variable t;p; 0.0 -1.3 -0.1 -0.0 -0.975

Stochasticity for Risk Management The environment is fully deterministic—identical actions
from the same state always yield the same rewards and transitions—making it difficult to evaluate
risk-sensitive behavior. To simulate uncertainty without altering the environment’s internal dynamics,
we inject zero-mean Gaussian noise (std. 0.05, i.e., 5% of the action range) into all agent actions at
every step during both training and evaluation. This controlled perturbation introduces stochasticity
in action execution, enabling us to assess how well the agent manages risk under uncertain conditions
while maintaining consistent environment behavior.

Evaluation Agents are evaluated every 1000 time steps by averaging the undiscounted sum of
rewards over 10 episodes. The PPO agent uses the mean action, ensuring consistency in evaluation.
Evaluations are entirely separate from training—no data is stored, and no network updates are
performed.

https://safety-gymnasium.readthedocs.io/en/latest/environments/safe_velocity.
html
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B.2 Proximal Policy Optimization — solver

We use Proximal Policy Optimization [39] as a solver to learn a policy (i.e., line 4 in Algorithm 1).
Our method serves as a wrapper, described next, that modifies the agent’s raw reward to incorporate
risk measures and constraints.

PPO first collects rollouts of state-action-reward sequences using the current policy, storing them as
trajectories. Once sufficient data is gathered, it applies minibatch learning, splitting the rollout data
into smaller batches and iteratively updating the policy over multiple epochs. During this process, the
dual and CVaR variables remain fixed.

Neural Networks The value function and policy are approximated by neural networks, each with
two hidden layers of 64 neurons using the tanh activation function. The value network processes
states s and outputs a scalar value. The policy network takes states s as input, extracts hidden features,
and passes them to a Gaussian distribution with learnable mean and standard deviation parameters.
The action a is then sampled from this distribution.

Table 4: PPO hyperparameters used in the experiments.

Hyperparameter Value
Optimizer Adam
Learning rate (all networks) 3 x 104
Linear learning rate decay v
Adam € 1076
Adam « 0.99
# rollout steps 2048
# minibatches per rollout 32
# epochs 10
Discount factor 0.99
GAE )\ 0.95
Entropy coefficient 0.0
Value loss coefficient 0.5
Maximum gradient norm 0.5
Clip parameter 0.2

Hyperparameters We employ Generalized Advantage Estimation (GAE) [38] to estimate advan-
tages in PPO. The hyperparameters used by the PPO agent is provided in Table 4.

B.3 Reward-Based SGD with Risk Constraints — wrapper

We follow the same rollout strategy to optimize the dual and CVaR variables. First, the policy is
updated using collected rollouts while keeping A and ¢ fixed. Then, a new rollout is collected with
the updated policy and used to update A\ and ¢, while keeping the policy parameters frozen.

B.3.1 Implementation

To balance reward maximization with constraint handling, we frame the problem as standard risk-
neutral reward maximization subject to a constraint that regulates violations through the conditional
value-at-risk (CVaR) of the constraint quantity.

Letr : S x A — R be the reward function and v : § X A — R a constraint-quantifying function,
e.g., velocity function in (31). We want to solve:

sup E
TeP(S) —0

This constraint can be equivalently written as
CVaR%, (v(s,a)) < ¢ <= —CVaR’.(—v(s,a)) > —c,

ZW(ST,W(ST))] st. CVaRZ. (v(s,a)) < c.
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Table 5: Common hyperparameter values used across all environments.

Variable Value
VaR level 5 0.3

# trajectories used to compute gradients of A and ¢ 8
Initial dual variable Ay 0.0
Step size 1 5x107°
Learning rate decay on 7 X
Step size 7; 5x107°
Learning rate decay on 7 X

which aligns with the supremal convolution form of the reflected CVaR. Rewriting the constraint:

G 1
—CVaR%, (—v(s,a)) > —¢ <= supE Z’y’r <t - (t+v(sT,w(sT)))+> > — c.
teRr J— B 1=~y
Thus, we solve the following constrained problem:
sup B | » y7r(sr,7(sr))
T€P(S),teR TE::O
= 1 c
st B>y (t — (t—i—v(sT,W(sT)))Jr) > — .
= B L=y
We implement this by modifying the reward at each time step using the Lagrangian:
1
r(sr,m(sr)) + N <c+t ﬂ(t+v(sf,7r(sf)))+) , (32)

where PPO is used as a black-box solver for the inner maximization over 7, while A and ¢ are updated
using single stochastic gradient descent and ascent steps as in Algorithm 1.

B.3.2 Hyperparameters

All hyperparameters used in our algorithm are listed in Tables 3 and 5.

Setting 5 The parameter /3 controls which quantile mean is constrained. Higher values (close to 1)
enforce more risk-neutral constraints, while lower values focus on rare events. We chose 5 = 0.3 to
strike a balance: strong enough risk control to avoid constraint violations, while keeping the problem
solvable.

Number of Trajectories for Gradient Computation We tested n = {2, 4,8, 16} (in Algorithm 1)
and concluded that n = 8 offers the best trade-off between runtime and gradient smoothness.

Step Sizes 1, and 7,  Step sizes were extensively tuned on Hopper and Walker2d. We tested values
from 1073 to 10~7. The best-performing configuration—n, = 17, = 5 x 10~ °—was selected based
on the convergence of A\ and ¢ within 15M time steps.

Initial Value of ¢ Since ¢ must take values in the negative real range (due to the supremal form),
we expect it to converge to the negative value-at-risk. Thus, we initialized ¢ such that, with step size
Ny = 5 x 1075, its magnitude could reach the velocity threshold over training.

Initial Value of A Because )\ scales the penalty term added to the reward in (32), we initialized it
neutrally with A = 0.0 to avoid overly aggressive penalties at the start.
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B.4 Computational Resources

All experiments were performed on a computing system powered by an AMD Ryzen processor with
64 cores and 512 GB of RAM. A single NVIDIA RTX A6000 GPU with 48 GB VRAM was used for
neural network training.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims we make in the abstract and introduction are that we propose a new
framework for risk-aware RL with constraints, that exhibits per-stage robustness, admitting
an exact equivalent partial Lagrangian relaxation under appropriate constraint qualifications,
convergence analysis, and experiments demonstrating such. These are supported by the
related works (Section 1), Section 2.3 and Appendix A.1, Section 3.1-3.2, Section 3.3, and
Section 4, respectively.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We include a separate paragraph addressing the limitations at the end of
the manuscript. In addition, throughout we qualify our results and claims (e.g., when
introducting assumptions like Assumption 3.8). We also clearly state the environments on
which we run our experiments, emphasizing that our simulations are not exhaustive and
serve as a proof-of-work, with computational resources outlined in Appendix B.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
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judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We made all efforts to clearly state all assumptions and claims using the
appropriate environments to make them obvious. All proofs are provided either in the main
body or in the appendix to save space.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our results are reproducible and we provide the hyperparameters, training
procedure, and the (anonymized) code to facilitate review and reproducibility.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The data/environment we use is synthetic and open source. We provide our
code in an anonymized repository.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: These experiment details are all provided in Appendix B.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: This note applies indirectly and exclusively to the histogram shown in Figure 1.
Our intention is to estimate the probability distribution of a specific variable, aggregated
over 100 trials as noted in the figure caption.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We detail this information in the last subsection of Appendix B (in B.4).
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have read the Code of Ethics and believe our work adheres to it.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
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11.

12.

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work is mostly theoretical and the experiments are done on synthetic
environments, thus we believe our work as minimal societal impact.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Similar to the previous section, our experiments are done in clean synthetic
environments thus this section does not seem applicable to our work. We do list limitations,
as mentioned before.

Guidelines:

* The answer NA means that the paper poses no such risks.

» Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite [19] and include the URL as well as the license in the main text.
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13.

14.

15.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our work does not include human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification: Our work does not include human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: There was no usage of LLMs in this work.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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