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ABSTRACT

We propose a model-based multi-agent reinforcement learning attack framework
against federated learning systems. Our framework first approximates the distribu-
tion of the clients’ aggregated data through cooperative multi-agent coordination. It
then learns an attack policy through multi-agent reinforcement learning. Depending
on the availability of the server’s federated learning configurations, we introduce al-
gorithms for both white-box attacks and black-box attacks. Our attack methods are
capable of handling scenarios when the clients’ data is independent and identically
distributed and when the data is independent but not necessarily identically dis-
tributed. We further derive an upper bound on the attacker’s performance loss due
to inaccurate distribution estimation. Experimental results on real-world datasets
demonstrate that the proposed attack framework achieves strong performance even
if the server deploys advanced defense mechanisms. Our work sheds light on how
to attack federated learning systems through multi-agent coordination.

1 INTRODUCTION

Federated learning (FL) is a powerful machine learning framework that allows a server to train
machine learning models across multiple workers that hold local data samples, without exchanging
them. Unfortunately, federated learning systems are vulnerable to threats (Lyu et al., 2020) such
as model poisoning attacks (Fang et al., 2020; Bagdasaryan et al., 2020; Bhagoji et al., 2019),
data poisoning attacks (Baruch et al., 2019; Fung et al., 2018; Gu et al., 2017), and inference
attacks (Melis et al., 2019; Hitaj et al., 2017; Zhu et al., 2019). These attacks are effective even
when the server applies robust aggregation rules such as coordinate-wise median (Yin et al., 2018),
trimmed mean (Yin et al., 2018), Krum (Blanchard et al., 2017), or Bulyan (Mhamdi et al., 2018).
Nevertheless, a recent study (Cao et al., 2020) shows that the server can collect a small clean training
dataset to bootstrap trust to defend a variety of attacks (Fang et al., 2020; Bagdasaryan et al., 2020).
Their results show that the FLTrust (Cao et al., 2020) defense is capable of achieving a high level of
robustness against a large fraction of adversarial attackers. While these defense mechanisms focus
on limiting the influence of the attackers in a single round, there also exists more adaptive defense
algorithms such as Safeguard (Allen-Zhu et al., 2020) and Centered Clipping (Karimireddy et al.,
2021), both of which incorporate historical gradient information into the aggregation rule. These
adaptive defense mechanisms are shown to be capable of overcoming time-couple attacks. In this
work, we propose a novel multi-agent reinforcement learning (MARL) attack framework that is
effective even if the server deploys the state-of-the-art defense mechanism such as FLTrust (Cao et al.,
2020), Safeguard (Allen-Zhu et al., 2020) and Centered Clipping (Karimireddy et al., 2021).

Learning effective attack policies against federated learning is challenging. A major reason is that it
typically requires attackers to obtain sufficient information about the federated learning environment
and training dynamics that includes both the server’s behavior and the normal workers’ data and
behavior. However, except for the model parameters, attackers often have rather limited information
about the FL dynamics in practice. To address this problem, we propose to leverage the power of
model-based reinforcement learning by integrating distribution learning and policy learning in our
MARL attack framework. In MARL, the attackers first cooperatively learn a model of the aggregated
data distribution through gradient matching, and then simulate the behavior of the server and the
benign workers using the learned distribution. In doing so, the attackers jointly learn an attack
policy through multi-agent reinforcement learning. Our MARL attack framework allows attackers to
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implement attack policies in both white-box (i.e., attacks have some information about the server’s
algorithm) and black-box (i.e., attacks have no access to the server’s algorithm) settings.

While there is much research on adversarial attacks against federated learning, a majority of existing
attack methods (e.g., (Bhagoji et al., 2019; Fang et al., 2020; Xie et al., 2020b)) typically craft myopic
attack strategies based on heuristics. Further, most of them consider independent attackers without
coordination. Recently, a distributed backdoor attack (DBA) method is proposed in (Xie et al., 2020a)
where a global trigger pattern is manually decomposed into local patterns that are embedded to
different attackers. Compared with DBA, our MARL method enables the attackers to jointly learn an
attack policy through coordinating the behavior of attackers in distribution learning, policy learning
and attack execution, while their distributed backdoor attacks are coordinated in attack execution (i.e.,
trigger injection) only.

Our model-based multi-agent reinforcement learning attack framework distinguishes from existing
work (Sun et al., 2019; Zhang et al., 2020) on reinforcement learning based adversarial attacks by
considering a more realistic threat model where the attacker might not always be selected due to
subsampling nor does it have prior information about the distribution of the aggregated data. The
attackers need to efficiently learn the distribution along the federated learning process in real time.
We also consider the scenario when the attackers have no access to the server’s configurations. In
contrast, previous works typically assume more powerful attackers that can attack at any time and
have full knowledge about the environment.

Our contributions. We advance the state-of-the-art in the following aspects. First, we propose
a novel multi-agent reinforcement learning attack framework against federated learning systems
by integrating distribution learning and policy learning through multi-agent coordination. Second,
we propose algorithms for both white-box attacks and black-box attacks. Third, we theoretically
quantify the effect of inaccurate distribution learning on the optimality of policy learning. Fourth,
our experiments on real-world datasets demonstrate that our proposed MARL method consistently
outperforms existing model poisoning attacks (Bhagoji et al., 2019; Fang et al., 2020; Xie et al.,
2020b) due to multi-agent coordination in distribution learning, policy learning and attack execution.

2 BACKGROUND

In this section, we describe the federated learning setting used in our work and present the threat
model.

Federated learning. We consider an FL setting that is similar to federated averaging (Fe-
dAvg) (McMahan et al., 2017). The FL system consists of a server and K workers (also known as
workers or clients) in which each worker has some private data. Coordinated by the server, the set
of workers cooperate to train a machine learning model within T epochs by solving the following
problem: minθ fpθq where fpθq :“

řK
k“1 pkFkpθq where Fkp¨q is the local objective of worker k

and pk is the weight assigned to worker k and satisfies pk ě 0 and
ř

k pk “ 1. The local objective
Fkpθq is usually defined as the empirical risk over worker k’s local data with model parameter θ P Θ.
That is, Fkpθq “ 1

Nk

řNk

j“1 ℓpθ; pxjk, yjkqq, where Nk is the number of data samples available locally
on worker k, ℓp¨, ¨q is the loss function, and pxjk, yjkq :“ zjk is the jth data sample that is drawn
i.i.d. from some distribution Pk. It is typical to set pk “

Nk

N , where N “
ř

k Nk the total number of
data samples across workers.

If all the local workers’ data distributions are the same (i.e., Pk “ Pk1 for all k, k1 P rKs), we call the
workers’ data are i.i.d.; otherwise, the data are non-i.i.d.. We write pPk as the empirical distribution
of the Nk data samples drawn from Pk, and let pP :“

řK
k“1

Nk

N
pPk denote the mixture empirical

distribution across workers.

The FL algorithm (see Algorithm 1 in Appendix B.2) works as follows: at each time step t, a random
subset St of size w is uniformly sampled without replacement from the workers set rKs by the server
for synchronous aggregation (Li et al., 2019). The process of selecting workers for aggregation is
called subsampling. Let κ “ w{K denote the subsampling rate. Each selected worker k P rws then
samples a minibatch bk of size B from its local data distribution Pk. The worker then calculates the
average local gradient gt`1

k Ð 1
B

ř

zPbk
∇θℓpθ

t; zq and sends the gradient to the server. The server
then uses an aggregation rule to compute the aggregated gradient gt`1 Ð Aggrpgt`1

k1
, ..., gt`1

kw
q

where ki P St, and updates the global model parameters θt`1 Ð θt ´ ηgt`1 where η is the learning
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rate. The newly updated model parameters θt`1 are then sent to the selected workers to perform the
next FL iteration.

Threat Model. We assume that among the K workers, Mp1 ď M ă Kq of them are malicious. Let
A denote the set of malicious attackers. Further, these attacker are fully cooperative and share the
same goal of compromising the FL system. We consider untargeted model poisoning attacks where
the M cooperative attackers send crafted local updates trgtkukPA to the server in order to maximize
the empirical loss, i.e., maxθ fpθq. They are coordinated either by one leading attacker or an external
agent. We refer such agent as a leader agent.

We assume the attackers know the global model parameters received from the server, tθtu, the
local training algorithm (including the batch size B) and their local data distributions t pPkukPA. In
white-box attacks, we assume that the attackers further obtain information about the server’s training
algorithm. This information includes the server’s learning rate η, the subsampling rate κ, the total
number of workers K, and the aggregation rule Aggr. In black-box attacks, the attackers have no
access to the server’s training algorithm. They must estimate these parameters instead.

In practice, the attackers may communicate with each other to share their local information such
as local data distributions, the status of whether being selected by the server or not, their unique
identifiers, and each attacker’s action. Such internal communication allows each selected attacker i
to obtain the following information at each time step t: the number of attackers being selected by
the server mtp0 ď mt ď Mq, and its rank information σt

i P t0, ...,mt ´ 1u in the set of the selected
attackers At. The rank is obtained by sorting the selected attackers according to their identifiers in
ascending order. The rank of a selected malicious worker plays a similar role as a unique identifier
does. It distinguishes the malicious worker from the other selected malicious workers. In our work,
we use the ranks instead of the unique identifiers to accelerate policy training in the presence of
worker subsampling. In addition, we assume the attackers obtain a lower bound of the total number
of training epochs T .

3 MARL ATTACK FRAMEWORK AGAINST FEDERATED LEARNING

3.1 OVERVIEW

...
...

...

...Distribution Learning Policy Learning

Server

Malicious Devices

Benign Devices

Figure 1: An overview of the MARL attack
framework against federated learning.

In this work, our goal is to design a non-myopic
coordinated attack against federated learning. To
this end, we formulate the attacker’s problem as
a fully cooperative Markov game (Section 3.2) by
viewing the FL training process as the environment.
The main obstacle for solving the game, however,
is that benign agents’ local data distributions are
unknown to the attacker, making it difficult to eval-
uate the effectiveness of a joint attack policy, which
is necessary to compute the rewards to the attackers.
An important observation of our approach is that
although the joint empirical distribution t pPkukPrKs

is unknown, the attackers can learn an approxima-
tion of the mixture distribution pP “

řK
k“1

Nk

N
pPk, denoted by rP , from model updates shared by the

server. In the black-box setting, the attackers can further utilize the model updates to infer FL training
parameters, which together with rP are often sufficient to simulate the behavior of benign agents and
the server. Thus, our model-based reinforcement learning attack framework naturally consists of the
following three stages (see Figure 1), all of which happen while federating learning is ongoing.

Distribution learning. Initially, the set of attackers jointly learn a mixture distribution rP from the
model updates tθtu using a gradient leakage based inference attack (Section 3.3). In the black-box
setting, they further infer key FL training parameters from the model updates (Section 3.5).

Policy learning. The learnt parameters are used to build a fully cooperative Markov game for the
attackers, which is solved using centralized training to identify the set of decentralized attack policies
that are distributed to the attackers (Section 3.3).

Attack execution and update. The set of attackers coordinate to attack the FL system. In the
black-box setting, the attack policies are updated when new model updates are received (Section 3.5).
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3.2 ATTACKERS’ PROBLEM AS A FULLY COOPERATIVE MARKOV GAME

We formulate the attackers’ optimization problem as a fully cooperative Markov game, denoted by
M “ pS,A, T, r,Hq, where

• S is the state space. Let τ P t0, 1, ...u denote the index of the attack step and tpτq P rT s the
corresponding FL epoch when at least one attacker is selected by the server. The state at step τ is
defined as sτ :“ pθtpτq,Atpτqq where Atpτq is the set of attackers selected at time tpτq. We further
define the observation of attacker i at τ as oτi :“ pθtpτq,mtpτq, σ

tpτq

i q, which can be derived from
sτ . Let Oi denote the space of oτi .

• A is the space of the attackers’ joint actions. If attacker i is selected at τ , its action aτi :“ rg
tpτq`1
i P

Rd is the local update that attacker i sends to the server at time step tpτq, where d is the dimension
of the model parameters. The only action available to an attacker not selected at tpτq is K, indicating
that the attacker does not send any information in that step. Let Ai denote the domain of attack i’s
actions, we have A :“ A1 ˆ ¨ ¨ ¨ ˆ AM .

• T : S ˆ A Ñ PpSq is the state transition function that represents the probability of reaching a
state s1 P S from the state s P S when attackers choose actions aτ1 , ..., a

τ
M , respectively.

• r : S ˆ A ˆ S Ñ Rě0 is the reward function. We define the reward at step τ as rτ :“
fpθtpτ`1qq ´ fpθtpτqq, which is determined by the joint actions of attackers and shared by all the
attackers. Both the transition probability T and the reward function r are determined by the joint
empirical distribution across workers t pPkukPrKs (fixed but unknown to the attackers), the number
of workers K, the number of workers w selected for each time step, the size of local minibatch
B, the algorithm used by each worker, the aggregation rule used by the server, and the attackers’
actions aτ1 , ..., a

τ
M .

• H is the number of attack steps in each episode. H is a hyperparameter that can be adjusted, but
we require tpHq ă T so that the attackers have time to execute attacks.

The attackers’ goal is to jointly find an attack policy π “ pπ1, ..., πM q that maximizes the expected
total rewards over H attack steps, i.e., Er

řH´1
τ“0 rτ s, where πi : Oi Ñ PpAiq denotes a stationary

policy of attacker i that maps its observation oi to a probability measure over Ai. Using the definition
of rτ , this objective is equivalent to finding a policy π that maximizes EθtpHq rfpθtpHqqs.

We note that conceptually our problem can be formulated as a single agent RL problem as the set
of attackers share a common goal. However, this approach leads to an action space that grows
exponentially with the number of attackers, making the direct application of standard RL algorithms
difficult. In particular, existing single-agent RL algorithms cannot easily exploit the inherent symmetry
in our problem where the ordering of attack actions does not matter. By viewing the problem as a
fully cooperative multi-agent Markov game, the symmetry can be naturally incorporated by using the
rank information as part of individual attacker’s observation, leading to a more scalable solution.

3.3 WHITE-BOX MARL ATTACKS

In this section, we focus on the white-box attack setting where the attackers obtain information about
the server’s training algorithm and defer the discussion of the black-box attack to Section 3.5.

Distribution learning. Initially, the attackers do not perform model-poisoning attacks. Instead,
they jointly learn a mixture distribution rP from the model updates tθtu using a gradient leakage
based inference attack (Geiping et al., 2020; Zhu et al., 2019). This gives rise to a new Markov game
ĂM “ pS,A, T 1, r1, Hq where T 1 and r1 are derived from rP .

Note that from any two consecutive model updates received from the server, the attackers can estimate
a batch-level gradient ḡτ :“ pθtpτ´1q ´ θtpτqq{pηptpτq ´ tpτ ´ 1qqq. A gradient leakage attack works
by starting with (randomly generated) dummy data and feeding it into the model to get dummy
gradients. The dummy data is then iteratively updated until the dummy gradients get close to the real
gradients.

Various gradient leakage attacks have been proposed in the literature. In this work, we adapt the
inverting gradients (IG) method (Geiping et al., 2020) to distribution learning (see Appendix B.2 for
the detailed description of our adaptation). The IG method reconstructs data samples by optimizing a
loss function based on the angles (i.e., cosine similarity) of gradients to find data samples that lead to
a similar change in model prediction as the ground truth. Note that the goal of IG is to reconstruct the
original data samples, which is more ambitious than what the attackers need in our setting. On the
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other hand, recent works on gradient leakage including IG have focused on the server side, where the
true gradients of each individual worker can be easily obtained from model updates. In contrast, the
attackers only obtain approximated batch-level gradients due to model aggregation and subsampling.
Despite these differences, our experiment results show that the IG method is very effective in learning
rP (see Figure 2 in Appendix C.2).

In addition to the IG method, several other existing methods can also be utilized. For instance, the
deep leakage from gradients method (DLG) (Zhu et al., 2019), the latent projection method (Karras
et al., 2020), the DeepInversion method (Yin et al., 2020) and the GradInversion method (Yin et al.,
2021). It is worth noting that the GradInversion method is capable of reconstructing individual images
with high fidelity from averaging gradients even for complex datasets like ImageNet (Deng et al.,
2009), deep networks, and large batch sizes. These approaches can potentially be adopted to learn rP
in more challenging settings.

Policy learning. With the distribution rP estimated in the distribution learning stage, the leader
attacker can build an approximate Markov game ĂM “ pS,A, T 1, r1, Hq by simulating the FL training
environment as follows. We consider the white-box setting where the leader attacker knows the
total number of workers and FL training parameters. To simulate benign workers’ behavior in each
FL epoch, the leader attacker assumes that each benign worker has the same amount of data (i.e.,
pk “ 1

K q, and samples a minibatch that is i.i.d. drawn from the same learned distribution rP for each
benign worker and computes the respective gradients given the current model θtpτq. To simulate the
server’s behavior, the leader agent applies the same aggregation rule as the server to compute the next
model update.

As the attackers are fully cooperative and the leader agent has all the information needed to simulate
system dynamics, we adopt the framework of centralized training with decentralized execution
(CTDE). The centralized training can be implemented by the leader agent and no communication with
other attackers is needed during policy training. The learned policy is shared with all the attackers at
the end of policy training and executed in a decentralized way during attacks.

We use the multi-agent deep deterministic policy gradient (MADDPG) method (Lowe et al., 2017)
to train attack policies in our experiments, mainly because it allows continuous actions and it is
an off-policy algorithm and typically is more sample efficient than on-policy learning algorithms.
However, our attack framework is general to incorporate other MARL methods such as the multi-agent
TD3 (Ackermann et al., 2019) or the multi-agent PPO (Yu et al., 2021).

Since the attackers share the same reward function and differ in the observations only in our setting, it
suffices to train a single centralized action-value function Qµps, a1, ..., aM q for all the attackers and a
shared deterministic policy µ : O Ñ A where O “

Ť

i Oi and A “
Ť

i Ai. We adapt the MADDPG
algorithm to our fully cooperative setting with subsampling and name it CMADDPG (see Algorithm
3 in Appendix B.2).

Attack execution. After policy learning, each selected attacker i sends the crafted gradients according
to the learned policy µ and its local observation oi in the remaining FL epochs. Since attacker i’s
local observation depends on its rank information, the set of attackers need to communicate with each
other in each epoch to share the number of selected attackers as well as their unique identifiers.

3.4 DESIGN CONSIDERATIONS

Space reduction. When we train a small neural network with the federated learning system, it is
natural to use pθtpτq,Atpτqq as the state, and the gradient rg

tpτq`1
i as the action. When we use the

federated learning system to train a large neural network, however, this approach does not scale as it
results in extremely large search space that requires both large runtime memory and long training time,
which is usually prohibitive. To solve this problem, we propose to approximate the state pθtpτq,Atpτqq

and the action g
tpτq`1
i for high-dimensional data. To approximate the state, we use parameters of

the last hidden layer of the current neural network model to replace θtpτq in state pθtpτq,Atpτqq. This
is because because the last hidden layer passes on values to the output layer and typically carries
information about important features of the model (Sun et al., 2014). Note that the true state is still
the full FL model that determines transition probabilities and rewards. We further define the action
aτi as a one-dimension scaling factor aτi P r´1, 1s, and set rg

tpτq`1
i “ aτi ˆ g

tpτq`1
i , which is used to

compute the next state and reward.
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Gradient rescaling. To reduce the chance that the gradients from the attackers are filtered out by
the defense mechanisms (e.g., coordinate-wise median, Krum, or FLTrust), we further rescale the
gradients. When computing the gradients to be sent to the server, the attack method first calculates
the maximum value ζmax and the minimum value ζmin that occur in any dimension of ∇θlpθ

tpτq; zq

for any z in the data samples generated in the distribution learning stage. The original scaling factor
aτ is in r´1, 1s. The rescaled scaling factor ãτ “ aτ ˆ pζmax ´ ζminq{|ζmax| ˆ 0.5 ` pζmax `

ζminq{|ζmax| ˆ 0.5.

Training efficiency. The attackers’ total training time (including distribution learning and policy
learning) should be significantly less than the total FL training time so that the attackers have time to
execute the attacks. In real-world FL training, the server usually must wait for some time (typically
ranging from 1 minute to 10 minutes) before it receives responses from the clients (Yang et al., 2018;
Bonawitz et al., 2019; Kairouz et al., 2019). In contrast, the leader agent does not incur such time
cost in training attackers’ policies using a simulated FL environment. Therefore, an epoch in policy
learning is typically much shorter than an FL epoch, making it possible to train the attack policy with
a large number of episodes. In addition, the leader agent is usually equipped with GPUs, or other
parallel computing facilities and can run multiple training episodes in parallel (Clemente et al., 2017).

Non-i.i.d. data. In the basic approach described above, we propose to simulate benign works’
behavior using mini-batches i.i.d. sampled from the same distribution rP . When the clients’ data are
known to be non-i.i.d., we further consider the following approach that generates data samples from
distributions that are within a Wasserstein ball centered at rP to obtain a more robust attack policy.
More concretely, the data samples are i.i.d. drawn from P “ tP : W1pP, rP q ď maxkPA W1p pPk, rP qu,
where pPk is attacker k’s empirical distribution. In practice, attackers may not obtain prior information
about the data heterogeneity of an FL system. In such case, the attackers may measure the Wasserstein
distances between the empirical data distributions of any two attackers to decide whether to adopt the
non-i.i.d. sampling method. If the Wasserstein distances are similar, the attackers may conclude that
the workers’ data distributions are i.i.d.; otherwise, the workers’ data are non-i.i.d..

3.5 BLACK-BOX MARL ATTACKS

In our white-box MARL attack described above, we assume that the attackers have access to the
server’s algorithm including the aggregation rule Aggr and parameters such as the learning rate η, the
worker subsampling rate κ, and the total number of workers K. In practice, such knowledge might
be unavailable to the attackers. They must estimate these parameters in order to learn an effective
attack policy. We call this attack scenario black-box attacks. Built upon our white-box attack, we
present a black-box MARL attack method. Due to space limitations, we only provide a summary of
the high level ideas in this section and defer the detailed discussion to Appendix B.4.

We first introduce methods to estimate the three missing parameters using global model updates and
the attackers’ local gradients. In particular, we estimate the server’s learning rate η using the model
difference in two consecutive steps when at least one attacker is sampled divided by the average
gradient computed from the attackers’ local data. We use the empirical subsampling rate of the
malicious workers as an estimate of the server’s subsampling rate κ. We estimate the number of
workers w sampled in each time step by comparing the variance of the average gradients across
all sampled workers’ and that of an individual attacker. The estimates of κ and w together give an
estimate of K.

We then propose a method to learn a non-linear approximation of the server’s aggregation rule. In
particular, we use a small neural network with two inputs that model the average gradients of normal
workers and that of malicious workers, respectively. The former is estimated from the learned mixture
distribution rP , while latter is computed using the attackers’ local data.

After parameter estimation, the leader attacker first learns an initial attack policy similar to the
white-box attack. To further improve the quality of the estimated aggregation rule and subsequently
improve the performance of the attack policy, we apply the Adaptation augmented Model-based Policy
Optimization (AMPO) (Shen et al., 2020) method to continuously adapt the aggregation rule and learn
the attack policy. The AMPO method was originally designed to address the distribution mismatch
problem for better policy optimization in Dyna-style model-based reinforcement learning (Sutton,
1990). We adapt the original AMPO by explicitly requiring the model adaptation procedure to learn
a non-linear representation of the aggregation rule. The black-box MARL attack method has the
same three stages as the white-box MARL attacks: distribution learning, policy learning and attack
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execution. The key difference is that the learned policy will be continuously adapted along with
attack execution.

4 IMPACT OF INACCURATE DISTRIBUTION AND DATA HETEROGENEITY

Our MARL attack employs the estimated data distribution rP to simulate the behavior of benign
workers, which can suffer from two types of errors. First, rP can be far away from the true mixture
distribution pP due to inaccurate distribution learning. Second, benign workers may vary in their local
data distributions pPk, which cannot be fully captured by a single mixture distribution. In this section,
we study how the attack performance is affected by these two factors, which provides insights into
properly distributing resources between the three stages of our attack. To simplify the discussion,
we focus on the white-box setting and assume that data samples are drawn from pP when simulating
benign workers in our analysis, ignoring the further optimization discussed in Sections 3.4 and 3.5.

Our analysis is adapted from recent works that study the impact of model inaccuracy on the perfor-
mance of model-based reinforcement learning (Yu et al., 2020; Luo et al., 2018; Zhang et al., 2020)
by addressing two key challenges. First, we need to establish the connection between the inaccuracy
in data distribution rP and the inaccuracy in the corresponding Markov game model as both the
reward function and the transition dynamics depend on rP . Second, although there are different
ways to measure the distance between two models (Yu et al., 2020), it makes more sense to use the
Wasserstein distance to measure the distance between two data distributions. This, however, requires
bounding the Lipschitz constant of the optimal value function (Yu et al., 2020). Although this is a
challenging task for general RL tasks, we are able to show that this is indeed the case in our setting
under the following assumptions. The first assumption models the inaccuracy of distribution learning
as well as the heterogeneity of benign worker’s local data .

Assumption 1. W1p rP , pPkq ď δ for any benign worker k.

We further need the following standard assumptions on the loss function.
Assumption 2. Let Z denote the domain of data samples across all the workers. For any s1, s2 P S
and z1, z2 P Z, the loss function ℓ : S ˆ Z Ñ R satisfies:

1. |ℓps1, z1q ´ ℓps2, z2q| ď L}ps1, z1q ´ ps2, z2q}2 (Lipschitz continuity w.r.t. s and z);
2. }∇sℓps1, z1q ´ ∇sℓps1, z2q}2 ď Lz}z1 ´ z2}2 (Lipschitz smoothness w.r.t. z);
3. ℓps2, z1q ě ℓps1, z1q ` x∇sℓps1, z1q, s2 ´ s1y ` α

2 }s2 ´ s1}22 (strongly convex w.r.t. s);
4. ℓps2, z1q ď ℓps1, z1q ` x∇sℓps1, z1q, s2 ´ s1y `

β
2 }s2 ´ s1}22 (strongly smooth w.r.t. s);

5. ℓp¨, ¨q is twice continuously differentiable with respect to s.

where }ps1, z1q´ps2, z2q}22 “ }s1 ´s2}22 `}z1 ´z2}22. For simplicity, we further make the following
assumption on the FL environment, although our analysis can be readily applied to more general
settings.
Assumption 3. The server adopts FedAvg without subsampling (w “ K). All workers have same
amount of data (pk “ 1

K ) and the local minibatch size B “ 1. In each epoch of federated learning,
each normal worker’s local minibatch is sampled independently from the local empirical data
distribution pPk.

Let M “ pS,A, T, r,Hq denote the true Markov game for the attackers, and ĂM “ pS,A, T 1, r1, Hq

the simulated Markov game when the local distribution of any benign worker is estimated as rP . Let
T ps1|s, aq and rps, a, s1q denote the transition dynamics and reward function for M, respectively.
The following theorem captures the attack performance loss due to inaccurate distribution learning
(see Appendix D for the proof).

Theorem 1. Let JMpπq :“ Eπ,T,µ0
r
řH´1

t“0 rpst, at, st`1qs denote the expected return over H attack
steps under M, policy π and initial state distribution µ0. Let π˚ and rπ be the optimal policies for
M and ĂM respectively, with the same initial state distribution µ0. Then,

|JMpπ˚q ´ JMprπq| ď 2HϵδrpL ` LvqLzη ` 2Ls,

where ϵ “ K´M
K is the fraction of benign nodes, Lv ď

řH´1
t“0 pKF qtpL ` LKF q and KF ď

ϵmaxt|1 ´ ηα|, |1 ´ ηβ|u.
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Figure 2: A comparison of average classification error rates for FL with four different aggregation rules
(coordinate-wise median, FLTrust, Safeguard, and Centered Clipping) on three different datasets (Fashion-
MNIST, CIFAR-10 and ImageNet) for both i.i.d. data and non-i.i.d. data. Key parameters: number of workers =
1, 000, number of attackers = 50, subsampling rate = 20%. All other parameters are set as default. Error bars
indicate the standard deviations. The results for Krum follow similar trends and are omitted to save space.

In practice, the learning rate η is typically small enough so that maxt|1 ´ ηα|, |1 ´ ηβ|u ď 1. In this
case, Lv is bounded by Lp1`KF q

1´KF
ď

Lp1`ϵq

1´ϵ . Therefore, we have |JMpπ˚q´JMprπq| “ OpH ϵ
1´ϵηδq.

To ensure convergence, we typically have η “ Op 1?
H

q (Polyak, 1987), thus |JMpπ˚q ´ JMprπq| “

Op ϵ
1´ϵδ

?
Hq.

Our theoretical result indicates the impact of imperfect information on attack performance, which can
potentially be utilized to derive a proactive defense that manages to increase the attackers’ uncertainty.

5 EXPERIMENTS

We conduct extensive experiments on three real-world datasets: Fashion-MNIST (Xiao et al., 2017),
CIFAR-10 (Krizhevsky et al., 2009) and ImageNet (Deng et al., 2009). We compare the performance
of different FL attack methods: no attack (NA), random attack (RN), inner product manipulation
(IPM) (Xie et al., 2020b), local model poisoning attack (LMP) (Fang et al., 2020), explicit boosting
(EB) (Bhagoji et al., 2019). We further consider three variants of our RL-based methods, namely,
RL with a single attacker (RL), RL with multiple independent attackers (IRL), and the proposed
MARL attacks, to understand the advantage of multi-agent coordination in attacking FL systems.
For our MARL attacks, we consider both white-box attack (WM) and black-box attack (BM). We
consider the FL settings where the server is equipped with one the following defense mechanisms:
Krum (Blanchard et al., 2017), coordinated-wise median (Yin et al., 2018), FLTrust (Cao et al., 2020),
Safeguard (Allen-Zhu et al., 2020) and Centered Clipping (Karimireddy et al., 2021). See Appendix
C for details of the datasets, experimental setups, and additional results.

Results. Due to no-myopic policy learning, our model-based RL methods (RL, IRL, and MARL)
consistently outperform existing methods that craft model updates myopically with heuristics such as
LMP, EB and IPM by a large margin (see Figure 2). For instance, both the white-box MARL attack
and the black-box MARL attack achieve misclassification rates of above 0.80 for Fashion-MNIST
dataset (both i.i.d. and non-i.i.d.) when the server is equipped with FLTrust. In comparison, the
misclassification errors of all the existing baselines are below 0.30. Adaptive defenses such as
Safeguard and Centered Clipping provide a higher degree of robustness due to their capability of
limiting time-coupled attacks. However, they are still vulnerable to our reinforcement learning based
attacks. As shown in Figure 2, the MARL attacks achieved a classification error rate of over 60% for
all the three datasets, while that of all other baseline attacks are below 25% under these two defenses.

Impact of distribution learning. We expect that higher quality of distribution learning allows the
attackers to learn better attack policies, which is confirmed in Figure 3(a), where the misclassification
rates increase as the threshold ν of distribution learning reduces. On the other hand, even when the
attackers use random data samples as the dummy data (DLR), the misclassification rates still reach
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Figure 3: A comparison of average classification error rates and Wasserstein distance by varying configurations
of RL-based methods for FL with FLTrust defense rule on Fashion-MNIST with i.i.d. data. Error bars indicate
the standard deviations. In (a) and (c), DL: default distribution learning; NDL: no distribution learning; DLR:
distribution learning with random dummy data. In (d), FC: coordination in all the stages; NC: no coordination;
CDL: coordinated distribution learning and uncoordinated policy learning.

above 0.55 for both white-box attacks and black-box attacks. In comparison, without distribution
learning, the misclassification rates of the RL-based attack methods (NDL) drop to a level below 0.5.
Further, coordinated distribution learning allows the proposed MARL methods to learn the mixture
distribution substantially more efficiently than RL and IRL. As shown in Figure 3(b), it takes 206 FL
epochs and 224 epochs for WM and BM to learn an mixture distribution rP that is within ν “ 0.1

Wasserstein distance from the empirical distribution pP . Nevertheless, it takes 458 FL epochs for IRL
to learn the same quality of mixture distribution.

White-box vs. Block-box attacks. The attackers’ knowledge of the server’s aggregation rule also
largely influences attack performance (see Figure 3(c)). The attack performance increases from 0.497
when the attackers use a completely false aggregation rule (False) such as the average aggregation
rule to 0.90 when the attackers knows the true aggregation rule (WM). When the attackers use the
black-box attacks (BM) with policy adaptation, the classification error rate reaches 0.873, which is
on par with the white-box attacks. This is partly due to the effectiveness of our proposed method for
estimating server’s parameters in the i.i.d. setting, such as learning rate (actual η “ 0.001 vs. estimate
η̃ “ 0.0012), the subsampling rate (actual κ “ 20% vs. estimate κ̃ “ 19.7%), and the number
of total workers (actual K “ 1, 000 vs. estimate K̃ “ 1, 083). More importantly, the continuous
model adaptation significantly improves the quality of the estimated non-linear aggregation rule and
consequently the quality of policy learning. Even the black-box attack that learns a linear aggregation
rule (BM(Linear)) outperforms the polynomial attack policy (Polynomial) and the linear attack policy
(Linear) without model adaptation. This indicates the striking usefulness of model adaption in policy
learning.

Importance of coordination. Among the three RL-based methods, the proposed MARL methods
(WM and BM) perform the best due to better coordination among the attackers in distribution
learning, policy learning and attack execution. To further understand the importance of multi-agent
coordination in learning effective attacks, we investigate the use of coordination in different stages of
our model-based RL attack method (see Figure 3 (d)). With full coordination (FC) in distribution
learning, policy learning and attack execution, the MARL methods achieve a misclassification rate of
above 0.80. This is in comparison to below 0.60 when no coordination (NC) involved in the RL-based
methods. When the RL-based methods has coordinated distribution learning and uncoordinated policy
learning (CDL), the attack performance lies in between at around 0.70. These results demonstrate the
important role of multi-agent coordination in attacking federated learning systems.

6 CONCLUSION

We propose a multi-agent reinforcement learning attack framework to learn a non-myopic attack
policy that can effectively compromise FL systems even with advanced defense mechanisms applied.
Our attack framework can be extended to incorporate advances in meta-learning (Finn et al., 2017;
Gupta et al., 2018) to generalize the learned policy to different training tasks. For instance, the leader
attacker can first learn a distribution over different tasks and train a model-agnostic policy with the
learned distribution by utilizing model-agnostic meta-learning (MAML) (Finn et al., 2017). Given a
new task, the leader attacker can then train an attack policy fast by adapting from the model-agnostic
policy with few shots. We envision that this approach can be especially useful when similar tasks are
trained over different sets of clients. While we focus on untargeted attacks against FL systems in
this paper, our attack framework can be extended to targeted attacks or backdoor attacks. Another
direction is to investigate novel methods to defend our adaptive attack methods. One possible solution
would be to dynamically adjust FL parameters such as the subsampling rate or the aggregation rule.
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APPENDIX

A APPENDIX TO SECTION 1: INTRODUCTION

A.1 BROADER IMPACT

To study the vulnerabilities of federated learning, we propose a model-based multi-agent reinforce-
ment learning attack framework. Our work shows that non-myopic attacks with coordinated attackers
can break federated learning systems even when they are equipped with sophisticated defense rules
such as FLTrust (Cao et al., 2020), Safeguard (Allen-Zhu et al., 2020) and Centered Clipping (Karim-
ireddy et al., 2021). This reveals the urgent need of developing more advanced defense mechanisms
for federated learning systems. While we have focused on adversarial attacks against federated
learning in our work, we note that one possible solution to defending RL-based attacks would be to
dynamically adjust FL parameters such as the subsampling rate or the aggregation rule. Future work
is needed to identify how best to do so.

B APPENDIX TO SECTION 3: MARL ATTACK FRAMEWORK AGAINST
FEDERATED LEARNING

B.1 MORE DETAILS OF MARL

In addition, our MARL framework allows the attackers to incorporate stealthiness constraints (e.g.,
similar to the regularization term in Eq. 3 of (Bhagoji et al., 2019)) into the attack objective as the
attackers can estimate the average of the gradients of all the other workers in the previous epoch.

Impact of FL dynamics on the performance of MARL. In practice, the number of workers may
vary. Since the MARL attack framework learns an approximation of the distribution of the aggregated
data, our methods still apply even when new workers are added after the distribution learning stage
as long as their local data distributions do not deviate significantly from the estimated distribution.
Theorem 1 demonstrates that the performance loss is bounded in this case.

Another scenario to consider is that the number of data points on each worker can also change.
Our theoretical results indicate that the learned attack policy remains effective because inaccurate
estimation on the number of data points has limited impact on distribution learning and policy
learning, as long as workers’ local data distributions do not differ greatly.

B.2 ALGORITHMS

In this subsection, we present the detailed algorithms for federated learning (Algorithm 1), distribution
learning (Algorithm 2), cooperative multi-agent deep deterministic policy gradients (Algorithm 3).

Algorithm 1 Federated Learning
Input: Initial weight θ0, K workers indexed by k, size of subsampling w, local minibatch size B,
step size η, number of global training steps T
Output: θT
Server executes:

for t “ 0 to T ´ 1 do
St Ð randomly select w workers from K workers
for each worker j P St in parallel do

gt`1
j Ð WorkerUpdate(j, θt)

end for
gt`1 Ð Aggrpgt`1

k1
, ..., gt`1

kw
q, ki P St

θt`1 Ð θt ´ ηgt`1

end for
WorkerUpdatepj, θq:

Sample a minibatch b of size B
g Ð 1

B

ř

zPb ∇θℓpθ, zq

return g to server
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Inverting gradients based distribution learning. As shown in Algorithm 2, , the leader agent
uses all the M attackers’ local data to serve as the dummy data Ddummy. For each epoch tpτq

that at least one attacker is selected, the leader agent obtains the model update from one of the
attackers and calculates the batch-level gradient ḡτ . It then reconstructs the data samples used to
generated the gradient by iteratively solving the following optimization problem: argminxPRn,yPR 1´

x∇θℓpθ;px,yqq,ḡτ
y

}∇θℓpθ;px,yqq}¨}ḡτ }
` βTV pxq, where n is the dimension of x, TV pxq is the total variation (Rudin

et al., 1992) of x, and β is a fixed parameter. For each data point, the inverting gradients algorithm
terminates after max iter iterations. After data reconstruction in each epoch τ , all the reconstructed
data will be added to the set of dummy data. The approximated mixture distribution rP pτq consists
of the reconstructed data up to tpτq and the M attackers’ local data. To determine whether an
approximated distribution is sufficiently accurate, we measure the 1-Wasserstein distance (with
the Euclidean norm as the distance metric) (Vaserstein, 1969) W1p rP pτ ´ 1q, rP pτqq between the
approximated distributions of the two consecutive attack steps. We use the data points across all the
workers in the previous step and the current step to approximate the previous and current mixture
distributions. The distribution learning algorithm terminates when the Wasserstein distance is below
a predefined threshold ν. After distribution learning, the leader agent shares the learned distribution
rP with all the attackers.

Algorithm 2 Distribution Learning
Input: Wasserstein distance threshold for termination ν, number of iterations for inverting gradients
max iter, step size for FL η and step size for inverting gradients η1, model parameters tθtpτqu

Output: rP

Wasserstein distance W p rP p´1q, rP p0qq Ð 8, τ Ð 0
Ddummy Ð M attackers’ local data
while W p rP pτ ´ 1q, rP pτqq ą ν do
τ Ñ τ ` 1
Compute the aggregated gradients using ḡτ Ð pθtpτ´1q ´ θtpτqq{pηptpτq ´ tpτ ´ 1qqq

for px, yq P Ddummy do
px0, y0q Ð px, yq

for i “ 0 to max iter ´ 1 do
∇θℓpθ

tpτq; pxi, yiqq Ð Bℓpθtpτq; pxi, yiqq{Bθ

Li Ð 1 ´
x∇θℓpθtpτq;pxi,yiqq,ḡτ

y

||∇θℓpθtpτq;pxi,yiqq||¨||ḡτ ||
` βTV pxiq

xi`1 Ð xi ´ η1∇xi
Li, yi`1 Ð yi ´ η1∇yi

Li

end for
end for
Add newly all reconstructed data points px, yq to Ddummy

Compute the current approximated mixture distribution rP pτq with all the reconstructed data
points and the M attackers’ local data
Compute the Wasserstein distance W p rP pτ ´ 1q, rP pτqq

end while

Cooperative Multi-Agent Deep Deterministic Policy Gradient (CMADDPG). We let all the
agents (attackers) share the same action-value function Qµps, a1, ..., aM q and the same policy
µϕp¨|oiq with parameters ϕ. Note that although the attackers share the same policy, their ac-
tions in each step vary due to the unique observations they receive. Using the chain rule, we
can derive the gradient of the expected return Jpϕq “ Er

řH´1
τ“0 rτ s as follows: ∇ϕJpϕq “

Es,a„Dr
řM

i“1 ∇ϕµϕpoiq∇ai
Qµps, a1, . . . , ai, . . . , aM q|ai“µpoiqs, where the experience reply buffer

D contains tuples tps, r, s1, a1, . . . , aM qu. Note that for attacker i not selected by the server in a
certain step, its action does not affect the Qµ value, which implies that ∇ai

Qµ “ 0 for any ai when
the state indicates that attacker i is not sampled. Hence, the policy gradient formula makes sense
even when subsampling is applied. Similar to (Lowe et al., 2017), the shared action-value function
Qµ is updated by minimizing the loss:

Lpϕq “ Es,a,r,s1 try ´ Qµps, a1, . . . , aM qs2u, y “ r ` Qµ1

ps1, a1
1, . . . , a

1
M q|a1

k“µ1pokq. (1)

where µ1 is the target policy with delayed parameters ϕ1.
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Algorithm 3 Cooperative Multi-Agent Deep Deterministic Policy Gradient (CMADDPG)
for episode “ 1 to max episode do

Initialize a random process N for action exploration
Receive initial state s
for τ “ 1 to H do

for each attacker i, select action ai “ µϕpoiq ` Nτ w.r.t the current policy and exploration
Execute actions a “ pa1, . . . , aM q and observe reward r and new state s1

Store ps, a, r, s1q in replay buffer D
s Ð s1

Sample a random minibatch of C samples psj , aj , rj , s1jq from D
Set yj “ rj ` Qµ1

ps1j , a1
1, . . . , a

1
M q|a1

k“µ1pojkq

Update critic by minimizing the loss:
Lpϕq “ 1

C

ř

jryj ´ Qµpsj , aj1, . . . , a
j
M qs2

Update actor using the sampled policy gradient:
∇ϕJ « 1

C

ř

j

ř

i ∇ϕµϕpoji q∇ai
Qµpsj , aj1, . . . , ai, . . . , a

j
M q|ai“µpoji q

Update target network parameters ϕ1 Ð α1ϕ ` p1 ´ α1qϕ1

end for
end for

B.3 BLACK-BOX MARL ATTACKS

B.3.1 PARAMETER ESTIMATION

We describe parameter estimation in detail. The estimation of the learning rate η , the subsampling
rate κ and the total number of workers K take place in distribution learning and the estimation of
aggregation rule Aggr happens in policy learning.

Estimating learning rate η. According to the FL algorithm (see Algorithm 1), we know θt “

θt´1 ´ ηgt. Thus, we have η “ pθt´1 ´ θtq{gt. Here, both θt´1 and θt are the FL model parameters
known the attackers, while gt is average gradients of all the selected workers, which is unavailable
to the attackers. We approximate gt by using the attackers’ average gradients. That is, gt «
1
m

řm
k“1 g

t`1
k . Thus, the learning rate at tpτq can be estimated as η̃τ “ mpθtpτ´1q ´ θtpτqq{pptpτq ´

tpτ ´1qq
řm

k“1 g
τ´1
k q. We further assume that η̃τ P r´0.1, 0.1s and drop any values out of this range,

and estimate the learning rate η̃ as the average of valid η̃τ over the first h time steps, where h is the
terminating epoch of distribution learning. We note that this estimate is accurate when the mixture of
the attackers’ local distributions represents the mixture of all the workers’ distributions.

Estimating subsampling rate κ. In practice, the subsampling rate among the malicious workers
should be equal to that among all workers if the selected workers are uniformly distributed. Thus, we
propose to use the empirical subsampling rate of the malicious workers as an estimate of the server’s
subsampling rate κ. The estimated subsampling rate is calculated by κ̃ “

řh
τ“0

mτ

hM , where mτ is
the number of selected malicious workers at time τ , and M is the total number of malicious workers.

Estimating total number of workers K. We propose to estimate the total number of workers K by
utilizing properties of the variance of the malicious workers’ gradients. Consider any attack step τ .
Let Xk “ gkpθtpτq, zkq denote the average gradient of worker k obtained from a randomly selected
batch where zk „ Pk and Pk is the local distribution of selected attacker k. Let sX “ 1

w

řw
k“1 Xk

denote the average of Xk across all workers. Let Vk and V denote the variance of Xk and sX ,
respectively. Under the assumption that local data distributions are independent across workers, we
have V “ V arp 1

w

řw
k“1 Xkq “ 1

w2

řw
k“1 V arpXkq “ 1

w2

řw
k“1 Vk. Assuming all the workers have

similar variances, we further have V “ 1
pwq2

řw
k“1 Vk « 1

pwq2
wVk “

Vk

w for any k. Therefore, the

total number of workers can be estimated as K « w
κ̃ “

Vk

κ̃V , where κ̃ is the estimated subsampling
rate.

Since Vk can be easily estimated for any malicious worker k, the problem then boils down to
estimating V . Since the attackers have no access to normal workers’ data, they are unable to
compute the exact average gradients of all the workers when the subsampling rate is less than
1. We note that the average gradients of all the workers can be approximated by the attackers’
average gradients if all the workers’ data follows a similar local distribution. In this case, we
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have sX “ 1
w

řw
k“1 gkpθtpτq, zkq « 1

mτ

řmτ

k“1 gkpθtpτq, zkq. To estimate µp sXq, the expectation
of sX , we use samples of sX from adjacent time steps by utilizing the fact that the values of θt

are close for adjacent t. That is, µp sXq “ Etzk„Pkur 1
w

řw
k“1 gkpθtpτq, zkqs « ḡτ , where ḡτ “

pθtpτq ´ θtpτ`1qq{pηptpτ ` 1q ´ tpτqqq is the average of sX between two consecutive attack steps.
We then get an estimation of V at tpτq as V τ « Etzk„Pkurp 1

mτ

řmτ

k“1 gkpθtpτq, zkq ´ ḡτ q2s and
define K̃τ “

V τ
k

κ̃V τ where V τ
k is an estimation of Vk at tpτq. We take the average of K̃τ over h steps

as an estimation of K where we drop the values of K̃τ that are less than 2M , which is a reasonable
assumption. We observed that a batch of 20 data samples from each selected attacker is sufficient to
estimate V and Vk in our setting.

Learning aggregation rule Aggr. To learn the aggregation rule Aggr, the malicious workers should
learn an aggregation rule that takes inputs from all the selected workers. However, the malicous
workers only have an estimation of the mixture distribution of normal workers’ data, and do not
obtain information of each individual worker’s local data. In addition, it is usually computationally
prohibitive to reconstruct the exact aggregation rule due to the high dimensionality and limited data
samples available. We propose to use the estimated average gradients based on the observation that
the weights for normal workers’ inputs do not significantly influence the attack performance when
the data is i.i.d.. It is convenient to assume the FL system consists of one normal worker and the
malicious workers.

In particular, we propose to use a small neural network with parameters ϕpoly to approximate a non-
linear polynomial aggregation rule Aggrpoly. This is done by replacing the known aggregation rule
Aggr with the neural network ϕpoly that estimates the parameters of Aggrpolypgkpθτ q, ḡpθτ qqkPrmτ s,
where gkpθτ q “ Ezk„Pk

rgkpθτ , zkqs denotes the average gradients of the selected malicious worker
k P rmτ s, and ḡ refers to the estimated average gradients of all the selected workers. The attackers
estimate the average gradients of all the selected workers ḡpθτ q “ 1

w

řw
i“1 Ezk„ rP rgipθ

τ , zkqs, where
rP is the approximated distribution of aggregated data in distribution learning. At time step tpτq,
the aggregated gradients ḡτ “ pθτ´1 ´ θtpτqq{pηptτ ´ tτ´1qq. Given the pooled model parameters
tθτ

1

uτ 1ďτ , we have the pooled aggregated gradients tḡτ
1

uτ 1ďτ . The parameters ϕpoly can be then
estimated by minimizing the loss ||ḡτ ´ ϕpolypgkpθτ q, ḡpθτ qqkPrmτ s||

2
2.

B.3.2 BLACK-BOX MARL ATTACKS WITH MODEL ADAPTATION

After approximating the aggregation rule, the leader attacker first learns an initial attack policy using
the CMADDPG algorithm with a small number of FL training epochs (i.e., ns ăă T ). We denote
the learned initial attack policy by πpoly.

In black-box attacks, it might be insufficient to only use the initial policy because the inaccurate esti-
mates of the server’s parameters, especially inaccurate aggregation rule Aggr can lead to inaccurate
simulations of the server’s behavior. As a result, the learned Markov game model is also inaccurate,
yielding a suboptimal attack policy. To improve the quality of the trained attack policy, the leader
attacker must continuously adapt the Markov game model as more data become available.

Following the original AMPO algorithm (Shen et al., 2020), the black-box attack algorithm
adopts an alternative optimization between the model training and model adaptation (see Algo-
rithm 4). The dynamics model T̂ϕ is defined by T̂ϕpsτ`1|sτ , aτ q “ N pµϕpsτ , aτ q,

ř

ϕpsτ , aτ qq,
where µϕ and

ř

ϕ are the mean and covariance matrix of the Gaussian distribution. We col-
lect the trajectories psτ

1

, aτ
1

, sτ
1
`1, rτ

1

q since the beginning of policy learning τpl. We initial-
ize the dynamics model T̂ϕ with bootstrapped samples selected from the environment buffer
De “ tpsτ

1

, aτ
1

, sτ
1
`1, rτ

1

quτplďτ 1ďτ that stores the real data collected from step τpl to current
step τ . Unlike random policy as the initial policy in the original AMPO, our proposed method
adopts the pre-trained policy πpoly as the initial policy for better performance. Note that we need
to approximate the transition function because AMPO explicitly adapts the transition function to
improve the accuracy of the trained Markov game model.

Markov game model training. The objective of model training is to minimize the negative
log-likelihood loss: LT̂ pϕq “

řN
τ“1rµϕpsτ , aτ q ´ sτ`1sJ

ř´1
ϕ psτ , aτ qrµϕpsτ , aτ q ´ sτ`1s `

log det
ř

ϕpsτ , aτ q, where det refers to the determinant. This model is used to generate q´length
simulated rollouts branched from the states sampled from the environment buffer De. Each time
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the next state is predicted using the current policy, the simulated data is then added to the model
buffer Dm. Then we train the policy using the CMADDPG algorithm on both real and simulated data
from two buffers with a certain ratio rs. The CMADDPG algorithm trains a deterministic policy by
minimizing the loss Lpϕq defined by Eq. 1.

Markov game model adaptation. We use the first several layers as the feature extractor fg to
represent the aggregation rule with corresponding parameters ϕg, and the remaining layers as the
decoder fd with parameters ϕd. Thus, we have T̂ “ fd ˝ fg and ϕ “ tϕg, ϕdu. Since we explicitly
designate the feature extractor to approximate the server’s aggregation rule, the feature extractor
consists of six parameters as the neural network ϕpoly does. We minimize the 1-Wasserstein distance
between two feature distributions Phe and Ppe , where he “ fe

g pse, aeq and hg “ fm
g psm, amq. The

1-Wasserstein distance can be estimated by using a critic network fc with parameter ω to maximize
the loss LWDpϕe

g, ϕ
m
g , ωq “ 1

Ne

řNe

i“1 fcphi
eq ´ 1

Nm

řNm

j“1 fcphj
mq. The algorithm optimizes the

feature extractor to minimize the estimated 1-Wasserstein distance in order to learn the aggregation
rule that is invariant to the real data and simulated data after approximating the 1-Wasserstein
distance. That is, the model adaptation procedure is achieved by solving the following minimax
objective: minϕe

g,ϕ
m
g
maxω LWDpϕe

g, ϕ
m
g , ωq ´ α ¨ Lgppωq, where α is the balancing coefficient and

Lgppωq “ EPh̃
rp}∇fcph̃q}2 ´1q2s is the gradient penalty loss for the critic to enforce 1-Lipschitz and

Ph̃ is the distribution of uniformly distributed linear interpolations of Phe and Phm . The algorithm
alternates between training the critic to estimate the 1-Wasserstein distance and training the feature
extractor of the dynamics model to learn transferable features.

In black-box attacks, individual malicious workers send observations (i.e., the rank information)
to the leader attacker. The leader attacker trains the attack policy πϕ and then sends the actions to
individual malicious workers to execute. Unlike separated policy learning and attack execution in
white-box attacks, policy learning and attack execution are integrated in black-box attacks.

Algorithm 4 Black-box MARL Attacks
Estimate learning rate η

Learn the mixture distribution of the aggregated data rP using Algorithm 2
Estimate subsampling rate κ, the total number of workers K, the aggregation rule Aggrpoly
Train an attack policy πpoly with Aggrpoly for ns FL training epochs using Algorithm 3
Initialize policy πϕ Ð πpoly, dynamics model T̂ϕ, environment buffer De, model buffer Dm

for step “ 1 to max step do
Each attacker takes an action in the environment using the policy πϕ; add the sample ps, a, s1, rq

to De, where a “ pa1, ..., aM q

if every E real timesteps are finished then
Perform G1 gradient steps to train the model T̂ϕ with samples from De

for F model rollouts do
Sample a state s uniformly from De

Use policy πϕ to perform a q´step model rollout starting from s; add to Dm

end for
Perform G2 gradient steps to train the feature extractor (to approximate the aggregation rule)
with samples ps, aq from both De and Dm by the model adaption loss LWD

end if
Perform G3 gradient steps to train the policy πϕ with samples ps, a, s1, rq from De Y Dm

end for

C APPENDIX TO SECTION 5: EXPERIMENTS

C.1 EXPERIMENTAL SETUPS

Datasets. We consider three real world datasets: Fashion-MNIST (Xiao et al., 2017) and CIFAR-
10 (Krizhevsky et al., 2009) and ImageNet (Deng et al., 2009). Fashion-MNIST includes 60,000
training examples and 10,000 testing examples, where each example is a 28×28 grayscale image,
associated with a label from 10 classes. CIFAR-10 consists of 60,000 color images in 10 classes of
which there are 50, 000 training examples and 10,000 testing examples. ImageNet has 1,000 object
classes and contains 1,281,167 training images, 50,000 validation images and 100,000 test images.
For ImageNet, we select a random subset of 60, 000 from the training images as the training dataset,
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and 10, 000 from the testing images as the testing dataset. We randomly split each of the datasets into
1, 000 groups, each of which consists of the same number of training samples and the same number
of testing samples. For the i.i.d. setting, we randomly split the dataset into 1, 000 groups, each of
which consists of the same number of training samples and the same number of testing samples.
For the non-i.i.d. setting, we follow the method of (Fang et al., 2020) to quantify the heterogeneity
of the data. We split the workers into 1, 000 groups and model the non-i.i.d. federated learning by
assigning a training instance with label c to the c-th group with probability pr and to all the groups
with probability 1 ´ pr. A higher pr indicates a higher level of heterogeneity. For for non-i.i.d. data,
we set the degree of non-i.i.d. pr “ 0.5 as the default setup.

Federated learning settings. We adopt the following parameters for the federated learning models:
learning rate η “ 0.001, number of total workers = 1,000, number of attackers = 50 (0 for NA and 1
for RL), subsampling rate = 20%, and number of total epochs = 1,000. For Fashion-MNIST, we train
a neural network classifier consisting of 8 ˆ 8, 6 ˆ 6, and 5 ˆ 5 convolutional filter layers with ELU
activations followed by a fully connected layer and softmax output. This neural network is used in
the tutorial for CleverHans (Papernot et al., 2018) and in (Sinha et al., 2018). For CIFAR-10, we use
a 7-layer CNN with the following layers: input layer of size 32 ˆ 32 ˆ 3; convolutional layer with
ReLU of size 3 ˆ 3 ˆ 30; max pooling layer of size 2 ˆ 2; convolutional layer with ReLU of size
3 ˆ 3 ˆ 50; max pooling layer of size 2 ˆ 2; a fully connected layer with ReLU of size 200, and an
output layer of size 10. We use softmax on the output. For ImageNet, we use the ResNet-18 (He et al.,
2016). We measure the top-1 error rates for Fashion-MNIST and CIFAR-10, and the top-5 error rates
for ImageNet. We set the local batch size B “ 8. We implement the FL model with PyTorch (Paszke
et al., 2019) and run all the experiments on the same 2.30GHz Linux machine with 16GB NVIDIA
Tesla P100 GPU. We run all the experiments for 20 times and report the mean. Since the standard
deviations are below 0.04, we omit them for better visualization.

Distribution learning settings. In distribution learning, we set the step size for inverting gradients
η1 “ 0.001, the total variation parameter β “ 0.01, the threshold for distribution learning ν “ 0.1
and the number of iterations for inverting gradients max iter “ 6, 000, and learn the mixture data
distribution by using the attackers’ data as dummy data.

Policy learning settings. In policy learning, we adopt a PyTorch implementation of the CMADDPG
based on the original MADDPG (Lowe et al., 2017). The default parameters are described as the
following: number of policy training epochs = 300, number of policy training episodes max episode
= 6, 000 and α1 “ 0.01 for updating the targeting networks. We train the 6, 000 episodes in our
experiments. Note that the length of each simulating epoch is typically shorter than the length of each
real FL training epoch. In our experiments, we assume that the server waits for 15 seconds to receive
the updates from the workers before performing an model aggregation. In addition, the total number
of FL training epochs is fixed. We fix the number of simulating epochs in each episode in policy
learning. Since the number of epochs for distribution learning varies across datasets, the number of
policy learning epochs H also varies.

Black-box MARL settings. The hyperparameter settings for black-box MARL attackers are
described as follows. The coefficient for gradient penalty α “ 10. The number of total steps
max step “ 10, 000. The real steps between model training E “ 250. We set the model adaption
batch size as 256. The model rollout batch size is 10, 000. We set the steps for model training
G1 “ 100 The model adaption updates G2 “ 40, the rollout length q “ 1, the policy updates per
real step G3 “ 20. For training the initial policy πpoly , we use a small neural network that consists of
6 ˆ 6, and 5 ˆ 5 convolutional filter layers, followed by a fully-connected layer and a softmax layer.
We use multilayer perceptron (MLP) with four hidden layers (as the feature extractor) and one output
layer (as the decoder) of size 200 to approximate the aggregation rule.

C.2 MORE EXPERIMENTAL RESULTS

Subsampling rate. As the subsampling rate increases, the performance of the RL-based attacks also
increases significantly (see Figure 1 (left)). For instance, the black-box MARL attack increases from
0.512 to 0.921 when the subsampling rate changes from 5% to 30% with FLTrust on Fashion-MNIST
and i.i.d. data. This is due to the fact that the attackers have a higher probability of being selected
by the server, leaving more time for the attackers to learn the attack policy and execute the attacks.
Noticeably, even if the subsampling rate is as low as 5%, both MARL attack methods (WM and BM)
substantially outperform all the other baselines with a subsampling rate as high as 30%.
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Figure 1: A comparison of classification errors on Fashion-MNIST with i.i.d. data with FLTrust defense rule
by varying the level of subsampling (left) and the number of attackers (right). Key parameters: number of
workers = 1, 000, number of attackers = 50 (left), subsampling rate = 20% (right). All other parameters are set
as default.

Figure 2: A comparison of Wasserstein distance between the true mixture distribution ( pP ) and the
learned distribution ( rP ) on Fashion-MNIST when the server applies non ´ i.i.d. data for FL with
FLTrust defense rule. Key parameters: number of workers = 1, 000, number of attackers = 50,
subsampling rate = 20%. All other parameters are set as default.

Number of attackers. As the number of attackers increases, the performance of all the attack
methods also increases (see Figure 1 (right)). However, the degree of increment differs. Specifically,
the three RL-based methods obtain significant jumps when the number of attackers increase from 20
to 70. For instance, the white-box MARL method increases from 0.658 to 0.941. Nevertheless, the
existing baselines only have a slim increment. Even with 20 attackers, the proposed MARL methods
(WM and BM) significantly outperform existing baselines with a number of attackers as much as 70.

Computation time. The training time mainly comes from learning an accurate estimation of
the mixture distribution of the aggregated data pP , and learning an attack policy π. For a typical
subsampling rate (e.g., 20%) and distribution learning threshold (e.g., ν “ 0.1), the distribution
learning stage usually takes only a small portion (e.g., less than 25%) of the total FL epochs before
convergence. The distribution learning time also depends on the degree of data heterogeneity. A
higher degree of heterogeneity requires a longer time for distribution learning (see Figure 2). The time
for policy learning in stage two largely depends on the number of training epochs used to simulate the
FL dynamics in each training episode, and the number of training episodes used by the attackers. The
larger of the two factors, the more training time is required. In practice, the server usually needs to
wait for some time (typically a few minutes) in order to receive the gradients from the clients before
conducting model aggregation. In addition, if the leader agent has access to GPUs or other parallel
computing facilities, it can run multiple training episodes in parallel (Clemente et al., 2017). When
the policy is trained with a large number of episodes, there is no need to simulate the complete FL
process for T epochs. It suffices to consider much shorter epochs in practice.

Time allocation (in terms of FL epochs) for each stage. In our experiments, we set the total
number of FL epochs as 1, 000. Different RL-based algorithms may require different numbers of
epochs for distribution learning depending on the quality threshold ν (See Table 1). The numbers of
FL epochs left for policy learning and attack execution thus also vary. As the threshold ν decreases,
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it takes more FL epochs for distribution learning for all the RL-based methods. However, the MARL
methods (WM and BM) require substantially fewer FL epochs than IRL does. As a result, it leaves
more FL epochs for policy learning and attack execution.

For black-box MARL (i.e., BM), both the policy learning and attack execution happen in the same
phase. For instance, the numbers of FL epochs in both policy learning and attack execution for BM
(ν “ 0.1) are 776. Among the 776 epochs, it takes 56 FL epochs for training the initial policy πpoly .
The remaining 720 FL epochs are used for training the black-box MARL attack policy. For all other
RL-based methods, the number of the policy learning is 300. Table 1 shows that both MARL methods
(WM and BM) significantly reduce the time for distribution learning compared to IRL due to better
coordination in distribution learning.

Table 1: A comparison of training time (in number of epochs) in each stage for RL-based attacks
against FL with FLTrust defense rule on Fashion-MNIST with i.i.d. data. Key parameters: number
of workers = 1,000, number of attackers = 50, subsampling level = 20%. All other parameters are set
as default.

Attack Method Distribution learning Policy learning Execution Classification error

WM (ν “ 0.1) 206 300 496 0.901
WM (ν “ 0.2) 172 300 528 0.841
WM (ν “ 0.3) 151 300 549 0.783
BM (ν “ 0.1) 224 776 776 0.873
BM (ν “ 0.2) 185 815 815 0.802
BM (ν “ 0.3) 170 830 830 0.754
IRL(ν “ 0.1) 458 300 242 0.632
IRL (ν “ 0.2) 424 300 276 0.531
IRL (ν “ 0.3) 376 300 324 0.376

Choices of MARL algorithms. We choose the MADDPG algorithm for two reasons: first, it is
easy to implement; second, as an off-policy algorithm, MADDPG is typically more sample efficient
than on-policy learning algorithms. Our results show that when we replace the MADDPG with
the multi-agent version PPO (Chao et al., 2021), the attack performance of our MARL method
changes only slightly. For instance, when the server is equipped with FLTrust and when we run the
experiments on CIFAR-10 with i.i.d. data, the average classification errors for the PPO-based MARL
method only improves to 0.841 from MADDPG’s 0.823, which is less than 2.2%.

Patterns of MARL attacks. There are two main characteristics of the proposed MARL attacks:
first, the attack magnitude (i.e., the noises added to the original gradients) and the angle (i.e., cosine
similarity) between the crafted updates and the normal model updates for differently ranked malicious
workers are usually different; second, the variance of the attack magnitude and the variance of the
angle are also different depending on the aggregation rule used by the server. One observation is that
more sophisticated defense mechanisms typically require larger variation in the magnitude and the
angle. For instance, the variances of attack magnitude and cosine similarity in FLTrust, Safeguard and
Centered Clipping are significantly larger than that in other defense rule settings such as averaging,
coordinate-wise median, and Krum. See Table 2 for a comparison.

Table 2: A comparison of variances in the attack magnitude and the cosine similarity between the
crafted updates and the normal model updates for white-box MARL (WM) attacks against FL with
different defense rules on CIFAR-10 with i.i.d. data. Key parameters: number of workers = 1,000,
number of attackers = 50, subsampling level = 20%. All other parameters are set as default.

Measurement / Defense Averaging Median Krum FLTrust Safeguard Centered Clipping

Variance of magnitude 0.081 0.132 0.144 0.247 0.321 0.317
Variance of cosine similarity 0.042 0.093 0.127 0.356 0.393 0.364
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D PROOF OF THEOREM 1

D.1 PRELIMINARIES

Our theoretic analysis relies on the following definitions and results. First, we formally define the
Wasserstein distance (Vaserstein, 1969), which will be used to measure the distance between the
estimated and true data distributions as well as the distance between the corresponding transition
dynamics introduced by different data distributions.
Definition 1. (Wasserstein distance) Let pM, dq be a metric space and PppMq be the set of all prob-
ability measures on M with pth moment, then the pth Wasserstein distance between two probability
distributions µ1 and µ2 in PppMq is defined as:

Wppµ1, µ2q :“

ˆ

inf
jPJ

ż ż

dps1, s2qpjps1, s2qds1ds2

˙1{p

where J is the collection of all joint distributions j on M ˆ M with marginals µ1 and µ2.

In the following, we focus on 1-Wasserstein distance and denote W pµ1, µ2q :“ W1pµ1, µ2q. Wasser-
stein distance is also known as “Earth Mover’s distance” that measures the minimum expected
distance between two pairs of points where the joint distribution is constrained to match their corre-
sponding marginals . Compared with Kullback-Leibler (KL) divergence and Total Variation (TV)
distance, Wasserstein distance is more sensitive to how far the points are from each other (Asadi et al.,
2018).

We will also need the following special form of Lipschitz continuity from (Asadi et al., 2018).
Definition 2. (Lipschitz Continuity) Given two metric spaces pM1, d1q and pM2, d2q, a function
f : M1 Ñ M2 is Lipschiz continuous if the Lipschiz constant, defined as

Kd1,d2pfq :“ sup
s1PM1,s2PM2

d2pfps1q, fps2qq

d1ps1, s2q

is finite. Similarly, a function f : M1 ˆ A Ñ M2 is uniformly Lipschitz continuous in A if:

KA
d1,d2

pfq :“ sup
aPA

sup
s1,s2

d2pfps1, aq, fps2, aqq

d1ps1, s2q

is finite.

Let M “ pS,A, T, rq be a generic Markov game model, where S and A denote the state space and
the action space respectively, T ps1|s, aq denotes the probability of reaching a state s1 from the current
state s and action a, and rps, a, s1q denotes the reward given the current state s, action a, and the
next state s1. We then introduce the concept of Lipschiz model class from (Asadi et al., 2018), which
allows us to represent the stochastic transition dynamics of an Markov game as a distribution over a
set of deterministic transitions.
Definition 3. (Lipschitz model class) Given a metric state space pS, dSq and an action space A, we
define Fg as a collection of functions: Fg “ tf : S Ñ Su distributed according to gpf |aq where
a P A. We say that Fg is a Lipschitz model class if

KF :“ sup
fPFg

KdS ,dS
pfq,

is finite. We say that a transition function T is induced by a Lipschitz model class Fg if T ps1|s, aq “
ř

f 1pfpsq “ s1qgpf |aq for any s, s1 P S and a P A.

We will show later that the transition dynamics of our Markov game model for attackers is induced
by a Lipschitz model class.

Finally we give a formal definition of finite-horizon value functions (Sutton & Barto, 2018).
Definition 4. Given an Markov game model M and a stationary policy π, the value func-
tion of π at time l is defined as V π

M,lpsq :“ Eπ,T r
řH´1

t“l rpst, atq|sl “ ss, where rps, aq “

Es1„T p¨|s,aqrrps, a, s1qs. V π
M,lp¨q satisfies the following backward recursion form:

V π
M,lpsq “ Ea„πpsqrrps, aq `

ÿ

s1PS

T ps1|s, aqV π
M,l`1ps1qs

where V π
M,H´1psq “ Ea„πpsqrrps, aqs. The optimal value function is defined as V ˚

M,lpsq :“

maxπ V
π
M,lpsq for any s.
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To analyze the impact of inaccurate transition on the value function, we also make use of the following
lemmas (Asadi et al., 2018).
Lemma 1. Given two distributions over states µ1 and µ2, a transition function T induced by a
Lipschitz model class Fg is uniformly Lipschitz continuous in action space A with a constant:

KA
W,W pT q :“ sup

aPA
sup
µ1,µ2

W pT p.|µ1, aq, T p.|µ2, aqq

W pµ1, µ2q
ď KF

Lemma 2. Given a Lipschiz function f : S Ñ R with constant KdS ,dRpfq:

KA
dS ,dR

p

ż

fps1qT ps1|s, aqds1q ď KdS ,dRpfqKA
dS ,W pT q

D.2 MEASURING THE UNCERTAINTY: FROM DATA DISTRIBUTIONS TO TOTAL RETURNS

Let M “ pS,A, T, r,Hq denote the true Markov game for attacking the federated learning system,
and ĂM “ pS,A, T 1, r1, Hq the estimated Markov game used in the policy learning stage, where
T 1 and r1 are derived from the estimated joint data distribution t rPku where rPk “ pPk when k is an
attacker and rPk “ rP otherwise. Our main goal is to compare the optimal attack performance that can
be obtained from the true Markov game model M and that derived from the simulated Markov game
model ĂM. We will focus on understanding the impact of inaccurate data distributions (obtained from
distribution learning) and assume that other system parameters are known to the attackers.

Without loss of generality, we assume the M attackers’ indexes are from K ´ M ` 1 to K. Let
ϵ “ K´M

M denote the fraction of benign nodes. We consider the idealized setting where the M
attackers are perfectly coordinated by a single leading attacker. Because of these simplifications, the
state st in each epoch t is completely defined by the current model parameters θt. In the following,
we abuse the notation a bit and assume S “ Θ.

Let JMpπq :“ Eπ,T,µ0r
řH´1

t“0 rpst, at, st`1qs denote the expected return over H attack steps under
the Markov game M, policy π and initial state distribution µ0. Let π˚ be an optimal policy of M
that maximizes JMpπq. Define J

ĂMpπq similarly and let rπ be an optimal policy for ĂM, with the
same initial state distribution µ0.

Our analysis is built upon the following lemma that compares the performance of π˚ and that of
rπ with respect to the true Markov game M. It extends a similar result in (Yu et al., 2020) to a
finite-horizon Markov game where the reward in each step depends on not only the current state and
action but also the next state. Note that the lemma relies on the key assumption that both V ˚

M,lp¨q

and V ˚
ĂM,l

p¨q are Lv-Lipschitz continuous (with respect to the l2 norm of states) for all l. That is,
|V ˚

M,lps1q ´ V ˚
M,lps2q| ď Lv}s1 ´ s2}2 for any s1, s2 P S where Lv is a constant independent of l.

A similar requirement holds for V ˚
ĂM,l

p¨q. Let W pT, T 1q :“ sup
aPA

sup
sPS

W pT p¨|s, aq, T 1p¨|s, aqq.

Lemma 3. Assume Assumptions 2.1 holds and both V ˚
M,lp¨q and V ˚

ĂM,l
p¨q are Lv-Lipschitz continuous

for all l. Then,

|JMpπ˚q ´ JMprπq| ď 2HrpL ` LvqW pT, T 1q ` 2Lϵδs

Proof. Let Fl be the expected return when π˚ is applied to ĂM for the first l steps, then changing to
M for l to H ´ 1. That is,

Fl “ E
at

„π˚
pstq

tăl:st`1
„T 1

pst,at
q,rt“r1

těl:st`1
„T pst,at

q,rt“r

r

H´1
ÿ

t“0

rtpst, at, st`1qs

By the definition of Fl, we have JM pπ˚q “ F0 and J
ĂM “ FH , which implies that JMpπ˚q ´

J
ĂMpπ˚q “

řH´1
l“0 pFl ´ Fl`1q. Note that

Fl “ Rl´1 ` Esl`1„T psl,alqrrpsl, al, sl`1qs ` Esl,al„T 1,π˚ rEsl`1„T psl,alqrV ˚
M,l`1psl`1qss

Fl`1 “ Rl´1 ` Esl`1„T 1psl,alqrr1psl, al, sl`1qs ` Esl,al„T 1,π˚ rEsl`1„T 1psl,alqrV ˚
M,l`1psl`1qss
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where Rl´1 is the expected return of the first l ´ 1 steps, which are taken with respect to M. Thus,

Fl ´ Fl`1 “ Esl`1„T psl,alqrrpsl, al, sl`1qs ´ Esl`1„T 1psl,alqrr1psl, al, sl`1qs

` Esl,al„T 1,π˚ rEsl`1„T psl,alqrV ˚
M,l`1psl`1qs ´ Esl`1„T 1psl,alqrV ˚

M,l`1psl`1qss

Define G˚
ĂM,l

psl, alq :“ Esl`1„T psl,alqrV ˚
M,lps

l`1qs ´ Esl`1„T 1psl,alqrV ˚
M,lps

l`1qs. We have

JMpπ˚q ´ J
ĂMpπ˚q “

H´1
ÿ

l“0

pFl ´ Fl`1q

“

H´1
ÿ

l“0

pEsl`1„T psl,alqrrpsl, al, sl`1qs ´ Esl`1„T 1psl,alqrr1psl, al, sl`1qsq

`

H´2
ÿ

l“0

Esl,al„T 1,π˚ rG˚
ĂM,l

psl, alqs

“

H´1
ÿ

l“0

pEsl`1„T psl,alqr
1

K

K
ÿ

k“1

pℓkpsl`1q ´ ℓkpslqqs ´ Esl`1„T 1psl,alqr
1

K

K
ÿ

k“1

ℓ1
kpsl`1q ´ ℓ1

kpslqqsq

`

H´2
ÿ

l“0

Esl,al„T 1,π˚ rG˚
ĂM,l

psl, alqs

“

H´1
ÿ

l“0

pEsl`1„T psl,alqr
1

K

K
ÿ

k“1

ℓkpsl`1qs ´ Esl`1„T 1psl,alqr
1

K

K
ÿ

k“1

ℓ1
kpsl`1qsq

`

H´1
ÿ

l“0

p
1

K

K
ÿ

k“1

ℓ1
kpslq ´

1

K

K
ÿ

k“1

ℓkpslqq

`

H´2
ÿ

l“0

Esl,al„T 1,π˚ rG˚
ĂM,l

psl, alqs

where ℓkpsq :“ Ezk„ pPk
rℓps, zkqs, ℓ1

kpsq :“ Ezk„ rPk
rℓps, zkqs and the last equality follows from

the definition of reward function rps, a, s1q “ 1
K

řK
k“1 ℓkps1q ´ 1

K

řK
k“1 ℓkpsq, and r1ps, a, s1q “

1
K

řK
k“1 ℓ

1
kps1q ´ 1

K

řK
k“1 ℓ

1
kpsq.

Since V ˚
M,l is Lv-Lipschitz, we have |G˚

ĂM,l
ps, aq| ď LvW pT ps, aq, T 1ps, aqq from the definition of

1-Wasserstein distance. We further have

|
1

K

K
ÿ

k“1

ℓ1
kpslq ´

1

K

K
ÿ

k“1

ℓkpslq| ď
1

K

K
ÿ

k“1

|ℓ1
kpslq ´ ℓkpslq|

ď
1

K

K
ÿ

k“1

LW p rPk, pPkq

ď Lϵδ,

where the second inequality follows from the definition of 1-Wasserstein distance and Assumption
3.1, and the last inequality follows from Assumption 1 and the fact that rPk “ pPk for any attacker k.
Similarly, We have

|Es1„T ps,aqr
1

K

K
ÿ

k“1

ℓkps1qs ´ Es1„T 1ps,aqr
1

K

K
ÿ

k“1

ℓ1
kps1qs|

ď
1

K

K
ÿ

k“1

|Es1„T ps,aqrℓkps1qs ´ Es1„T 1ps,aqrℓ1
kps1qs|

“
1

K

K
ÿ

k“1

|Es1„T ps,aq,zk„ pPk
rℓkps1, zkqs ´ Es1„T 1ps,aq,zk„ rPk

rℓ1
kps1, zkqs|

ďLpW pT, T 1q ` ϵδq,
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where the last inequality follows Assumption 1, Assumption 3.1, and the property of 1-Wasserstein
distance with respect to product measures. Thus,

JMpπ˚q ´ J
ĂMpπ˚q ď HpLv ` LqW pT, T 1q ` 2HLϵδ.

A similar argument shows that

J
ĂMprπq ´ JMprπq ď HpLv ` LqW pT, T 1q ` 2HLϵδ.

Let U “ HpLv ` LqW pT, T 1q ` 2HLϵδ. Thus,

JMpπ˚q ď J
ĂMpπ˚q ` U

ď J
ĂMprπq ` U

ď JMprπq ` 2U.

As indicated in (Yu et al., 2020), an important obstacle to applying Lemma 3 to real reinforcement
learning problems is to bound the Lipschitz constant Lv for optimal value functions. Further, we
need to bound W pT, T 1q, the 1-Wasserstein distance between two transition functions. We study
these two problems in the following two subsections, respectively.

D.3 LIPSCHITZ CONSTANT OF VALUE FUNCTIONS

In this section, we show that the Lipschitz constant Lv can be upper bounded for any optimal value
function in our setting. We first rewrite the update of model parameters in each epoch of FedAvg as
follows:

fzps, tg̃iuiPrMsq :“ s ´ η
1

K
r

K´M
ÿ

k“1

∇sℓps, zkq `

K
ÿ

k“M`1

g̃ks (2)

where z “ tzku denotes the set of data points sampled by each worker. That is, the above equation
gives the one-step deterministic transition when the data samples are fixed. An important observation
is that the transition function T is induced by a Lipschitz model class Fg “ tfz : z P ZKuwith
gpfz|aq equal to the probability that z is sampled according to the joint distribution

ś

kPrKs
pPk.

Similarly, T 1 is induced by Fg1 “ tfz : z P ZKu with g1pfz|aq equal to the probability that z is
sampled according to the joint distribution

ś

kPrMs
pPk

rPK´M . This observation allows us to apply
the techniques in (Asadi et al., 2018) to bound the Lipschitz constant Lv of an optimal value function
once we bound the Lipschitz continuity of individual fz .

We first show that for any joint action a “ tg̃iuiPrMs, the deterministic transition fzp¨, aq is Lipschitz
continuous with a Lipschitz constant KdS ,dS

pfzp¨, aqq that can be upper bounded independent of z.
Lemma 4. Assume Assumptions 2.3, 2.4, and 2.5 hold. For any Lipschitz model class Fg “ tfz :
z P ZKu, we have KF ď maxtϵ|1 ´ ηα|, ϵ|1 ´ ηβ|u.

Proof. It suffices to show that for any action a, KdS ,dS
pfzp¨, aqq ď maxtϵ|1 ´ ηα|, ϵ|1 ´ ηβ|u. By

(2), we have for any s1, s2 P S,

}fzps1, aq ´ fzps2, aq}2 “ }s1 ´ η
1

K

K´M
ÿ

k“1

∇sℓps1, zkq ´ ps2 ´ η
1

K

K´M
ÿ

k“1

∇sℓps2, zkqq}2

paq

ď
1

K

K´M
ÿ

k“1

}s1 ´ η∇sℓps1, zkq ´ ps2 ´ η∇sℓps2, zkqq}2

pbq
“

1

K

K´M
ÿ

k“1

}pI ´ η
B2ℓps̄, zkq

Bs2
qps1 ´ s2q}2

pcq

ď
1

K

K´M
ÿ

k“1

}I ´ η
B2ℓps̄, zkq

Bs2
}2}s1 ´ s2}2
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where (a) follows from the triangle inequality, (b) follows from the fact that ℓps, zq is twice contin-
uously differentiable with respect to s and the mean value theorem, where s̄ is a point on the line
segment connecting s1 and s2, and I is the identity matrix with its dimension equal to the dimension
of the model parameters, and (c) is due to the Cauchy–Schwarz inequality.

By the strong convexity and smoothness of ℓps, zq with respect to s, the eigenvalues of B
2ℓps̄,zkq

Bs2 are
between α and β (Polyak, 1987). It follows that

}I ´ η
B2ℓps̄, zkq

Bs2
}2 ď maxt|1 ´ ηα|, |1 ´ ηβ|u, @k

Therefore, for any s1, s2,

}fzps1, aq ´ fzps2, aq}2

}s1 ´ s2}2
ď maxtϵ|1 ´ ηα|, ϵ|1 ´ ηβ|u

By Definition 2, we then have

KdS ,dS
pfzp¨, aqq :“ sup

s1,s2

}fzps1, aq ´ fzps2, aq}2

}s1 ´ s2}2

ď maxtϵ|1 ´ ηα|, ϵ|1 ´ ηβ|u

Note that by using a small enough learning rate η, KF can be made less than 1 so that the one-step
deterministic transition becomes a contraction. We next show that the optimal value function V ˚

M,lp¨q

has a bounded Lipschitz constant. Note that the bound is independent of M; hence it also applies to
V ˚

ĂM,l
p¨q

Lemma 5. Assume Assumptions 2.1, 2.3, 2.4, and 2.5 hold. The optimal value function V ˚
M,lp¨q is

Lipschitz continuous with a Lipschitz constant bounded by
řH´l´1

t“0 pKF qtpL ` LKF q.

Proof. The proof is adapted from the proof of Theorem 3 in (Asadi et al., 2018). Let Qπ
M,lps, aq “

rps, aq `
ř

s1PS T ps1|s, aqVM,l`1ps1q denote the state-action value function, where rps, aq “

Es1„T ps1|s,aqrrps, a, s1qs. We have for the optimal state-action value function

Q˚
M,lps, aq “ rps, aq `

ÿ

s1PS

T ps1|s, aqmax
a1PA

Q˚
M,l`1ps1, a1q

with Q˚
M,H´1ps, aq “ rps, aq. The Lipschitz constant of Q˚

M,l is bounded by:

KA
dS ,dR

pQ˚
M,lq ď KA

dS ,dR
prq ` KA

dS ,dR
p

ÿ

s1PS

T ps1|s, aqmax
a1PA

Q˚
M,l`1ps1, a1qq

paq

ď KA
dS ,dR

prq ` KA
W,W pT qKA

dS ,dR
pmax
a1PA

Q˚
M,l`1q

pbq

ď KA
dS ,dR

prq ` KA
W,W pT qKA

dS ,dR
pQ˚

M,l`1q

ď KA
dS ,dR

prq ` KA
W,W pT qrKA

dS ,dR
prq ` KA

W,W pT qKA
dS ,dR

pQ˚
M,l`2qs

ď KA
dS ,dR

prq `

H´l´2
ÿ

t“1

pKA
W,W pT qqtKA

dS ,dR
prq ` KA

W,W pT qH´l´1KA
dS ,dR

pQ˚
M,H´1q

“

H´l´1
ÿ

t“0

pKA
W,W pT qqtKA

dS ,dR
prq

where (a) follows Lemma 2 and (b) is due to the fact that the max operator is 1-Lipschitz, that is,
K}}8,dRpmaxpxqq “ 1 (Asadi & Littman, 2017). From the definition of rps, aq, we further have

|rps1, aq ´ rps2, aq| ď
1

K

K
ÿ

k“1

|ℓkps1q ´ ℓkps2q| `
1

K

K
ÿ

k“1

|Es1
1„T ps1,aqrℓkps1

1qs ´ Es1
2„T ps2,aqrℓkps1

2qs|

ď pL ` LKA
W,W pT qq}s1 ´ s2}2
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where ℓkpsq :“ Ezk„ pPk
rℓps, zkqs. The first term of the second inequality comes from the Lipschitz

continuity of the loss function ℓ, which gives |ℓkps1q ´ ℓkps2q| ď L}s1 ´ s2}2 for any k, and the
second term follows from Lemma 2 by letting fpsq “ ℓkpsq, which gives KA

dS ,dR
pEs1„T rℓkps1qsq ď

LKA
W,W pT q for all k.

Since the above inequality holds for any a P A, rps, aq is uniformly Lipschitz continu-
ous in action space A with a Lipschitz constant KA

dS ,dR
prq “ L ` LKA

W,W pT q. Thus,

KA
dS ,dR

pQ˚
M,lq ď

řH´l
t“0 pKA

W,W pT qqtpL ` LKA
W,W pT qq. Since the optimal value function

V ˚
M,lpsq “ maxaPA Q˚

M,lps, aq and the max operator is 1-Lipschitz (Asadi & Littman, 2017),

we have KdS ,dRpV ˚
M,lq ď KA

dS ,dR
pQ˚

M,lq ď
řH´l´1

t“0 pKA
W,W pT qqtpL ` LKA

W,W pT qq.

By Lemma 1, we have KA
W,W pT q ď KF . The desired result then follows by applying Lemma 4.

The lemma immediately implies that V ˚
M,lp¨q is Lv-Lipschitz for any l where Lv ď

řH´1
t“0 pKF qtpL`

LKF q.

D.4 WASSERSTEIN DISTANCE BETWEEN TRANSITIONS

In this section, we bound the 1-Wasserstein distance of transition functions. Recall that the true
transition dynamics T p¨|s, aq depends on the joint distribution

śK´M
k“1

pPk, while T 1p¨|s, aq depends
on rPK´M . We have the following lemma.

Lemma 6. Assume Assumptions 1-3 hold. For any state-action pair ps, aq, the 1-Wasserstein distance
between transition dynamics T p¨|s, aq and T 1p¨|s, aq generated from the real FL environment and the
estimated environment, respectively, is bounded by ηLzϵδ, that is,

W pT p¨|s, aq, T 1p¨|s, aqq ď ηLzϵδ

Proof. Let z1 “ tz1kuk“1,...,K´M and z2 “ tz2kuk“1,...,K´M denote two data sets of normal
workers sampled from

śK´M
k“1

pPk and rPK´M respectively. Let j “
śK´M

k“1 jk denote an arbitrary
coupling between the two joint distributions that is independent across workers, and J the set of all
such couplings. Let Js denote the collection of couplings between T p¨|s, aq and T 1p¨|s, aq generated
from the couplings of joint distributions in J . To simplify the notation, let spzq :“ fzps, aq denote
the successive state given the current state-action pair ps, aq and the sampled data z of normal workers.
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From the definition of 1-Wasserstein distance, we have

W pT p¨|s, aq, T 1p¨|s, aqq
paq

ď inf
jsPJs

ÿ

ps1
1,s

1
2q

}s1
1 ´ s1

2}2jsps1
1, s

1
2q

pbq

ď inf
jPJ

ÿ

pz1,z2q

}spz1q ´ spz2q}2jpz1, z2q

“ inf
jPJ

ÿ

pz1,z2q

}s ´
1

K
p

K´M
ÿ

k“1

∇sℓps, z1kq ` aq

´ rs ´
1

K
p

K´M
ÿ

k“1

∇sℓps, z2kq ` aqs}2

K´M
ź

k“1

jkpz1k, z2kq

“ inf
jPJ

ÿ

pz1,z2q

}
1

K

K´M
ÿ

k“1

∇sℓps, z1kq ´
1

K

K´M
ÿ

k“1

∇sℓps, z2kq}2

K´M
ź

k“1

jkpz1k, z2kq

pcq

ď
ηLz

K
inf
jPJ

ÿ

pz1,z2q

K´M
ÿ

k“1

}z1k ´ z2k}2

K´M
ź

k“1

jkpz1k, z2kq

pdq

ď
ηLz

K
inf
jPJ

ÿ

pz1,z2q

K´M
ÿ

k“1

}z1k ´ z2k}2jkpz1k, z2kq

ď
ηLz

K

K´M
ÿ

k“1

inf
jk

ÿ

pz1k,z2kq

}z1k ´ z2k}2jkpz1k, z2kq

“
ηLz

K

K´M
ÿ

k“1

W p pPk, rP q
peq

ď
ηLz

K
pK ´ Mqδ

where (a) is due to the fact that we consider a restrictive collection of couplings, (b) is due to the fact
that Js is generated from J , (c) follows from the smoothness of ℓps, zq with respect to z, (d) is due
to jkpz1k, z2kq ď 1,@k, and (e) follows from Assumption 3.

D.5 DIFFERENCE BETWEEN EXPECTED RETURNS

Combining the results from the previous three sections, we have the following main result.

Theorem 1. Assume Assumptions 1-3 hold. Let JMpπq :“ Eπ,T,µ0
r
řH´1

t“0 rpst, at, st`1qs denote
the expected return over H attack steps under Markov game M, policy π and initial state distribution
µ0. Let π˚ and rπ be optimal policies for M and ĂM respectively, with the same initial state
distribution µ0. Then,

|JMpπ˚q ´ JMprπq| ď 2HϵδrpL ` LvqηLz ` 2Ls

where Lv ď
řH´1

t“0 pKF qtpL ` LKF q and KF ď ϵmaxt|1 ´ ηα|, |1 ´ ηβ|u.

Proof. By Lemma 3, |JMpπ˚q ´ JMprπq| ď 2pHpL ` LvqW pT p¨|s, aq, T 1p¨|s, aqq ` 2HLϵδq.
From Lemma 6, we have W pT p¨|s, aq, T 1p¨|s, aqq ď ηLzϵδ. Thus, |JMpπ˚q ´JMprπq| ď 2HrpL`

LvqηLzϵδ ` 2Lϵδs. By Lemma 5 and the comment below it, Lv ď
řH´1

t“0 pKF qtpL ` LKF q where
KF ď ϵmaxt|1 ´ ηα|, |1 ´ ηβ|u.
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