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Abstract

Stochastic multi-armed bandits are a sequential-decision-making framework, where, at each
interaction step, the learner selects an arm and observes a stochastic reward. Within the
context of best-arm identification (BAI) problems, the goal of the agent lies in finding the
optimal arm, i.e., the one with the highest expected reward, as accurately and efficiently
as possible. Nevertheless, the sequential interaction protocol of classical BAI problems,
where the agent has complete control over the arm being pulled at each round, does not
effectively model several decision-making problems of interest (e.g., off-policy learning,
human feedback). For this reason, in this work, we propose a novel strict generalization
of the classical BAI problem that we refer to as best-arm identification under mediators’
feedback (BAI-MF). More specifically, we consider the scenario in which the learner has
access to a set of mediators, each of which selects the arms on the agent’s behalf according
to a stochastic and possibly unknown policy. The mediator, then, communicates back to
the agent the pulled arm together with the observed reward. In this setting, the agent’s
goal lies in sequentially choosing which mediator to query to identify with high probability
the optimal arm while minimizing the identification time, i.e., the sample complexity. To
this end, we first derive and analyze a statistical lower bound on the sample complexity
specific to our general mediator feedback scenario. Then, we propose a sequential decision-
making strategy for discovering the best arm; as our theory verifies, this algorithm matches
the lower bound both almost surely and in expectation.
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1. Introduction

Stochastic multi-armed bandits (Lattimore and Szepesvari, 2020) are a sequential decision-
making framework where, during each interaction round, the learner selects an arm and
observes a sample drawn from its reward distribution. Contrary to regret minimization
problems, where the agent aims at maximizing the cumulative reward, in best-arm identifi-
cation (BAI) scenarios (Even-Dar et al., 2002), the agent’s primary focus lies in computing

A concurrent study of this setting is presented in Reddy et al. (2023). Our findings were derived indepen-
dently and followed by different algorithmic choices and theoretical analyses.



the arm with the highest expected reward (i.e., the optimal arm) as accurately and effi-
ciently as possible. More specifically, in the fized-confidence setting, given a maximal risk
parameter &, the agent’s primary focus is on identifying, with probability at least 1 —§, the
optimal arm with a minimum number of samples. Nevertheless, the sequential interaction
protocol of classical BAI settings, in which the agent has complete control of the arm being
pulled at each round (i.e., at each step, the agent chooses which arm to query), fails to
adequately represent various decision-making problems that are of importance. In fact, in
some relevant scenarios, the agent possesses only partial or no control over the arms being
played. Consider, indeed, the following examples.

e Off-Policy Learning. Off-policy learning is a crucial aspect of decision-making
theory that has gathered significant attention, especially within the Reinforcement
Learning (RL) community (Sutton and Barto, 2018). Here, the agent continuously
observes, at each round, actions sampled from a fixed behavioral policy, together
with the corresponding rewards. The goal, here, consequently, lies in exploiting these
off-policy interactions to identify the best arm with high probability.

e Active Off-Policy Learning. This scenario generalizes the off-policy setting previ-
ously presented. In this case, multiple behavioral policies are available to the agent.
The learner can decide which behavioral policy to query to quickly identify the opti-
mal arm. In practice, these behavioral policies can be, for instance, those of experts
with the skill necessary to perform a subset of actions within the arm set. Another
relevant example might arise in scenarios with human feedback (Li et al., 2019), where
multiple humans can perform actions on the agent’s behalf according to some private
and personal policy.

As we can see, these scenarios cannot be properly modeled with the usual bandit inter-
action protocol as the agent has limited or no control on the arms being pulled during each
interaction round. For this reason, in this work, we study a strict generalization of the clas-
sical BAI framework that circumvents the limits of complete controllability that is typical
of bandit frameworks. To this end, we introduce the best-arm identification problem under
mediators’ feedback, where the learner has access to a set of mediators, each of which will
query arms on the agent’s behalf according to some stochastic, possibly unknown and fized
behavioral policy. The mediator will then communicate back to the agent which action it
has played, together with the observed reward realization. In this setting, the agent’s goal
lies in sequentially choosing which mediator to query to identify with high probability the
optimal arm while minimizing the sample complexity. As one can verify, such formalism
decouples the arms’ pulls from the agent’s choices, thus allowing to properly model all the
scenarios depicted above.

2. Preliminaries and Backgrounds
2.1 Fixed-Confidence Best-Arm Identification

In fixed-confidence best-arm identification (BAI) problems (Even-Dar et al., 2002), the
agent interacts with a set of K probability distributions v = (v1,...vg) with respective
means p = (u1,...,pux). For simplicity, we assume that there is a unique optimal arm,



and, w.l.o.g., 1 > pe > --- > ug. In the rest of this work, we consider distributions within
the one-dimensional canonical exponential family (Cappé et al., 2013), which are directly
parameterized by their mean.! For this reason, with a little abuse of notation, we will often
refer to the bandit model v using the means of its arms p. We use the symbol M to denote
this class of bandit models with unique optimal arms. Given two distributions p,q € M,
we denote with d(p, q) the KL divergence between p and gq.

We now proceed by formalizing the interaction scheme between the agent and the bandit
model. At every interaction step ¢ € N, the agent selects an arm A; € [K] and receives
a new and independent reward X; ~ v4,. The procedure that defines how arms A; are
selected is often referred to as sampling rule. Given a maximal risk parameter 6 € (0,1),
the goal of the agent is to output the optimal arm a,;, = {1} with probability at least 1 —4,
while minimizing the sample complezity 75 € N. More formally, 75 is a stopping time that
controls the end of the data acquisition phase, after which a decision a,; is made. We refer

to algorithms that satisfy P (&75 € argmax,c g ,ua) < J as d-correct strategies.

We now describe in detail the statistical complexity of fixed-confidence BAI problems
(Garivier and Kaufmann, 2016). Given a bandit model p € M, let a*(p) = argmaxqex) Ha-
We introduce the set Alt(u) as the set of problems where the optimal arm is different w.r.t.
to p, namely Alt(p) .= {X € M :a*(X) # a*(n)}. Let kl(z,y) = xlog(z/y)+(1—z)log((1—
x)/(1—y)). Then, for any 0-correct algorithm it holds that E,, [75] > T™(p)k1(,1—0), where
T*(u)~! is given by:

K
T (p)~ ! = inf wd(tia, M) | - 1
(m) St <a21w (w )) (1)

We remark that, when § — 0, 7%(p) fully describes the statistical complexity of each prob-
lem p. More specifically, it is possible to derive the following result: limsups_, % >
T*(p). For this reason, 7% (p) has played a crucial role in several BAI studies (e.g., Garivier
and Kaufmann, 2016; Wang et al., 2021; Tirinzoni and Degenne, 2022). From Equation (1),
we can see that 7*(u)~! can be seen as a max-min game where the first player chooses a
pull proportion among the different arms, and the second player chooses a hard-to-identify
alternative problem where the optimal arm is different (Degenne et al., 2019). In this sense,
the unique maximizer of Equation (1), which we denote as w*(u, ), can be interpreted as
the optimal proportion with which arms should be queried in order to identify a*(w). Since
solving Equation (1) requires access to quantities unknown to the learner, w*(u, ) often
takes the name of oracle weights.

2.2 Best-Arm Identification under Mediators’ Feedback

In this work, we study the following generalization of the best-arm identification problem.
Given a bandit model v with K arms, the learner cannot directly sample rewards from
each arm v,, but, instead it can query a set of E mediators, each of which is described
by a possibly unknown and fized behavioral policy we € Agk. More specifically, at each
interaction step ¢ € N, the agent will select a mediator E; € [E], which, on the agent’s

1. The reader who is not familiar with the subject may consider Bernoullian or Gaussian distributions with
known variance.



behalf, will pull an arm A; ~ wg, and will observe a reward X; ~ v4,. The mediator E;
will then communicate back to the agent both the action A; and observed reward X;. For
brevity, we adopt the symbol 7 as a shortcut for the set of mediators’ policies (ﬂ'e)eEzl-
Given a maximal risk parameter §, the goal of the agent remains identifying with high-
probability the optimal arm within g while minimizing the sample complexity 75. To this
end, we restict our study to the following scenarios.

Assumption 1 For any a € [K| there ezists e € [E]| such that m(a) > 0.

Assumption 1 states that the mediators’ policies explores with positive probability each
action a € [K]. In other words, the agent should be able to gather information on each arm
within the arm set. 2

To conclude, we notice that the proposed interaction protocol is a strict generalization
w.r.t. to the usual BAI framework. Indeed, whenever (i) the mediators’ policies are known,
(i) E = K and, (iii) for all action a € [K], wg, is a Dirac distribution on action a, we
recover the usual best-arm identification problem. In the rest of this document, we refer to
this peculiar set of mediators’ policies as 7.

3. On the Statistical Complexity

This section discusses the intrinsic statistical complexity of the best-arm identification prob-
lems under mediators’ feedback. More specifically, we provide and analyze a lower bound on
the sample complexity that is necessary to identify the optimal arm with high-probability.

Theorem 1 Let § € (0,1). For any 0-correct strategy, any bandit model p, and any set of
mediators m it holds that E,, x [15] > k1(6,1 — 8)T*(p, m), where T*(p,w) ™! is defined as:

sup  inf (ZweZm d(piq, a)) (2)

wET g AEAlL(p - p—

Theorem 1 deserves some comments. First of all, as we can appreciate from Equation (2),
T*(w, ™)~ ! reports the typical max-min game that describes lower bounds for standard best-
arm identification problems. More specifically, the max-player determines the proportion
with which each mediator should be queried, while the min-player decides an alternative
(and hard) alternative instance in which the optimal arm is modified. It has to be remarked
that 7*(pu, )~ ! ,and, consequently, the oracle weights w*(u, 7), directly depends on the set
of mediators’ policies 7. In other words, 7 plays a crucial role in the statistical complexity
of the problem. To further investigate this dipendency, let us introduce some additional
notation. Given w € X, we define (w) € Xk, where 7,(w) = Zle weTe(a) denotes
the probability of playing an arm a when sampling mediators according to w. Then, let
Yk C Xk be the set of all the possible 7 that can be obtained starting from any w € Xg.
Given this notation, it is possible to rewrite T*(u, )~ ! as:

inf Zwa (tas Aa)- (3)

fref] AeAlt( [.L)

2. We argue that this is a very mild requirement. Indeed, as we shall see in the appendix, Assumption 1 is
necessary for finite sample complexity results.



At this point, we notice that Equation (3) shares significant similarities with the definition
of T*(u)~! for classical BAI problems; i.e., Equation (1). The only difference, indeed,
stands in the fact that, under mediators’ feedback, the max-player can only act on the
restricted set X i rather than the entire simplex X g. In this sense, the max-min game is
between the proportion of arm pulls that is possible to play according to the mediators 7,
and the alternative hard instance. In the rest of this document, we denote maximizers of
Equation (3) with #*(u, 7). Given this interpreation of Theorem 1 we now proceed by
further investigating the comparison with classical BAI problems.?

3.1 Comparison with classical BAI

First of all, it is worth noting that Theorem 1 effectively generalizes existing statistical
complexity results of the typical BAI problem, thus offering a broader perspective. Indeed,
whenever the set of mediators’ policies is equal to 7, Theorem 1 directly reduces to the
usual BAI lower bound. In other words, T*(u,7) ! is exactly T*(u)~!. Furthermore, for
a general set of mediators 7r, it is possible to derive the following result.

Proposition 2 For any bandit model p and mediators’ policies 7 it holds that:
T*(p,m) "t < T (p, 7). (4)
Furthermore, T*(p, 7)1 < T*(pu, @)~ holds if and only if w*(u,®) ¢ Sk.

From Equation 4, we can see that the mediators’ feedback problem is always at least
as difficult as the classical BAI setting. From an intuitive perspective, this result is ex-
pected. Indeed, from Equation (3), we know that the only difference between T*(p, )1
and T*(u, 7)~! lies in the definition of X, that, as previously discussed, encodes the par-
tial controllability on the arm space that is introduced by the mediators w. Furthermore,
Proposition 2 fully characterizes the set of instances in which the mediators’ feedback in-
troduces additional challenges in identifying the optimal arm. More precisely, the lower
bound of Theorem 1 separates from the one of classical BAI whenever the max-player can-
not pull, in expectation, arms according to the proportion w*(u,7) that results from the
lower bound of the classical BAI problem.

4. Track and Stop under Mediators’ feedback

In this section, we continue by providing our algorithm for the best-arm identification
problem under mediators feedback. Here, we focus on the case in which the mediators
policies 7 are known to the learner.* As algorithm, we cast the Track and Stop (TaS)
framework (Garivier and Kaufmann, 2016) to our interaction setting in the following way.”

3. Further analysis on the statistical complexity are provided in the appendix.

4. We refer the reader to the appendix for the case in which 7 is unknown. Nevertheless, we remark that,
with a slight modification to the algorithm, it is possible to obtain identical theoretical results.

5. We report a short description of the classical TaS algorithm in the appendix; for further details see
Garivier and Kaufmann (2016).



Sampling Rule As a sampling rule, we adopt C-tracking (Garivier and Kaufmann, 2016)
of the oracle mediator proportions w*(u,w). More formally, let fi(¢) be the vector of
estimates of the mean of each arm at time ¢t. We then compute any maximizers of the
empirical version of Equation (2) (i.e., p is replaced with fi), and we L project it onto
Y% = {w € Xp: Vi w > ¢}, where ¢ is given by ¢, = (E% 4+ 1)71/2/2. We notice that, in
the original version of TaS, C-Tracking was applied to track optimal proportions between
arms. Our algorithmic choice (i.e., tracking mediator proportions) is a direct consequence
of the fact that we cannot directly track arm proportions (e.g., ®#*(u, 7)), but, instead, the
learner can only decide which mediator will be queried at time t.

Stopping Rule Since the goal lies in identifying the optimal arm a € [K], we stick to the
successful Generalized Likelihood Ratio (GLR) statistic to decide when enough information
has been gathered to confidently reccomend which arm has the highest mean (Garivier and
Kaufmann, 2016).

The reccomendation For the same reasons of the stopping rule, we rely on the rec-
comendation rule of Garivier and Kaufmann (2016). Namely, our algorithm reccomend the
arm with the highest empirical mean a,; = argmax,c(x) fa(7s)-

4.1 Theoretical Results

At this point, we are ready to present our theoretical analysis on the performance of our
algorithm. We begin by providing the following almost surely convergence result.

Theorem 3 Consider any p € M and any 7™ such that Assumption 1 is satisfied. Let
a € (1,e/2]. It holds that:

P <limsu _ T
wr \ o log (1/9)

Similarly, it is possible to derive a result that directly controls the expectation of the
stopping time 75. More specifically, we prove the following result.

< aT*(u,n‘)) =1. (5)

Theorem 4 Consider any p € M and any 7™ such that Assumption 1 is satisfied. Let
a € (1,e/2]. It holds that:

. E 7r[7_5]
1 ROl < T (p, ). 6
ISP jog(1/5) = T () ©

In other words, Theorem 4 shows that in the asymptotic regime of 6 — 0, our algorithm
matches the lower bound presented in Theorem 1.
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Appendix A: Related Works

In this section, we provide in-depth discussion with works that are related to ours.

Best-Arm Identification Since the seminal work of Even-Dar et al. (2002), the fixed-
confidence BAI setting has gathered increasing attention within the community. In partic-
ular, considerable efforts have been dedicated to refining algorithms and statistical lower-
bounds, all with the ultimate objective of constructing optimal identification strategies
(e.g., Bubeck et al., 2009; Audibert et al., 2010; Karnin et al., 2013; Jamieson et al., 2014;
Jamieson and Nowak, 2014; Kaufmann et al., 2016). In this context, and of particular
relevance for our work, Garivier and Kaufmann (2016) have proposed the celebrated Track
and Stop (TaS) algorithm, which attains optimal statistical complexity in the asymptotic
regime, i.e., § — 0. Building upon this work, numerous studies have been conducted to pro-
pose improvements and generalizations upon the TaS algorithm (e.g., Degenne and Koolen,
2019; Wang et al., 2021; Degenne et al., 2020; Tirinzoni and Degenne, 2022).

Structured Best-Arm Identification One of the key factors that contributed to the
success of TaS is its ability to emerge as a versatile framework that can be meticulously
adapted to several variants of the BAI problem, such as linear (Jedra and Proutiere, 2020)
and spectral bandits (Kocdk and Garivier, 2020), multiple answers problems (Degenne and
Koolen, 2019), and many others (e.g., Garivier et al., 2017; Moulos, 2019; Agrawal et al.,
2020). Among problems with additional structure, our work is related to BAI under choice-
based feedback (Feng et al., 2022; Yang and Feng, 2023), where a company sequentially
shows sets of items to a population of customers and collects their choices. The objective
is to identify the most preferred item with the least number of samples and with high-
probability. Another relevant work is Russac et al. (2021), where the authors study the
BAI problem in the presence of sub-populations. In more precise terms, the authors make
the assumption that a population can be divided into distinct and similar subgroups. During
each time step, one of these subgroups is sampled and an action (i.e., arm) is chosen . The
observed outcome is a random draw from the selected arm, considering the characteristics
of the current subgroup. To evaluate the effectiveness of each arm, a weighted average
of its subpopulation means is used. Finally, our feedback structure is also related to BAI
in contaminated bandits (Altschuler et al., 2019; Mukherjee et al., 2021), where each arm
pull has a probability € of generating a sample from an arbitrary distribution, rather than
the true one. Nevertheless, we remark that none of these settings can be mapped to the
mediators’ feedback one and viceversa.

Mediators’ Feedback The mediator feedback terminology was introduced by Metelli
et al. (2021) in the context of Policy Optimization (PO) in RL. Similar to the previous
studies of Papini et al. (2019), the authors deal with the PO problem as a bandit where
each policy in a given set is mapped to a distinct arm, whose reward is given by the usual
cumulative RL return. Notice that, in this setting, the ability to perform actions in the
environment is mediated by the policy set of the agent. For this reason, in our work, we
adopt their terminology to disentangle the arms’ pull from the agent’s choices. Among this
line of works, we notice that, recently, a variant of this problem has also been studied in the
context of non-stochastic bandits with expert advice (Eldowa et al., 2023). Here, during
each round, the learner selects an expert that will perform an action on the agent’s behalf
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according to some fixed distribution. Similar ideas have also been investigated in Sen et al.
(2018) for regret minimization in contextual bandits. More specifically, they assume access
to a class of stochastic experts, where each expert is a conditional distribution over the
arms given the context. Compared to our work both Sen et al. (2018) and Eldowa et al.
(2023) consider the problem of minimizing the regret against the best expert.

Other Related Works Off-policy learning plays a vital role in decision-making theory
and has garnered considerable interest, particularly in RL (Sutton and Barto, 2018). In
particular, the off-policy feedback has received extensive research in the offline RL literature
(Levine et al., 2020), where the agent lacks the ability to directly interact with the environ-
ment and is instead limited to utilizing a fixed dataset gathered by possible multiple and
unknown behaviorial policies. Finally, related to our work, Gabbianelli et al. (2023) have
studied regret minimization in adversarial bandits with off-policy feedback. More specifi-
cally, the authors assume that the learner cannot directly observe its rewards, but instead
sees the ones obtained by a behavioral and unknown policy that runs in parallel. Similar
ideas have also been extended to the MDP setting with known transitions in Bacchiocchi
et al. (2023).

Appendix B: Further Details on Track and Stop

The seminal work of Garivier and Kaufmann (2016) has presented the Track and Stop (TaS)
algorithm, which is the first asymptotically optimal approach for the fixed confidence BAI
scenario; i.e., when & — 0, it guarantees to stop with sample complexity that matches the
lower bound. The core idea behind TaS lies in solving an empirical version of Equation (1)
to estimate the optimal oracle weights. Then, in order to match the optimal proportions
w*(p, ) (which guarantees to achieve optimality), the sampling rule will allocate samples
by tracking this empirical estimation. We remark that this is combined with a forced
exploration sampling strategy that ensures that the estimate of the mean of each arm,
and consequently the estimate of w*(u, ), is sufficiently accurate. Lastly, as a stopping
criterion, TS employs the Generalized Likelihood Ratio (GLR) statistic to determine if
enough information has been collected to infer, with a risk not exceeding §, whether the
mean of one arm is greater than that of all the others. More specifically, the algorithm
stops whenever the following condition is verified:

K

Z(t) ==t min Na(t)
AEAlt(f) p t

d(fia(t), Aa) = B(t,6), (7)

where N,(t) denotes the number of pulls to arm a at time ¢, and [(¢,0) represents an
exploration rate that is commonly set to log (%), for some @ > 1 and appropriate constanct

c.’

6. We refer the reader to the original work of Garivier and Kaufmann (2016) for a formal exposition of the
GLR statistic and its use within pure exploration problems.
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Appendix C: Further Analysis on the Statistical Complexity

In this section, we provide additional analysis on the statistical complexity of best arm iden-
tification under mediators’ feedback. All statements will be formally proven in Appendix
E.

On the Action Covering Assumption

We now continue with a formal justification behind the action covering assumption, i.e.,
Assumption 1. To this end, we analyze the behavior of Theorem 1 under the peculiar single
mediator setting, that is &' = 1. More specifically, let us focus on the case in which there are
two different actions, a; and ag, associated to Gaussian reward distributions with unitary
variance and means fiq, > flq,. In this case, T*(u, 7)~! reduces to:

1 7me(ar)me(a2) .o
27 (a1) + we(az)A ’ (®)

where A = 4, — 11q,. In this context, it is easy to see that, as soon as 7.(a) — 1 for any of
the two actions, T*(p, w) ™! tends to 0, and, consequently, E,, [7s] — +oc. In this sense,
we can appreciate as Assumption 1 turns out being a necessary assumption for finite sample
complexity result. This should come as no surprise: if we cannot observe any realization
from a certain arm a € [K], we are unable to conclude whether a is optimal or not.

Off-Policy Learning

Given the significant importance of off-policy learning within the sequential decision-making
community, we now provide additional details on the lower bound for the case in which
E = 1. We notice, indeed, that whenever E = 1, our setting reduces to the off-policy best-
arm identification problem, where the learner continuously observes actions and rewards
from another agent (i.e, the mediator). In this case, assuming for the sake of exposition
Gaussian distributions with unitary variance, T*(p, )~}

1 7me(1)me(a)

* -1 _ s T 2
T ([L,ﬂ') _??111127_‘_6(1) +7Te(a)Aa7 (9)

can be rewritten as:

where A, = 1 — pe. Equation (9) expresses the lower bound only in term of the most dif-
ficult to identify alternative arm (i.e., the minimum over the different sub-optimal actions).
Furthermore, contrary to what usually happens in classical BAI problems, this difficult to
identify alternative arm is not the one with the smallest gap A,, but there is a trade-off
between A, and how easy it is to observe the mediator playing action a, namely 7 (a).

On w*(p,m) and 7 (p, )

Finally, we conclude with some more technical considerations on w*(u, ) and 7" (u, ).
It has to be noticed that, compared to standard BAI problems, w*(u, ) and 7*(p, )
are, in general, not unique. In other words, the mappings w*(u,7) and 7*(u, ) are set-
valued. 7 As shown by previous works (Degenne and Koolen, 2019), this sort of feature

7. As a simple example, it is sufficient to consider the case in which linearly-dependent policies are present
in 7.
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introduces significant challenges within the algorithmic design/analysis of, e.g., Track and
Stop inspired algorithms. The following proposition shows significant and technical relevant
properties that help overcoming these challenges.

Proposition 5 The sets w*(u, ) and 7 (pu,7) are convex. Furthermore, the mappings
(n,m) = w*(p, ) and (p, ™) = 7T (p, ) are upper hemicontinuous.

The unfamiliar reader might think of upper hemicontinuity as a generalization of the
continuity property for set-valued mappings (Aubin and Frankowska, 2009). 8 As our
analysis will reveal, Proposition 5 will play a crucial role for the analysis of our algorithmic
solution.

Appendix D: Unknown Mediators’ policies

In this section, we extend our results to the case in which the agent does not know 7, but
instead it has learn it directly from data. All theoretical results are formally proven in the
Appendix E.

Before detailing our theoretical findings, we notice that Theorem 1 still represents a
valid lower bound for this more intricated setting. For this reason, one might be tempted
to extend our algorithm to track the optimal mediators proportions w*(u, 7) to the case in
which the set 7 is unknown to the learner. To this end, let #(¢) be the matrix containing
empirical estimates for each mediator policy mwe. Then, it is sufficient to modify the C-
tracking sampling rule presented in Section 4 by computing any maximizer of the empirical
version of Equation (2) where both p and m are replaced with fi(t) and #(t) respectively.
As we shall now see, this simple modification allows us to derive results that are equivalent
to Theorem 3 and 4. More specifically, we begin by showing the following almost surely
convergence result.

Theorem 6 Consider any p € M and any ™ such that Assumption 1 is satisfied. Let m
be unknown to the learner prior to interacting with the environment. Let o € (1,e/2]. It
holds that:

. s *
Py | limsup —— < aT™(p,mw) | = 1. 10
N R 1o

Furthermore, as done in the previous section, it is possible to derive a result that directly
controls the expectation of the stopping time 7y.

Theorem 7 Consider any p € M and any ™ such that Assumption 1 is satisfied. Let m
be unknown to the learner prior to interacting with the environment. Let o € (1,e/2]. It
holds that:

Ep,r[7s]
limsup —27 20 < oT™*(p, ). (11)
50 log(1/4)
8. Further technical details on this point are deferred to the appendix.
9. We notice that, in the previous section, p was replaced with fi(t) while 7 was used directly since it was
available to the learner.
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We now proceed by analyzing the results of Theorems 6 and 7. First of all, as we
can appreciate, they fully extend the results of Theorems 3 and 4 to the unknown policies
setting. Notice, in particular, that the theoretical results of the unknown policy setting,
i.e., Equations (10) and (11), are completely equivalent to the ones previously presented for
the case in which 7 is available to the learner, i.e., Equations (5) and (6). Furthermore, as
a direct consequence of the fact that Theorem 1 represents a lower bound to the problem,
it follows that the simple modification that we presented at the beginning of this section, is
sufficient to derive an asymptotically optimal algorithm even in the case in which 7 is not
available to the learner. Most importantly, these considerations implies that not knowing 7
does not affect the statistical complexity of the problem, at least in the asymptotic regime
0 — 0. As a direct consequence, all the analysis and discussion we presented in the lower
bound section hold equivalently both for the known and the unknown policy settings.

Appendix E: Proofs and derivations

Statistical Complexity

In this section, we derive claims concerning the statistical complexity of the problem. We
begin by proving Theorem 1.

Theorem 1 Let § € (0,1). For any 0-correct strategy, any bandit model p, and any set of
mediators m it holds that E,, x [15] > k1(6,1 — 8)T*(p, m), where T*(p,w) ! is defined as:

sup  inf (ZweZwe d(pha, a)) (2)

wWESE AEAlt(p - a1

Proof Consider an instance A € Alt(p). It is easy to see that, from Lemma 1 in Kaufmann
et al. (2016) that:

E

K
Z (Euﬂr [Ne(Té)] Z Te(a)d(pta, Aa)) > kl(6,1 = 9),
a=1

e=1

where N,(t) denotes the number of pulls to mediator e at time ¢. Following Garivier and
Kaufmann (2016), we notice that the previous Equation holds for all A\ € Alt(u). Therefore,
we have that:

E
K 1-0) < | inf  Epalrs Z( Z d(tas a))

e=1 =1
E
< E,x|7s] su 1nf w m , ,
< Bynfnl sup i z( Sy a>)
thus concluding the proof. |
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Given Theorem 1, we notice that, from Lemma 3 in Garivier and Kaufmann (2016), we
have that T*(u,7)~! can be rewritten as:

E
min (Z(we(l)—i-we(a))) I wp .0 (m1Ha)s (12)
>

1
a7l \eo E (re(D+me(a)

where I, (p1, p2) == ad(p1, apr + (1 —a)pe) + (1 — a)d(pe, apr + (1 — a)usz) denotes a gener-
alized version of the Jensen-Shannon divergence. We notice that, for Gaussian distributions
with unitary variance, Equation (12), reduces to (see, e.g., Appendix A.4 in Garivier and
Kaufmann, 2016):

1 (EEm0) (SEm@)

w2 (S re) + (@) " "
from which the proof of Equation (8) and (9) follows directly.
At this point, we continue by proving Proposition 2.
Proposition 8 For any bandit model p and mediators’ policies 7 it holds that:
T ()™ < T (7)™ (4)

Furthermore, T*(p, w) ™' < T*(p, ®) 1 holds if and only if w*(u,7) ¢ Sk

Proof By begin by proving Equation (4). From Equation (3), we have that, for any
mediators’ policies 7, the following equality holds:

T (p, ) ' = s inf Tad(fa, A
(ht.0) nei AEATt(p) Z ad(pa

At this point, we notice that, whenever we consider 7, ) i is equal to Xg. The result
follows by noticing that 5 x C X for any mediators’ policies .

We now continue by showing that 7% (p, 7)™t < T*(p, ®) ™! holds if and only if w* (u, 7) ¢
S k. First of all, suppose that T*(p, )1 < T*(p, %)~ ! holds. However, if w*(p, ) €
holds as well, then we would have that T (u, )~ V> T (p, 7 ™) ! by definition of w*(p,
Therefore, w*(p, ) ¢ Sg. On the other hand, if w*(p, @) ¢ S holds, than T*(p, 7)™
T*(p, 7)1 follows from the fact that w*(p,7) is the unique maximizer of T (u, 7)™

Finally, before proving Proposition 5, we first note that the corresponding w*(u, 7) and
7*(p, ) are, in general, not unique. As a simple example, it is sufficient to consider the
case in which linearly-dependent policies are present in 7r. At this point, we continue with
the proof of Proposition 5.

Proposition 9 The sets w*(u, ) and & (pu,m) are convex. Furthermore, the mappings
(p,m) = w*(p, ) and (p, ™) — 7T (p, ) are upper hemicontinuous.
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Proof First of all, we prove the convexity of the sets. We begin by recalling the definition
of w*(p,):

WEX R

* = f e e as Na .
w*(p, ) argmax)\elR (Zw ZTF d(p ))

In other words w*(p, 7) is the set of maximizers of an infimum over linear functions (which
is well-known to be concave). For this reason w*(u, ) is convex. A similar reasoning can
be applied for 7*(u,w). 10 At this point, we proceed with the upper-hemicontinuity. First
of all, consider:

f(pfvﬂ- w )\Gg%tf Zwezﬂ'e ,U,a, a)'

The function f : M x (Ax)¥ x Ag — R is continuous. To see this, from Equation (12), we
can rewrite f as:

fp,mw)= mln (Z we(me(1) + 7re(a))> I swemey  (p1, Ha) -

e we(me(l)+me(a))

Therefore, f can be expressed as a minimum over continous functions. It follows that f is
continuous as well. At this point, the proof follows from an application of the Berge’s The-
orem (Aubin and Frankowska, 2009) (see e.g., Theorem 22 in Degenne and Koolen (2019)).
Adopting the same notation as in Degenne and Koolen (2019), consider X = M x (Ag)F
Y = Ag, ¢(pu, ) = Ag, and u((p, 7),w) = f(p, 7, w). At this point, we notice that ¢ is
compact valued and continuous (since it is constant), while u is continuous. Therefore, due
to Berge’s Theorem (u,7) — w*(p, ) is upper hemicontinous and compact-valued. An
identical reasoning can be applied for 7*(u, ) replacing Y and ¢(p, ) with Sk. [ |

Helper Lemmas

Before diving into the details of our analysis, we report a known result on C-tracking.

Lemma 10 (Lemma 7 in Garivier and Kaufmann (2016)) For all t > 1 and e €
[E], the C-tracking rules ensures that N.(t) > Vt+ E? — 2E. Furthermore, consider a
sequence (wy) such wy € w*(Qu(t), ) for all t. Then, C-tracking ensures that:

t—1
HNtE - ZWSHOO < B(1+ V1),
s=0

where NF = (Ny(t),...,Ng(t)) denotes the number of pulls to each mediator at time t.

Furthermore, we notice that the fact Py, x (75 < 4+00,d-, # a*) < § holds, is a direct
consequence of Assumption 1, forced-exploration, and Proposition 12 in Garivier and Kauf-
mann (2016).

10. This argument was used, for instance, in Degenne and Koolen (2019).

16



Algorithm analysis (Known Mediators’ Policies; Almost Surely Convergence)

At this point, we proceed by deriving the almost surely convergence result (i.e, Theorem
3).

Lemma 11 Consider a sequence of (fu(t)),cn that converges almost surely to p. For all
t €N, let wy € w*(fa(t), ) be arbitrary oracle weights for fi(t) and 7. Then, the following

holds:
=
n Zws —w|| = 0) =1
s=0 00

Proof The proof follows the one of Lemma 6 of Degenne and Koolen (2019).
Let £ be the following event:

Pux ( lim inf

1400 wew® (u,m)

€ =A{n(t) = p}.

Event £ holds by assumption with probability 1. Due to Proposition 5, we also have that
there for all € > 0, there exists £ > 0 such that if ||@(t) — p|, < & holds, then for all
wi € w*(A(t), m), inf,cps(w,m) lwr — w||, holds as well. At this point, we also notice that,
on &, for any £ > 0, there exists ¢y such that for all t > tg, ||f(t) — p||,, < & holds.

At this point, for any w € w*(p,w), we have that, for all ¢t > ty:

1 t—1
Sy
s=0

Taking infimums and using the convexity of w*(u) (Proposition 5), together with Lemma
33 of Degenne and Koolen (2019), we have that:

1 t—1
7 Zws Bilad
s=0

which concludes the proof. |

t—1

t—lto D ws—w

t=to

to  t—to
=+
t t

<

[e.o]

inf
wEw* (p,m)

< ?0+ €, (14)

o0

A direct consequence of Lemma 11 is the following one.

Lemma 12 Consider a sequence of (fi(t)),cy generated while following the C-tracking sam-
pling strategy. Then, it holds that:
NE A
— = wH = 0> = 1.
t o0

Proof Consider any w € w*(p, 7). Then, for any sequence (w;), such that w; € w*(f1, ),
we have that:

Py ( lim inf

t=r+00 wew* (pu,m)

t—1

NE NE 1 12
o] <2215 e
t . S T = N
t—1
E(1 t 1
S(—;—\/»)_‘_ ZZws_w ,
s=0 e
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where in the second inequality we have used Lemma 10. Then, taking infimums and apply-
ing Lemma 11 concludes the proof. |

At this point, we are ready to state the main Lemma that allows us to match, almost
surely, the expected lower bound on the sample complexity.

Lemma 13 Consider a sequence of (fi(t)),cy generated while following the C-tracking sam-
pling strategy. Then, it holds that:
Nt

t

T :0):1.
[e.9]

Proof We need to show that, with probability 1, for all € > 0, there exists t. such that for
all t > t. the following holds:

P x < lim inf

t—+oo e (pu,m)

NS
— =T
t

inf
TET* (1,7r)

<e (15)

o

We notice that a sufficient condition for Equation (15) to hold is that it holds for some
policy 7 € *(p, ) (i.e., not necessarly the one that attains the infimum).

At this point, we proceed with some considerations. First of all, we know that, due to
the law of large numbers, and the fact that N.(t) — -+oo, we have that Nﬁ:z)(t) — me(a)
with probability 1. More precisely, with probability 1, for all €; > 0, there exists t., such

that for all ¢ > ¢., the following holds:

Ne,ol(t)

D) € [me(a) — €1, me(a) + €] .

Furthermore, due to Lemma 12, we have that, with probability 1, for all es > 0, there exists
tc,, such that for all ¢ > ¢, the following holds:

Ne(t
inf ’ e( ) — We S [—62,62] .
wEW* (pu,m) t o
In other words, let wy € argming, e () ‘ Net(t) — we|| . The following holds:

Ne(t)

P S [wt7e — €2,Wte + 62] .

At this point, focus on Equation (15). Let & be any policy within 7*(u, 7). Then,
Equation (15) is satisfied whenever for all actions a € A the following holds:

Nlt) o)<,
and
—Nat(t) +7(a) <k,



holds. Let us focus on N%(t) — 7(a) < € (the case of —N“f(t) + 7(a) < € is almost identical):

No(t)  _ o~ Naelt) Ne(t) -
Tr TSRy el

e

where @ is any oracle weight that induces 7. With probability 1, however, we have that:

EERECEIVE e SRR

< Z(We(a) + €1)(wie + €2) — Z(Z)e?'d'e(G,).

e

At this point, we notice that the previous equation holds for any oracle weight & that
induces 7, and furthermore, it also holds for any # € &*(u, 7). It thus sufficies to pick @
equal to wy to obtain the following:

Na(t)
t

—7(a) < Z Te(a)ea + €1wr e + €1€2,

e

which concludes the proof.

We are now ready to prove Theorem 3.

Theorem 3 Consider any p € M and any 7 such that Assumption 1 is satisfied. Let
a € (1,e/2]. It holds that:

P (1. s
1msup —————
wr \ T log (1/6)

Proof Consider the following event:

< aT*(u,w)) =1. (5)

A

N,
‘t —7"rH =0 and f(t) — u}

E = { lim inf
t

1= 00 FeR* (1)

Due to Lemma 13, the sampling strategy, the assumption on the mediators’s policies, and
the law of large numbers we know that £ is of probability 1. Therefore, there exists tg such
that for all ¢t > to, f11(t) > maxg-1 fia(t) and, consequently:

2=t iy (0 B e (@0 a0)]

t N1(O/t+Na (D7t

_ ) NP
Let ; € arginfzcze(um) || — 7

. For all € > 0, there exists t; > g such that for

o

all t > t; and all action a € A\ {1} the following holds:

(M0, Nt

Ny (1)t (ﬂl(t)),ﬂa(t))zwl m) (p1, fa)-

t t N1 (D) /t+Ng )/t 1+4+e€ 7t (D) +7¢(a)

19



Therefore, since 7t; € 7*(p, ), for all ¢ > ¢; we have that:

t
(14 e)T*(p,m)

Z(t) >

The rest of the proof follows unchanged w.r.t. Proposition 13 in Garivier and Kaufmann
(2016).
|

Algorithm analysis (Known Mediators’ Policies; Expectation)

In order to prove Theorem 4, we begin with some concentration events analysis.
First of all, let A(T) = T'/4, and € > 0. Define:

T

Er= () (&) - ple <8,

t=h(T)

where ¢ is such that:

Hp/ - ”Hoo <¢ = YW ew'(p, ) Jw e w(p,w), ||’ —wHOO <e

Lemma 14 There exists two constants B and C' such that:
Py (E5) < BT exp(~CT'/®).

Proof Let T be such that h(T) > E2. Let pyin(a) = min, m.(a), and define the the event

Jr as
T K 1
Jg= 1 {Na(t) > - Pmin(a) meinNe(t)}.
t=h(T) a=1

At this point, from the tower rule, we have that:

Pun(&7) = Epn [1{E7}]
=Epn [1 {5%} ‘jT] Pum(jT) +Eun [1 {EZCF} ’jilc‘] Pu,ﬂ(jze)
< Epn [L{EP}HTT] + Ppn(J7).

At this point, we first focus on E,,  [1{&%}|Jr]|. Due to the forced tracking (Lemma
10), we know that, under Jr, the following holds:

Nult) 2 pmin(a) min No(t) > Zpinla) (Vi + B2 —2E)

Therefore, from Lemma 19 of Garivier and Kaufmann (2016), we have that:

Epr [1{E5}171] < BiT exp (-C1T').
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We now continue with bounding P, »(J75). From Boole’s inequality we have that:

T

Hﬂ' jT < Z ZPM, ( ipmln(a)rneinNe(t))>-

=h(T) a

For each time ¢, let E; be the mediator selected at time ¢ by the algorithm. Then,

T K
7)< Z ZPH,‘N ( — *Z?TES pmm(a) mlnN Z’]TES )
t=h(T) a=1

Notice that, by definition we have that:

1 t—1 1 t—1 1 E 1
3 > 7p.(a) =3 221 {BE, = e} me(a) = 521\/6(@ e(a) > 2 Prin(a) min Ne(#).
s=0 s=0 e=1 e=1

Therefore, we have that:

T K
Z ZIP’#,#( a —*ZWES < pmm(a)meinNe(t)>

t=h(T) a=1

iim( »Zm < pmm<>(ﬂ—E)>,

t=h(T) a=1

where in the last inequality we have used Lemma 10 together with h(T) > E?. At this
point, applying Lemma F.4 of Dann et al. (2017), we obtain:

Z ZeXp< ~Pmin(a )(x/i—E)>

< i Brosp (~Cov)

S BgTexp (—CQT1/8> ,

which concludes the proof. |

We now continue by defining another event that is crucial to our analysis. For all t > 0,
we denote with F; the mediator that is played at time ¢ by the algorithm. Then, for some
v € ( %, 1) and some constant ¢, we define:

T K

N Ao Sonor<a)
t=h(T) a=1

Lemma 15 Let v = %. There exists two constants B and C such that:

P (E5(7)) < BT exp(—CTY?®).
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Proof We have that:

K t—1
P, x(EF) < ZIPM <]Na(t) — Z?TE (a)] < cﬂ)
t )azl s=0
K 2,2v—1
— 22y
<
< Zexp< i )

o
=
Y
l

-

~

B0 B B B

~

~

< BT exp (—CT1/8> ,

where, in the first step we have used Boole’s inequality, in the second one Azuma-Hoeefding,
in the third one have used v = %, and in the fourth one we have redefined the constants. B

At this point, given our events, we directly inherit Lemma from Degenne and Koolen
(2019).

Lemma 16 (Lemma 35 in Degenne and Koolen (2019)) There exists a constant T,
such that for T > Tt it holds that on Er, C-tracking verifies:

vt > VT, inf

NF
— —w < 3e.
wEwW* (pu,m) t

o0

We are now ready to state the equivalent of Lemma 13 for the analysis of E,, [7s].

Lemma 17 There exists a constant Te such that for T > T, it holds that on Er N ER(3/4),
C-tracking verifies:

A
N—t — 7?” < 2Fk.
o0

vt > VT, inf .

TeER* (p,m)

Proof Consider T such that the condition that defines Lemma 16 is satisfied. At this point,
focus on t > h(T)2. For any action a € A and 7 € 7*(u, ) we have that:

0 #t0] < [0} L omnto] ¢ rmto 500
5=0 s=0

ct3/4 t—1
<o MDD S (e a) 7))
s=h(T)
_ 1 ¢l _
<t 2 (@ -7@)
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where the first inequality follows from triangular decomposition, the second one, instead,
by definition of £y, and the third one by ¢ > h(T)2. At this point, however, we notice that:

3> (e, (0) 7)) = ]fjwe<a>Ne<t> ~ ()|
e=1

t

s=0

Therefore, we have that:

NA c+1 N (t 5
c+1 NE
< - ot
_T1/4+E‘ " w'oo,

where @ is any weights vector that induces 7. Taking infimums, we obtain:

NA 1 NF
nf |Ah—# <S4 E e AL o
TERT* (1) t 0 T1/4 wEw* (p,m) t o
Applying Lemma 16 concludes the proof. [ ]

At this point, we are ready to analyze the sample complexity of Track and Stop within
our peculiar setting. First of all, we begin a known result widely adopted within the TaS
literature (e.g., Lemma 13 of Degenne and Koolen (2019)).

Lemma 18 Suppose there exists Ty € N such that, for allT > Ty, ErNEL C 175 < T. Then,

+00 oo
Epx[ms] <To + Z Pux(Er) + Z Pux(EF).
t=Tp t=Tp

Before proceeding within the analysis, we notice that the sums that depends on the
events £ and £ are finite. This is a direct consequence of Lemmas 14 and 15.

We proceed by providing a suitable Ty that can be used within Lemma 18. We begin
with some definition. For any p and 7t, we define:

g(p, ) = min(7y + 7o)l _7_ (41, fla)-
a#l A

T +7a

Then, for any €,& > 0, we introduce the quantity:

celp) = inf g, 7).
pi|lp—n! | o <€

ﬁ/:infﬁ,e%*(Hyﬂ.)Hﬁ—/fﬁ—”ooSBEe

Lemma 19 Suppose there exists T € N such that, for all T > Ti, if Ep N EL holds, then
g(p(t), NTtA) > tC7(p) holds as well fort > VT. Then, under that event:

75 < Tp = max ¢ 11, inf TGN:\/T—FﬁiT’é) <T .
ng(ﬂ)
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Proof Set T > T7 and suppose that Ep N S'T holds.

T
min {75, T} < VT + Z 1{7ms >t}
t=vT

T
<VT+ 3 1{2(1) < B(1,0))

t=VT
T
B(t,0)
<VT+ 18t < 02
> )
B(T, 5)
VT G ()

A
where in the third inequality we have used the fact that, under Er N &%, g(fa(t), NTt) >

tC’Z§ (1) holds for t > +/T. The other steps follows from simple algebraic manipulations.
The statement follows directly from the definition of Tj. |

At this point, we can prove Theorem 4.

Theorem 4 Consider any p € M and any 7™ such that Assumption 1 is satisfied. Let
a € (1,e/2]. It holds that:

: By (7]
limsup —27= % < oT*(u, ). 6
P Tog(1/a) = T () 0
Proof Using Lemma 17, for T' > T, on the event Er N &} it holds that for every ¢ > VT:
Z(t) 2 107 ().

Therefore, the condition of Lemma 19 are satisfied, and we can use Ty defined as in Lemma
19 to apply Lemma 18. Therefore, we obtain:

~+00 400
Epnlrs] STo+ Y Pun(€8) + D Pun(EF).
T=1 T=1

At this point, the rest of the proof follows as the original proof of TaS (Theorem 14 in
Garivier and Kaufmann (2016)). [ |

Algorithm analysis (Unknown Mediators’ Policies)

For the case in which the mediators’ policies are unknown to the learner, few mofidications
are needed for the proof.

Concerning the analysis of Theorem 6, it is sufficient to notice that Lemma 11 holds un-
changed for sequences of arbitrary oracle weights w; that belongs to w*(fi(t), 7 (t). Indeed,
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consider a sequence (#(t)),.y that converges to m almost surely (which is guaranteed by
C-tracking and the law of large numbers). Then, it is sufficient to notice that the mapping
(w, ) - w*(p,w) is upper hemicontinuous in both arguments. The rest of the proofs
follow directly.

The problem is slightly more subtle for the analysis of Theorem 7. More specifically, &1
needs to be redefined in the following way.

T

er= () (A —ple <N {lIFE) — 7l <€),

t=h(T)

where ¢ is such that, ||p' — pll, < & and ||7" — || < & implies that

Vo' € w'(p, ') Jw € wH(p, ), |0 —w||  <e

At this point, we need to control the probability of £r. The following Lemma, combined
with the proof of Lemma 14, directly implies that P,, (%) < BT exp(—CT'/#) holds.

Lemma 20 Consider the event:
T
Kr= () {I#@) - =l <&},
t=h(T)

then, Py, (K$) < BT exp(—CT"/®) holds for some constants B and C.

Proof From Boole’s inequality we obtain:

E

T K
Punli) < 32 303 P (o405 < mela) € P () 2 el ).

t=h(T) e=1 a=1

where N q(t) denotes the number of pulls to action a when querying mediator e at time
t. At this point, let T be such that h(T) > E?, then due to Lemma 10, N.(t) > /t — E
for every mediators’ e. The result than follows from Lemma 19 in Garivier and Kaufmann
(2016). |

The new definition of £ plays a role in the equivalent of Lemma 16 that needs to be de-
rived for the unknown policy setting (for which we report the proof below for completeness).
The rest of the proof of Theorem 7 follows directly from the ones of Theorem 4.

Lemma 21 There exists a constant T, such that for T > T, it holds that on Er, C-tracking
with unknown mediators’ policies verifies:

NE
VtZ\/T, inf t—wH < 3e.
t D

wew* ()
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Proof Consider any w € w*(m,w), and consider a sequence wy € w*(fi(s),#(s)). At this
point, we can write:

NE NE lt—l lt—l
P -w| < i i
o s=0 ) s=0 )
t—1
EQ+v1) |1
L BQ+ VY 1S i —w
t t _
EQ+VD) WT) |1 &
<+ > (ws—w)||
s=h(T) 0o

where we combined simple algebraic manipulations with Lemma 10. However, under event
Er, we have that ¢ is such that, ||p' — pl|, < § and ||7" — 7|, < & implies that:

Vo' € w*(p ') Jw € wH(p, ), |

w'—w” <.
o0

The convexity of w*(u, ) then ensures that infy,cex(w,m) H% ZZ;E(T) (ws — w) H < € holds
[e.@]

as well (Lemma 33 in Garivier and Kaufmann (2016)). Therefore, under £ we obtain:
NE

t

_BO+ VY N h(T) e

- t t

1
wew*u, T Hoo

which concludes the proof.
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TaS TaS-MF-k TaS-MF-u Uniform Sampling
0=0.4 389.12 £ 3.79 | 863.87 £13.14 | 883.52 £ 18.44 | 1689.71 4 25.98
0=0.1 450.12 +3.45 | 990.27 +14.11 | 1013.14 + 15.89 | 1891.62 + 29.76
0=0.01 | 553.02+3.45 | 1179.11 + 13.59 | 1205.61 £ 16.95 | 2245.46 + 33.03
0 =0.001 | 655.03 £3.97 | 1376.72 & 15.94 | 1378.14 £ 18.91 | 2619.26 £ 37.53

Table 1: Experiment results for 100 runs. The table report mean and 95% confidence
intervals of the empirical stopping time.

Appendix E: Experiments

To conclude, we report simple numerical experiments.

Experiment 1

First of all, we analyze empirically the effect of the partial controllability that arises from
the mediators’ feedback. More specifically, we consider a Gaussian bandit model with
K = 4. The different arms have mean p = (1.5,1.0,0.7,0.5). We then compare the
following baseliens:

e Track and Stop (TaS)

e Track and Stop with mediators’ feedback and known policies (TaS-MF-k)

e Track and Stop with mediators’ feedback and unknown policies (TaS-MF-u)
e Uniform Sampling (US) over the set of mediator

Both for TaS-MF-k, TaS-MF-u and Uni we assume access to the a set of £ = 4 me-
diators, whose policies are given by m., = [0.1,0.8,0.1,0], m, = [0,0.1,0.8,0.1], 7., =
[0,0.1,0.1,0.8], and m., = [0.2,0.0,0.4,0.4]. We have tested our algorithm on 4 different
values of §, namely § = [0.4,0.1,0.01,0.001].

We have run 100 for each algorithm using 100 Intel(R) Xeon(R) Gold 6238R CPU @
2.20GHz cpus and 256GB of RAM. The rime required for obtaining all results is moderate
(less than a day).

Table 1 shows the result. As we can see, TaS outperforms TaS-MF-k and TaS-MF-
u due to the presence of the mediators that limit the controllability over the arm space.
Nevertheless, TaS-MF-k and TaS-MF-u are still able to outperform the Uniform Sampling
baseline, thus showing the fact that our sequential-decision making strategy is effective at
exploiting the set of mediators. Finally, TaS-MF-k and TaS-MF-u performs similar but
having access to the knowledge of 7r, in practice, leads to some advantages (especially for
moderate regimes of 0).

Experiment 2

We now propose a second experiment that analyzes more deeply the difference in perfor-
mance between TaS-MF-k and TaS-MF-u. Indeed, it has to be noticed that, whenever the
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0=04
0=0.1

0 =0.01

0 =0.001

0 = 0.0001

0 = 0.00001

0 = 0.000001
0 = 0.0000001

0 = 0.00000001

0 = 0.000000001

0 = 0.0000000001
0 = 0.00000000001

TaS-MF-k

254.75 £15.01
277.83 £ 14.63
307.87 £14.01
343.43 £ 16.66
395.66 £ 16.21
405.05 + 14.89
408.33 £ 15.33
484.49 £ 17.70
493.63 + 16.10
506.81 £ 16.94
569.99 £ 18.65
609.26 £ 17.10

TaS-MF-u

1120.97 £ 63.77
1105.42 £ 60.53
1154.54 £ 65.54
1121.26 £ 56.74
1219.50 £ 60.55
1228.79 £ 63.32
1264.96 £ 60.18
1330.48 £ 61.40
1366.83 £ 61.08
1347.70 £ 62.64
1514.64 £ 67.12
1434.92 £ 59.57

Table 2: Experiment results for 1000 runs. The table report mean and 95% confidence
intervals of the empirical stopping time.

mediators’ policies are known to the agent, if identical policies are present within the set, the
algorithm can actually avoid querying identical copies of the mediators. ' In other words,
TaS-MF-k can be easily modified (without affecting its theoretical guarantees) to remove
all copies of identical policies e € 7. In pratice, in scenarios such as the one that we will
describe in a moment, this turns out to significantly affect the sample complexity, especially
for moderate regime of 4. More precisely, we consider the case where pu = [5.0,1.0] and =
contains F = 10 mediators. We consider 7., = [0.01,0.99] and 7., = [0.0, 1.0] for all ¢ # 1.
We test both algorithms in the regimes of §: [0.4, 0.1, 0.01, 0.001, 0.0001, 0.00001, 0.000001,
0.0000001, 0.00000001, 0.000000001, 0.0000000001, 0.00000000001, 0.000000000001].

We run 1000 runs for both algorithms using 100 Intel(R) Xeon(R) Gold 6238R CPU @
2.20GHz cpus and 256GB of RAM. The rime required for obtaining all results is moderate
(less than a day).

Table 2 reports the result. As we can see, especially for moderate regime of ¢ there
is a significant difference between the two algorithms. This is due to the fact TaS-MF-u
pays a significant amount of samples for the forced exploration to various mediators that
are equivalent, namely 7., for all ¢ # 1. The difference between TaS-MF-k and TaS-MF-u,
however, tends to shrink as soon as we decrease the values of ¢ (as predicted by our theory).

11. More generally, the algorithm can remove some e € ™ whenever the set Y does not change.
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